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AN INTRODUCTION TO ASYNCHRONICITY


Arguments over whether particular reactions follow concerted or
stepwise mechanisms have peppered the organic chemistry
literature for decades. One of the more dramatic of these con-
cerned the mechanisms of pericyclic reactions.[1–3] This particular
argument also concerned the ‘synchronicity’ of concerted
reactions and led to a definition of this concept. Although the
terms ‘concerted’ and ‘synchronous’ are sometimes used
interchangeably, they actually describe quite different aspects
of a reaction. A reaction is concerted if it has a single transition
state structure, that is, does not involve any intermediates. This
does not necessarily mean that the reaction should also be
described as synchronous, since the various geometric and
electronic changes (heretofore referred to as ‘events’) that occur
during the reaction might not happen simultaneously. For
example, the definition of a ‘synchronous’ reaction put forth by
Dewar is ‘a concerted reaction in which all the changes in
bonding take place in parallel’,[2] while his definition of an
asynchronous reaction, which he referred to as a ‘two-stage
reaction’ is one that ‘is concerted but not synchronous, some of
the changes in bonding taking place during formation of the
transition state (TS) and the others during conversion of the TS to
the product(s)’.[2] We view ‘concertedness’ as a property of a
reaction while ‘synchronicity’ is a term that compares events
occurring during a concerted reaction.
Take, for example, the reaction shown in Fig. 1 (bottom left to


top right). This is a [3,3] sigmatropic shift (or Cope Rearrange-
ment) and was one of the pericyclic reactions that formed the
backbone of the debate alluded to above.[1–3] The More
O’Ferrall–Jencks-style[4–7] diagram in Fig. 1 provides a graphical
means of comparing the synchronicity of certain events for rela-
ted reactions. The particular diagram in Fig. 1 is concerned with
the synchronicity of C—C single bond breakage (expressed as the
bond order for the Ca—Cb bond) and formation (expressed as the
bond order for the Cc—Cd bond). The blue and green lines and
structures correspond to two different stepwise pathways (the
intermediates in these pathways are at the top left and bottom
right corners of the square). The red line and associated transition
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structure correspond to a pathway that is both concerted and
synchronous (in terms of the two C—C bond-making and
-breaking events). The purple curve and associated transition
structure correspond to a pathway that is concerted but
asynchronous in terms of these events. Although the [3,3] shift
of unsubstituted 1,5-hexadiene follows a concerted mechanism
with synchronous bond-breaking and -making events, where
exactly transition structures for other concerted [3,3] sigmatropic
shifts fall in the spectrum of synchronicity has been shown to
depend on the nature and position of substituents.[1–3,8,9]


Admittedly, the distinction between synchronous and asyn-
chronous is somewhat arbitrary. We prefer to think in terms of
‘degrees of asynchronicity’, since ‘perfect synchronicity’ is not
only very rare, but is also not trivial to define when two unlike
events are being compared. For example, in Fig. 1 two of the
same sort of bond-making and -breaking events are compared,
but examination of less symmetrical systems necessarily involves
the comparison of bonding changes that are not so similar. The
carbocation rearrangements[10] that we will focus on in this
Review are of this type, but the events on which we focus occur
extremely asynchronously.

EXAMPLES OF CONCERTED CARBOCATION
REARRANGEMENTS WITH ASYNCHRONOUS
EVENTS


In our studies on mechanisms of carbocation rearrangements in
natural products biosynthesis, we have so far encountered many

2008 John Wiley & Sons, Ltd.


6
1







Figure 1. More O’Ferrall–Jencks-style diagram for the Cope Rearrange-


ment.


Figure 2. A hiscotropic rearrangement (a) and an IRC calculation (B3LYP/6-31G


for this reaction, and the minima that flank it, are enclosed in boxes (which
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concerted rearrangements with asynchronous events. In fact,
asynchronicity appears to be a general feature of the complex
carbocation rearrangements we have been exploring. In this
section, several representative examples of such rearrangements
are discussed, with an emphasis on their relevance to the
particular putative biosynthetic transformation whose study led
to their discovery.


Ladderane lipid biosynthesis—hiscotropic rearrangements


Recently, a variety of unusual lipids containing [3] and/or [5]
ladderane substructures (e.g., A) were isolated from anammox
bacteria.[11] During our theoretical studies on plausible mech-
anisms for the biosyntheses of such species,[12] we happened

(d)) on it (b).[13] Selected distances are shown in Å. The transition structure


also enclose the relative energies of these stationary points)
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upon an unusual rearrangement that appeared to be an
asynchronous but concerted combination of a [1,2] sigmatropic
shift of hydrogen and a 2-electron electrocyclic ring-opening, an
experimentally unprecedented type of reaction that we termed a
‘hiscotropic rearrangement’.[13] A representative example of such
a rearrangement, with the ladderane framework removed, is
shown in Fig. 2a. The results of an intrinsic reaction coordinate
(IRC)[14,15] study on this reaction are shown in Fig. 2b. Note that
along the portion of the reaction coordinate that precedes the
transition structure, the 3-membered ring remains essentially
intact (although the bond that will break in the rearrangement
does elongate), but the hydrogen shifts to a significant extent.
Examination of the portion of the reaction coordinate following
the transition structure reveals that the hydrogen shift is
completed well before the ring is fully opened. Thus, although
the reaction is concerted, the hydrogen shift and ring-opening
events occur asynchronously. While we compute that such
rearrangements have rather high activation barriers, and are
therefore probably not relevant to ladderane lipid biosynthesis,
their serendipitous discovery has led us to contemplate the
design of non-biological systems for which hiscotropic re-
arrangements may be experimentally observable.

Figure 3. Formally-forbidden [4,5] sigmatropic rearrangement (a) and an IRC


structure to the product is shown.[12] Selected distances are shown in Å. This fig
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Ladderane lipid biosynthesis—formally forbidden
sigmatropic shifts


Subsequent studies on ladderane biosynthesis led to our dis-
covery of another unusual reaction, an 8-electron suprafacial/
suprafacial [4,5] sigmatropic shift (Fig. 3a)[12] that is formally
forbidden based on orbital symmetry considerations.[16–18]


Although concerted, its C—C bond-making and -breaking events
occur asynchronously, with bond-making preceding bond-
breaking (Fig. 4). This is clear from IRC calculations on the
portion of the reaction coordinate connecting the transition
structure to the product (Fig. 3b). In the second structure shown,
for example, the new C—C bond is mostly formed while the
breaking C—C bond has not elongated very much. Since there
appears to be no point along the reaction coordinate with strong
cyclic delocalization of the electrons involved in the rearrange-
ment, the constraints of orbital symmetry are relaxed and, as
Woodward and Hoffmann suggested would be possible,[16–18] are
overcome by other factors. We continue to study this intriguing
rearrangement and are also exploring additional reactions that
correspond to concerted processes in which electrons travel in a
cycle, and which are predicted to be forbidden based on orbital

calculation (B3LYP/6-31G(d)) on it (b); only the pathway from the transition


ure is available in colour online at www.interscience.wiley.com/journal/poc
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Figure 4. More O’Ferrall–Jencks-style diagram for the rearrangement


shown in Fig. 3. This figure is available in colour online at www.


interscience.wiley.com/journal/poc
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symmetry considerations, but which also appear to not involve
structures with strong cyclic delocalization at any point along
their reaction coordinates. Whether or not this is a general
strategy for accessing formally forbidden stereochemistries is an
open question that we are actively pursuing.


Sesquiterpene biosynthesis—dyotropic rearrangements


The facility with which Nature produces thousands of terpene
and terpenoid natural products from simple acyclic, achiral
starting materials is nothing less than amazing. Take, for example,
the conversion of farnesyl diphosphate to the polycyclic,
stereodense sesquiterpene natural product pentalenene
(Scheme 1) by the enzyme pentalenene synthase.[19] During
our quantum chemical studies on themechanisms of carbocation

Scheme 1.


www.interscience.wiley.com/journal/poc Copyright � 2008

rearrangements that may be involved in the natural pentalene-
ne-forming reaction,[20] we came upon the transformation shown
in Fig. 5, a dyotopic[21–23] rearrangement that had not previously
been suggested as a step in the pentalenene synthase catalyzed
reaction. Although the imaginary frequency associated with the
transition structure for this rearrangement corresponds to a
motion that looks primarily like hydrogen migration that would
interconvert structures B and C (Scheme 2), and we were unable
to get our IRC calculations to go beyond structures resembling B
and C, no minima corresponding to B or C were found (despite
many attempts to do so, employing various strategies).[20] We
therefore concluded that the transition structure shown in
Fig. 5b indeed connects the carbocations shown in Fig. 5. The
early portion of the reaction coordinate for this rearrangement
involves breaking of the internal bond of the cyclobutane ring,
which is followed by shifting of the hydrogen near the transition
structure, and then, finally, ring closure. Thus, three events occur
almost but not quite separately from each other.


Sesquiterpene biosynthesis—cyclizations masquerading as
conformational changes


A diversion from the pathway to pentalenene described above
leads to another family of sesquiterpene natural products, the
caryophyllenes.[24] An early intermediate in the pentalenene-
forming reaction is the cation shown at the left of Scheme 3. In
the pentalenene-forming reaction, a [1,2] hydrogen shift occurs
for this intermediate; if, however, the ring-closing reaction shown
in Scheme 3 occurs instead, the caryophyllenes can be formed.
Interestingly, the transition structure we located for this
ring-forming reaction[25] looks mostly like a transition structure
for a conformational change (which happens to decrease the
distance between the cationic center and the alkene that will
attack it). Nonetheless, a series of constrained calculations, in
which the length of the forming C—C bond was systematically
varied while the rest of the molecule was allowed to relax,
suggest that this transition structure is actually connected to the
ring-closed minimum at the center of Scheme 3. Formation of the
new C—C bond appears to occur rather late on the reaction
coordinate. The bond-forming event is apparently so facile that
when the conformational change occurs that aligns the C——C p


bond and the cationic center appropriately for bond formation,
bond formation cannot be stopped. Such transannular proximity
effects appear to be a general theme of the chemistry of
sesquiterpene formation.


Sesquiterpene biosynthesis—temporary alkyl shifts


During our exploration of carbocation rearrangements relevant
to the biosynthesis of another sesquiterpene, trichodiene
(Scheme 4),[26] we uncovered an unusual rearrangement that
we refer to as a ‘temporary alkyl shift’.[27] In the mechanisms
generally proposed for the conversion of farnesyl diphosphate to
trichodiene,[26] the bisabolyl cation is converted to the cuprenyl
cation via an intermediate such asD (Scheme 4). In the absence of
the enzyme that catalyzes this transformation, however, we were
unable to locate a minimum corresponding to D. Instead, we
consistently located intermediate E (Scheme 4). These two
structures differ by the location of a methyl group. We were also
able to locate transition structures that connect the bisabolyl
cation to E and E to the cuprenyl cation (Fig. 6).[27,28] In the
former reaction, C—C bond formation precedes the [1,2] methyl

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 561–570







Figure 5. Dyotropic rearrangement involved in pentalenene formation (a) and its transition structure and flanking minima (b, B3LYP/6-31þG(d,p)).[20]


Selected distances are shown in Å
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shift, and in the latter, hydride migration follows the [1,2] methyl
shift. Again, key events occur asynchronously in concerted
reaction steps. For both of these steps the intermediacy of a
minimum with a secondary cation substructure is avoided.
Although we believe that this overall pathway, in which the
methyl group temporarily shifts its position by one carbon and
then returns to its original location, is not the preferred pathway
in Nature (we have found a competing pathway with a smaller
overall barrier[27]), we are currently exploring the feasibility of
temporary alkyl shifts in other systems.

Scheme 2.


J. Phys. Org. Chem. 2008, 21 561–570 Copyright � 2008 John W

POTENTIAL ENERGY SURFACE
PECULIARITIES


Shoulders, plateaus, and bifurcations


The potential energy surfaces (here, we are referring to energy vs
reaction coordinate curves generated via IRC calculations)
associated with the hiscotropic reactions described above show
interesting variations in their slopes. For some hiscotropic
rearrangements, curves with steep slopes and well-defined TS
regions were observed (Fig. 7, right), while for others, transition

Scheme 3.
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Scheme 4. This figure is available in colour online at www.interscience.


wiley.com/journal/poc


Figure 6. ‘Temporary methyl shift’ involved in trichodiene formation (Schem


www.interscience.wiley.com/journal/poc
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structures appeared to be followed by shoulders (Fig. 7, center) or
appeared to reside at the onset of plateau regions[29–32] (Fig. 7,
left). These shoulders and plateaus tended to correspond to
structures resembling cyclopropyl cations (i.e., what one would
expect after a [1,2] hydrogen shift has occurred; see, for example,
Fig. 8),[13] but we were not able to locate any true minima
corresponding to such structures. It is clear that even if such
minima do exist, they are bounded by miniscule barriers in the
direction that leads to products. A rough correlation between the
earliness of the transition structure (in Fig. 7, expressed in terms
of the breaking C—C bond) and the tendency of the reaction
coordinate to flatten out after the transition structure was
observed.
We also suspect that these plateaus are connected to multiple


products, at least in some cases. In that structures on these
plateaus often resemble cyclopropyl cations, that is, species for
which the hydrogen has migrated but the ring has not yet
opened, ring-opening in either of two possible disrotatory modes
can occur with essentially no barrier (Scheme 5).[13] In short, the
severe asynchronicity of hydrogen migration and ring-opening
allows the reaction coordinate to bifurcate.[33] Which product

e 4, B3LYP/6-31+G(d,p)).[27,28] This figure is available in colour online at
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Figure 7. Summary of types of reaction coordinates found for hiscotropic rearrangments.[13] This figure is available in colour online at www.
interscience.wiley.com/journal/poc


Figure 8. IRC for a representative hiscotropic rearrangement with a post-transition structure plateau.[13] This figure is available in colour online at
www.interscience.wiley.com/journal/poc
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actually predominates in such reactions will likely be influenced
by dynamic factors as well.[34,35]


‘Frustrated non-intermediates’


One can view concerted reactions involving asynchronous events
as part of a continuum spanning stepwise and concerted

J. Phys. Org. Chem. 2008, 21 561–570 Copyright � 2008 John W

reactions where a dividing point has been defined based on
whether or not the ‘intermediate’ is bounded by a barrier (on all
sides). In other words, for reactions that involve two distinct
events, concerted means that, even if geometries resembling
putative intermediates are present along a reaction coordinate,
they are bounded only on one side (in a 2D picture) by a
transition structure. We refer, admittedly casually, to such
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Scheme 5.


Figure 9. Curve-crossing models based on (a) minima and (b) transition


structures.


Figure 10. Curve-crossingmodels based on (a) minima and (b) transition
structures.
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structures as ‘frustrated non-intermediates’—species that corre-
spond to the chemists conception of what an intermediate
should look like, but which are not true minima on a potential
energy surface. When such species reside on expansive plateaus
or ‘calderas’, they may also qualify as ‘twixtyls’ or ‘para
intermediates’.[29–32]


In the case of the dyotropic rearrangement on the pathway to
pentalenene described above,[20] we eagerly sought intermedi-
ates of the sort shown in Scheme 2. Although our IRC calculations
terminated with structures resembling these species after the
slope of the reaction coordinate approached zero,[36] we were
unable to locate true intermediates. Thus, the situation appears to
be one in which the existence of these intermediates is
‘frustrated’ by the fact that there is no barrier for their collapse
to the ring-closed minima (Fig. 5) that we actually found. The
reason for this seems clear: in the ‘intermediate’ structures,
carbocation centers are near in space to C——C p-bonds. It is not
surprising that transannular attack that replaces a p-bond with a
s-bond would be extremely facile (assuming that the gain in
bond energy is not outweighed by associated strain). We take
the fact that the IRC calculations do not proceed all the way to
the minima to indicate that there is a shoulder or plateau in the
vicinity of each ‘frustrated non-intermediate’.
This concept can be expressed through simple curve-crossing


models.[37,38] For example, imagine that the two red energy wells
at the bottom of Fig. 9a correspond to the minima connected to
the dyotropic structure, which here is represented by TS23; thus
the red–black–red pathway corresponds to that found in our
calculations. An alternative stepwise pathway involving inter-
mediates that precede (INT2) and follow (INT3) transition
structure TS23 would correspond to the blue–black–blue
pathway. These two intermediates would be the intermediates
that are described as ‘frustrated’ in the above discussion. In short,
if the blue curves are pulled down[39–41] to the points where their
intersections with the black curves no longer precede the lowest
points on the black curves (i.e., they become the red curves), then
the overall reaction changes from a 4 minima/3 transition
structure process to a 2 minima/1 transition structure (i.e.,
concerted) process. Is there any utility in this sort of perspective?
Perhaps. Imagine that the red–black–red pathway corresponds to
that in the absence of the enzyme (as our calculations suggest). If
the enzyme selectively destabilizes the two red minima (raises

www.interscience.wiley.com/journal/poc Copyright � 2008

the red curves) or stabilizes the black transition structure (lowers
the black curves), then the pathway may switch to the
blue–black–blue type and two intermediates may now be
present; that is, by lowering the barrier for this rearrangement,
the enzyme may introduce new intermediates[42] and the
presence of intermediates, of course, may open up pathways
to byproducts. We are currently pursuing both calculations and
laboratory experiments aimed at deciding whether or not such a
situation does occur when the enzyme is involved. Similar
conclusions can be arrived at using ‘inverted’ curves that
correspond to transition structures (Fig. 9b).
Here is another example. Consider a case where a 3 minima/2


transition structure pathway is converted to a 2 minima/1
transition structure pathway (Fig. 10). We have observed just this
sort of situation in our studies of formally forbidden[16–18] [4,5]
sigmatropic shifts of ladderanes and derivatives (Fig. 11).[12] For
these reactions, we computed reaction coordinates that vary
from stepwise to concerted (but involving asynchronous
bond-making and -breaking events) depending on strain, which
varies with n in Fig. 11. The greater the strain associated with an
nþ 3 carbon ring, the lower the barrier for the second step of this
reaction; with n¼ 1, there is no barrier for the ‘second step’ and
the reaction becomes a single-step (concerted) process. Similar

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 561–570







Figure 11. Reaction coordinates for [4,5] sigmatropic rearrangements.[12] This figure is available in colour online at www.interscience.wiley.com/journal/


poc
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treatments could be applied tomany of the other cases discussed
above as well.

ONGOING STUDIES AND OPPORTUNITIES
FOR THE FUTURE


The studies described above involved primarily gas phase
quantum chemical calculations. But is the reactivity of these
species the same in solution or in the interior of an enzyme as it is
in the absence of such environments? We are currently pursuing
studies—both theoretical and experimental—aimed at addres-
sing this issue. For example, we are currently pursuing more
elaborate calculations that take into account the effects of
solvation and the microenvironments of enzyme active sites. We
are also interested in experimental tests of the predictions arising
from our calculations. These results will be described in due
course, and we are optimistic that the synergistic relationship
between theory and experiment that we try to foster will lead to
consistent models of carbocation reactivity that are not only
useful for explaining known experimental results, but that are
also useful for designing new reactions and experiments by
predicting their outcomes in advance of laboratory testing.
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Substituent effect study on 13Cb SCS of
styrene series. A Yukawa–Tsuno model
and Reynolds dual substituent parameter
model investigation
Basil A. Saleha*, Sabih A. Al-Shawia and Ghazwan F. Fadhilb**

J. Phys. Or

The Yukawa–Tsuno (Y–T) and Reynolds dual substituent parameter (DSP) models have been used to model
13C substituent chemical shift (SCS) of the Cb atom of 19 series of para-substituted styrenes (X-C6H4CR——CYW) with
variable electronic and structural demands in the side-chain. The best fit of the Y–Tmodel was better than that of the
Reynolds DSPmodel for most of the studied series. A high correlation was found between the r value of the Y–Tmodel
and rF value of the Reynolds DSP model. The r value, which reflects the sensitivity of 13Cb SCS to the substituent field
effect, was found to be influenced by the group W on the Cb atom. A W group that enhances the para-substituent
p-polarization of the side-chain has a higher r value than its counterpart W groups that induce counter p-polarization
in the side-chain. The series with W in an E-configuration to the aryl ring has higher r value than corresponding Z
series. A lower r value is observed when W induces a counter p-polarization of the side-chain (as with NO2 and COMe)
or when the R substituent imposes a 65- dihedral angle between the side-chain and the para-substituted benzene ring
(as with t-Bu). When the W group is a heterocyclic ring, the closer the heteroatom is to Cb, the lower the r value is due
to the greater counter p-polarization. The two components of the substituent effect on 13Cb SCS, namely the field
effect and resonance effect, behave inversely. The resonance demand (rR value) increases, as the Y and/or W groups
become more electron-withdrawing (EW). The series with W as a hetrocyclic ring develop negative charge at the
carbon atom of the hetrocyclic ring adjacent to Cb (and to which the styryl moiety is attached) and has a lower rR value
than those which fail to do so. The lowest rR value was for those series with a 65- dihedral angle. Copyright � 2007
John Wiley & Sons, Ltd.
Supplementary electronic material for this paper is available in Wiley InterScience at http://www.mrw.interscience.wiley.com/
suppmat/0894-3230/suppmat/
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INTRODUCTION


When substitution in one part of an organic molecule is varied,
the reorganization of the electronic framework all through the
molecule occurs. This can affect the molecule’s reactivity,
conformation, solubility, equilibrium between the different
potential tautomeric forms, acid-base properties, stacking
tendency, and so forth. Modeling of substituent effects on the
13C NMR chemical shifts of remote carbons is an effective way to
study the changes in electronic states promoted by different
phenyl substituents at that carbon.[1–5]


The substituent-induced changes in the chemical shift (SCS)
can be correlated with a single parameter model that uses a
mono substituent scale such as the Hammett s (Eqn 1) or with a
dual substituent scale giving a dual substituent parameter (DSP)
model such as Eqn 2, which allows variable blends of the
inductive (sF or sI) and resonance (sR) contributions.


SCS ¼ rs ð1Þ


SCS ¼ rFsFðorrIsIÞ þ rRsR ð2Þ

g. Chem. 2008, 21 96–101 Copyright � 2

The SCS is the 13C NMR substituent chemical shift for a
substituted compound. In Eqn 2, different substituent resonance
scales (usually sþR , sR8, s


BA
R , s�R ) can be tested, and the one that


yields the best fit to the experimental data is selected. Even in
those cases where a good correlation with Eqn 1 is obtained, the
use of Eqn 2 gives more information because it shows the
contributions of conjugative (rR) and non-conjugative, that is,

007 John Wiley & Sons, Ltd.
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field effects (rF or rI). An observed positive r value from Eqns
Eqn1 and Eqn2means a normal substituent effect, and a negative
one indicates a reverse substituent effect.[6,7]


Reynolds et al.[8] have derived substituent field sF and
resonance sR8 scales from


13Cb SCS of para- and meta-substituted
styrenes using an iterative target factor testing technique. In later
investigations,[9–11] it was demonstrated that the Reynolds’ sF
and sR8 scales are superior to any other commonly used
substituent constants whether these were single or dual models
in reproducing 13C and 19F SCS of side-chains of para-substituted
benzenes and 1-X-4-bicyclooctane skeletons, respectively. Yukawa
and Tsuno have derived another type of model to study the
substituent effect on the side-chain of a disubstituted benzene
ring when there is electron deficiency at the reaction site of
the side-chain. They have applied their model to modeling
kinetic data of solvolysis (e.g., acetolysis) of b-aryltosylates
and brosylates.[12] The Yukawa–Tsuno (Y–T) model takes the
form of:


dP ¼ rðso þ rþDsþ
R Þ ð3Þ


where dP is the substituent effect on the studied kinetic data, s8 is
the normal substituent scale, that is, when the p-substituted
benzene ring is isolated from the side-chain by methylene group
so as to prevent any through resonance between the substituent
and the side-chain, DsþR is the substituent resonance scale
measuring the capability of p-delocalization of a p-electron
donor (ED) substituent and the reaction site of the side-chain. It is
defined by sþP� s8. The rþ (italic) is a parameter characteristic for
the given reaction and measures the extent of resonance
demand, that is, the degree of resonance interaction between the
aryl group and the reaction site in the rate-determining transition
state. It has been found [13] that rþ varies between 0.01 and 1.5.
To understand the transmission of electronic effects in an


aromatic framework, the concepts of localized and extended
p-polarization should be explained. These concepts were studied
by Reynolds et al.[14] and later characterized in more detailed way
by Bromilow et al.[15] Each p-unit (a double or triple bond,
carbonyl, or aromatic system) is thought to be polarized
separately, the polarization being induced by the substituent
dipole in another part of the molecule (Fig. 1A). This interaction
can be transmitted either through the molecular framework or
through the solvent continuum and is exactly called localized or
direct polarized because each p-unit in the side-chain is polarized
separately. On the other hand, the terminal atoms of a
conjugated p-system show some addition polarization (pro-
portional to sF) that can best be explained in terms of
substituent-induced polarization of the whole p-network. This
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Figure 1. (A): Localized polarization; (B): Extended polarization.
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component is termed extended polarization (Fig. 1B). Obviously,
it can be seen that the terminal atoms (Cb atom in styrene) suffer
from a deficit of electron density and thus correlate with sþR .
Therefore, one can conclude that the Y–T model should be
preferable to study substituent effects on these terminal atoms.
In a previous[16] study, the Y–T model has been used to


investigate the substituent effects on 13C SCS of para carbon
atoms in 15 series of para-substituted benzenes. Details of
substituents and side-chains are given for 1.


YX
para


1


X¼NMe2, OCH3, F, Cl, Br, CH3, H, CN, and NO2


Y¼H, CH3, CH2Ph, Ph, NH2, NO2, OMe, COMe, CH——CH2,
C(Me)——CH2, C(t-Bu)——CH2, (E)-CH——CHCN, (Z)-CH——CHCN,
-CH——CHCOPh, 2,6-dimethyl-4-substituted acetophenone


It was found in that study that the sensitivity of substituent
effect, r, on 13Cpara was increased when the benzene ring was
attached to an electron-withdrawing (EW) C-4 Y-substituted
side-chain. In contrast, the sensitivity of substituent effect on
13Cpara atom was decreased when the benzene ring was attached
to ED Y side-chain.
The aim of this study is to investigate the applicability of the Y–T


method to model 13Cb SCS of various p-substituted styrenes with
differing electronic demands at Cb of the vinyl side-chain. Also, the
present study attempts to compare the performance of the Y–T
model and Reynolds DSP model in modeling the same 13Cb SCS
data and to investigate the nature of the Y–T r parameter and
compare its behavior with Reynolds’ rF and rR parameters.

CALCULATIONS


13Cb SCS data in CDCl3 solvent were taken from the
literature[8,17–19] and are tabulated in electronic supplementary
material as Table 3. We have found by using Eqn 3 directly that is,
expanding it, the statistical results become less accurate than the
below procedure, because of the rounding error which happens
due to the multiplication of r by rþ. The 13Cb SCS were regressed
on the [s8þ rþ (sþp � s8)] term, after allowing the variation of rþ


from 0.1 to 1.5 for one decimal only. Then the rþ which gives the
best correlation will be chosen to be expanded to two decimals
by scanning the best one decimal rþ higher and lower by 0.01.
This process is then repeated with a 0.01 increment till we reach a
two decimal rþ value, which gives the best correlation coefficient
between [s8þ rþ (sþp � s8)] and 13Cb SCS. The corresponding r


and rþ are then analyzed. If two rþ values from the same series
give the same correlation coefficient then the quality of
correlation is judged by taking the best rþ with the lowest
standard deviation of fit. The s8 and sþP substituent scales were
taken from the literature[20] and are tabulated in the electronic
supplementary material as Table 4. The Reynolds DSP model was
obtained by regressing 13Cb SCS on sF and sR8 substituent scales
derived by Reynolds et al.[8] The Reynolds sF and sR8 substituent
scales are tabulated in the electronic supplementary material as
Table 4.
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Table 1. The styrene series structures


α
β


W


Y
R


X


X¼H, NMe2, OCH3, CH3, F, Cl, Br, CN and NO2


Series No. Y W R


1 CH3 CH3 H
2 H Br H
3 Br H H
4 H CO2Me H
5 H CN H
6 CN H H
7 H MeSO2 H
8 H COMe H
9 H NO2 H


10 MeSO2 CO2Et H
11 H Ph H
12 H 2-Furyl H
13 H 3-Furyl H
14 H 2-Pyridyl H
15 H 3-Pyridyl H
16 H 4-Pyridyl H
17 H H H
18 H H CH3


19 H H t-Bu
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RESULTS AND DISCUSSION


Table 1 shows the structures, the p-substituent, and the type of
side-chain of the studied series. The correlation coefficients (r)
and multiple regression coefficients (R) of modeling 13Cb SCS by
the Y–T and the Reynolds substituent scales are given in Table 2.
Also shown in Table 2 are the Y–T best chosen r and rþ


parameters and Reynolds DSP rF and rR parameters together
with the standard error of the tabulated rs. The correlation
coefficient (r), which is used to judge the quality of the correlation
in the Y–T model, indicates that series 2–18 have higher r values
(0.991–0.999) (excellent), while series 1 and 19 gave satisfactory
and fair correlation, their r values respectively being 0.987 and
0.943. Nevertheless, in the Reynolds DSP model we have found
five series with R values lower than 0.99 namely series 5, 6, 7, 9,
and 10 and their R values being respectively 0.989, 0.987, 0.987,
0.980, and 0.970. These correlation results indicate the better
modeling capability of the Y–T model than the Reynolds model
despite the substituent scales of the Y–T model being derived
from non-NMR data, namely kinetic data. The positive values of
the correlation parameters of r and rþmean a normal substituent
effect, that is, electron-donating substituent causes shielding
while electron-withdrawing (EW) substituent causes deshielding.
In order to understand the behavior of the Y–T r parameter, we
have plotted it against the Reynolds’ rF and rR parameters as
shown in Figs 2 and 3, respectively. It is clear that there is a
reasonable linearity with a significant correlation coefficient (r)
between r and rF parameters, which indicates that the Y–T r


parameter reflects substituent field effects. However, the
correlation between r and rR of Reynolds in Fig. 3 shows a
high scattering of the plotted data with low correlation
coefficient and became even worst (r¼ 0.41) when the result
of series 19 (Y——H, W——H, R——t-Bu) was deleted. Figure 4 shows
the plot between rþ and rR of Reynolds. It shows some scattering
with lower correlation coefficient (r) and series 19 deviated from
the cluster of points. Also, deletion of series 19 worsens the
correlation coefficient (r) to become 0.507. The lower quality
correlation between rþ and rR reflects the different nature of s


þ
P


of Y–Tmodel and sR8 of Reynolds; the latter was derived to reflect
the sensitivity of substituent effect felt at the probe site, when
there is no direct through conjugation, while rþ reflects the
extent of substituent resonance effect when the probe site is in
direct through conjugation.


Effect of Y and W substituents on r


As indicated from Eqn 3 that the sensitivity of 13Cb SCS to a
substituent effect felt at Cb is a function of r, it is important to
explain the variation of r values with the side-chain structure of
series 1–19. In all series, the Y and W groups of the side-chain
caused a lowering of the r value when compared with r value of
styrene series 17 (Y——H, W——H). An exception to this observation
was found in series 2 (Y——H, W——Br) and series 5 (Y——H, W——CN)
in which r values of these two series were higher than that of the
styrene series 17. The disposition of the W group with respect to
the p-substituted benzene ring plays a great role in determining
the polar effect as depicted in the value of r. The r value of series
3 (Y——Br, W——H) is lower than that of styrene series 17. The
p-polarization of series 2 and 3 are shown in Fig. 5.
In Fig. 5A, the dipole generated between the bond Br—Cb


coincides with the axis of dipole that goes through the
para-substituent and the benzene ring since the dihedral angle

www.interscience.wiley.com/journal/poc Copyright � 2007

(Cipso—Ca—Cb—Br) between the side-chain and the benzene
ring is zero. The dipole partial negative charge of the bond Br—Cb
stabilizes the partial positive charge at Cb, which is generated by
the substituent p-polarization in series 2 more than that of Cb of
series 17, which lacks such stabilization. In contrast, Fig. 5B reveals
that the angle between the bond dipole of Cb—Br and the axis of
dipole that goes through the para-substituent and the benzene is
equal to 608 as can be deduced from Fig. 5B. This dipole
non-coincidence destabilizes the polarization of Cb of series
3 when compared with that of series 2 and series 17. Hence,
further stabilization occurs to Cb p-polarization in series 2 than
that of series 3. The same results were observed for series 5 (Y——
H, W——CN) and series 6 (Y——CN, W——H). The former has higher
r value than the latter due to the coincidence of the axis of dipole
that goes through the para-substituted benzene ring and the
dipole of bond between Cb and CN in series 5. It has been
mentioned in the introduction that non-terminal atoms suffer
localized (direct) p-polarization whereas terminal atoms suffer
from both localized and extended p-polarization. Cb SCS of series
2 and 5 suffer localized and extended p-polarization, whereas Cb
of series 3 and 6 suffer only localized p-polarization. Despite these
differences in the enhancement in p-polarization in series 2 and 5

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 96–101







Table 2. The results of regression for the Cb atom in styrenes series (1–19) with the Y–T and Reynolds DSP modelsa


Series No.


Y–T Reynoldsb


n Ref.dr rþ r rF rR R


1 5.55 (0.345) 0.12 0.987 4.99 (0.536) 7.12 (0.574) 0.993 9 16
2 6.34 (0.338) 0.27 0.994 5.54 (0.268) 9.79 (0.287) 0.998 9 16
3 5.30 (0.217) 0.49 0.995 5.01 (0.106) 8.1 (0.139) 0.999 8c 16
4 5.29 (0.158) 0.48 0.997 5.06 (0.560) 9.42 (0.600) 0.995 9 16
5 5.80 (0.114) 0.59 0.999 5.93 (0.968) 10.86 (1.03) 0.989 9 16
6 5.67 (0.115) 0.67 0.999 5.89 (1.05) 11.24 (1.12) 0.987 9 16
7 5.18 (0.106) 0.65 0.999 5.24 (0.997) 10.24 (1.07) 0.987 9 16
8 3.96 (0.129) 0.59 0.996 3.78 (0.558) 7.72 (0.598) 0.993 9 16
9 3.30 (0.074) 0.88 0.998 3.55 (0.902) 7.55 (0.966) 0.980 9 16


10 4.73 (0.089) 0.95 0.999 5.21 (1.62) 11.01 (1.73) 0.970 9 16
11 5.65 (0.283) 0.23 0.991 4.99 (0.248) 8.29 (0.266) 0.998 9 17
12 4.84 (0.219) 0.28 0.993 4.29 (0.221) 7.5 (0.237) 0.998 9 17
13 5.75 (0.295) 0.21 0.991 5.01 (0.269) 8.38 (0.288) 0.998 9 17
14 5.14 (0.236) 0.32 0.993 4.56 (0.231) 8.25 (0.247) 0.998 9 17
15 5.56 (0.242) 0.31 0.993 5.05 (0.245) 8.74 (0.263) 0.998 9 17
16 5.54 (0.240) 0.35 0.993 5.01 (0.299) 9.05 (0.321) 0.998 9 17
17 5.77 (0.268) 0.24 0.993 5.11 (0.132) 8.78 (0.142) 0.999 9 8, 18
18 4.56 (0.188) 0.26 0.994 4.16 (0.145) 6.93 (0.156) 0.999 9 8, 18
19 1.30 (0.114) 0.01 0.943 2.03 (0.098) 0.86 (0.105) 0.995 9 8, 18


a Values in parentheses and under the value of r represent standard errors of r.
bResults of Reynolds modeling taken from: S. A. O. Al-Shawi ‘‘Models performance assessment and the role of side-chain on the trans-
mission of substituent effect to para, alpha and beta carbon atoms in p-disubstituted benzenes’’ a PhD thesis (1998) University of Basrah.
c Series 2 excludes the NMe2 substituent.
d References for the 13SCS data.
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or the diminishing in p-polarization in series 3 and 6, the
p-polarizations localized alone or localized and extended follow
the same behavior. Series 9 (Y——H, W——NO2) has the lowest r
value among the studied series. Figure 6A shows the
p-polarization of series 9 due to the dipole of para-substituted
benzene ring. However, Fig. 6B shows the p-polarization of the
vinyl side-chain due to the nitro group. It is clear that this group
imposes a partial positive charge on the nitrogen and partial
negative charges on both oxygen atoms. These two opposing
polarizations lower the stability of the p-polarization due to the
para-substituted benzene ring at the vinyl side-chain as reflected

7654321


2


3


4


5


6


ρ F


ρ


Figure 2. Plot between r of Yukawa–Tsuno and rF of Reynolds
model (r¼ 0.932)
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by the diminishing r value of 13Cb SCS, hence reducing the
sensitivity of Cb to the substituent field effect.
The next higher r value to series 9 (Y——H, W——NO2) is that of


series 8 (Y——H, W——COMe). Here the acetyl methyl group may
contribute to the destabilization of the vinyl side-chain
p-polarization by a hyperconjugative effect as shown in Fig. 7.
Figure 7A shows the p-polarization effect of the para-substituent
on the vinyl side-chain. The hyperconjugation effect of the
methyl group (Fig. 7B) imposes a p-polarization in the acetyl
group, which opposes the p-polarization of the vinyl group due
to the para-substituted benzene ring (Fig. 7A) that is, opposite

7654321
0
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10


12


ρ R


ρ


Figure 3. Plot between r of Yukawa–Tsuno and rR of Reynolds
model (r¼ 0.788).
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Figure 6. (A): Series 9; (B): NO2 polarization
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Figure 7. (A): Series 8; (B): Methyl group hyperconjugation
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Figure 8. (A): Series 12; (B): Series 14
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Figure 4. Plot between rþ of Yukawa–Tsuno and rR of Reynolds
model (r¼ 0.589).
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1
0
0


partial charges develop on Cb atom. The enhanced p-polarization
of the vinyl group side-chain as seen in series 5 (Y——H, W——CN)
and series 2 (Y——H, W——Br) is lost here due to an induced
opposed p-polarization by the hypercojugative methyl group.
Series 12 (Y——H, W——2-furyl) and 14 (Y——H, W——2-pyridyl)


have a significantly lower r than that of styrene series 17.
Figure 8A, B represents the p-polarization which takes place in
these series. The heteroatom in both structures sets a dipole,
which opposes that set by the para-substituted benzene ring

www.interscience.wiley.com/journal/poc Copyright � 2007

similar to what happens in series 9 (Y——H, W——NO2). This
opposition in dipoles reduces the 13Cb SCS sensitivity to the
substituent effect as reflected in the lower r of series 12 and 14,
when compared with that of styrene series 17. In contrast, the r


values of series 13 (Y——H, W——3-furyl), 15 (Y——H, W——3-pyridyl),
and 16 (Y——H, W——4-Pyridyl) are slightly lower than the r value
of styrene series 17 due to the dying away of the opposed
dipole generated in the heteroaromatic ring of series 13, 15, and
16 since the heteroatom in these series is further away than the
heteroatom in series 12 and 14 from Cb.


The effect of the Y and W groups on
resonance demand parameter rR


The rþ values of all series were larger than that of series 17 (Y——H,
W——H) except series 1 (Y——CH3, W——CH3), 11 (Y——H, W——Ph), 13
(Y——H, W——3-furyl), and 19 (Y——H, W——H, R——t-Bu). The
resonance demand (rþ value) increases, as the Y and/or W
groups become more EW (cf. Table 2, series 2–10). This means
increasing EW effect of Y and W would increase the sensitivity of
13Cb SCS to the resonance effect of the para-substituent in the
benzene ring. Hence, the two components of the substituent
effect on 13Cb SCS, namely the field effect and resonance effect
may behave reversely. This reflects what we have seen in
structurally related series, for example, series 2 (Y——H, W——Br)
and 3(Y——Br, W——H) in which the r value of the former is higher
than the latter and vice versa for the rþ values. Similar trends for
series 5 (Y——H, W——CN) and 6 (Y——CN, W——CN) were found. This
opposite trend in r with respect to rþ emphasizes the previous
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Figure 9. (A): Series 12; (B): Series 13; (C): Series 15
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finding of Figure 2, that r reflects pure field effect, not like r of
Hammett Eqn 1, in which r reflects both field and resonance
effects simultaneously. The rþ values of series 14 (Y——H, W——
2-pyridyl) and 16 (Y——H, W——4-pyridyl) are higher than those for
series 12 (Y——H,W——2-furyl), 13 (Y——H, W——3-furyl), and 15 (Y——
H, W——3-pyridyl). This trend of fall in rþ value may be attributed
to the resonance of the lone pair of the heteroatom in the hetero
aromatic ring in which it develops a resonance structure in series
12, 13, and 15 shown by Fig. 9A–C, respectively, in which a
negative charge is acquired by the carbon atom at the
attachment site of the hetero aromatic ring adjacent to Cb.
These resonance structures apparently lower the sensitivity of
13Cb SCS to the substituent resonance effect as reflected in the
lower values of series 12, 13, and 15 when compared with
analogous series in which the hetero aromatic rings fail to
introduce such a negative charge in the carbon atom of the
hetero aromatic ring adjacent to Cb, namely, series 14 and 16 as in
Fig. 10, A and B, respectively.

Effect of R group in side-chain on the r and rR


Cb SCS of series 17 (Y——H,W——H, R——H), 18 (Y——H,W——H, R——CH3),
and 19 (Y——H, W——H, R——t-Bu) suffer localized and extended

J. Phys. Org. Chem. 2008, 21 96–101 Copyright � 2007 John W

p-polarization, since the Cb in these series are terminal atoms only.
The transmission of extended p-polarization and resonance effects
of the substituent to the side-chain attached to the p-substituted
benzene ring depends on the dihedral angle between the
side-chain and the benzene ring. The dihedral angles between
p-substituted benzene ring and side-chains of series 17 (Y——H,W——
H, R——H), 18 (Y——H, W——H, R——CH3), and 19 (Y——H, W——H, R——
t-Bu) are 08, 308, and 658, respectively.[8] Hence, the observed fall of r
and rþ values for series 17, 18, and 19 may be attributed to the loss
of coplanarity between the p-substituted benzene ring and the
side-chains in series 19.
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[4] (a) K. Neuvonen, F. Fülöp, H. Neuvonen, K. Pihlaja, J. Org. Chem. 1994,
59, 5895–5900; (b) K. Neuvonen, F. Fülöp, H. Neuvonen, M. Simeonov,
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Mechanism of 4-methyl-1,2,4-triazol-3-thione
reaction with formaldehyde
Monika Wujec and Piotr Paneth*

J. Phys. Or

We have recently described theoretically the mechanism of the reaction between 4-methyl-1,2,4-triazol-3-thiol and
formaldehyde that leads to the N-substituted product, N1-hydroxymethyl-4-methyl-1,2,4-triazol-3-thione. New
experimental findings indicate that the thione tautomeric form in reaction with formaldehyde also yields this
product. This observation could not be explained on the basis of previous calculations, which predicted that the
thione tautomer undergoes nucleophilic substitution at the sulfur atom, leading to the S-substituted product. We
present theoretical explanation of the observed reactivity. We show that under experimental conditions this reaction
proceeds with the intervention of the anionic form of the triazole with the Gibbs free energy of activation of only
1.8 kcal/mol. Copyright � 2008 John Wiley & Sons, Ltd.

Supplementary electronic material for this paper is avail

able in Wiley InterScience at http://www.mrw.interscience. wiley.com/
suppmat/0894-3230/suppmat/
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INTRODUCTION


Mechanisms of reactions of 1,2,4-triazole-3-thio-derivatives
remain unclear in spite of the importance of this class of
organic compounds that exhibit diverse biological activities.
Apart from the documented anticonvulsant, antidepressant,
anti-inflammatory, antitumor, analgesic, antiviral, and antibacter-
ial activities[1–7] that led to approved drugs, such as alprazolam,[8]


etizolam,[9] or vibunazole,[10] 1,2,4-triazoles are also potent
inhibitors of enzymes such as monoamine oxidase,[11] methion-
ine aminopeptidase-2[12] and farnesyltransferase.[13] They are
also used as intermediates in the synthesis of antifungal
agents such as fluconazole, voriconazole, and itraconazole.[14,15]


N1-hydroxymethyl derivatives that are formed in reactions of
1,2,4-triazole-3-thio-derivatives with formaldehyde show signifi-
cant antibacterial and antifungal activity.[16] In an attempt to shed
some light on the mechanisms of these reactions we have
shown[17] that 4-methyl-1,2,4-triazol-3-thiol (SSH in Scheme 1)
in the reaction with formalin yields N1-hydroxymethyl-4-
methyl-1,2,4-triazol-3-thione (PNC) rather than the expected
3-hydroxymethylsulfanyl-4-methyl-1,2,4-triazole (PSC). However,
recently we have observed that the thiono tautomer, SNH, also
leads to the same product. This observation cannot be explained
on the basis of the previously studied potential energy surface
(PES).
Herein we present results that explain the newly found


reactivity of 4-methyl-1,2,4-triazol-5-thione and provide details of
the mechanism that leads to the N-substituted derivative. It is
found that this reaction occurs via the 4-methyl-1,2,4-triazol-
3-thion anion that reacts to form PNC with the Gibbs free energy
barrier of only 1.8 kcal/mol.

a M. Wujec


Department of Organic Chemistry, Faculty of Pharmacy, Medical University,


Staszica 6, 20-081 Lublin, Poland


b P. Paneth


Institute of Applied Radiation Chemistry, Technical University of Lodz,


Zeromskiego 116, 90-924 Lodz, Poland 3

RESULTS AND DISCUSSION


All calculations have been carried out at the DFT level using B3LYP
functional[18–20] with aqueous solution approximated by the PCM

g. Chem. 2008, 20 345–348 Copyright �

implicit solvent model.[21] It has been shown that the dielectric
properties of the formalin solution are close to that of pure
water.[22] Experimentally, the reaction was initiated by mixing
aqueous solution of the triazol SNHwith formalin at 258C. The SNH
substrate was initially crystallized and its tautomeric form
was confirmed by the X-ray measurements. Formalin is an
aqueous solution in which the predominant form is mono-
hydrate, CH2(OH)2


[23] that is, however, unreactive and it is free
formaldehyde, present in smaller quantity, that is the reactive
species. Thus we consider that the reaction under consideration
involves formaldehyde molecules, the abundance of which is
maintained in solution via rapid equilibrium with formol. We have
determined experimentally the pKa of the triazole substrate; it is
equal to 7.79 at 258C in water.
From the PES reported previously[17] the reaction of SNH with


formaldehyde should yield the product containing the sulfur–
carbon bond (PSC) since the Gibbs free energy of activation of this
reaction is equal to 10.3 kcal/mol, while the corresponding value
for the SN2 reaction leading to the observed product (PNC) is
equal to 25.0 kcal/mol. Similarly, the alternative route involving
tautomerization to the SSH form, followed by the conversion to
PSC, also exhibits Gibbs free energy of activation of nearly 25 kcal/
mol. It is thus evident that another mechanism, not yet explored
theoretically, is responsible for the experimentally observed
reactivity.

2008 John Wiley & Sons, Ltd.
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Scheme 1.


Figure 1. Transition state structures for the reaction of SN1H (TSN1HaqNC)
and the anion SNS- (TSanion-NCS).


Figure 2. Electrostatic potential mapped on the electron density of the


triazole anion (left). Electrostatics around different tautomeric forms
(right), from top left clockwise: SNH, SSH, SN4H, and SN1H in the same


scale �0.25 (red) to 0 (blue) e.u.
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As the first option we have considered a mechanism that
proceeds via a tautomer not considered thus far, which, although
less stable, may react much faster in the experimentally observed
direction. Tautomeric forms of S, illustrated in Scheme 2, leave
two candidates, labeled SN1H and SN4H. (For the sake of
compatibility with the symbols used previously[17] we label
the N2 atom as N, while N1 and N4 atoms are identified by N1 and
N4, respectively.) The relative stability of the latter is lower than
that of SSH (by over 27 kcal/mol) and therefore only
4-methyl-1,2,4-triazol-1-ium-3-thiolate (SN1H) has been con-
sidered. This tautomer is less stable than SNH by 6.6 kcal/mol,
and thus with the activation barrier lower than 3.7 kcal/mol it
could play the role of an intermediate on the pathway from SNH
to PNC.
We have found a transition-state structure (given in the


Supporting Information) for the reaction of this tautomer with
formaldehyde using the model that comprises both substrates
and one explicit water molecule (TSN1HaqNC). This is illustrated in
Fig. 1 while the major geometric data are collected in the second
column of Table 1. This transition state is characterized by one
imaginary frequency of 215.0i cm�1 that corresponds predomi-
nantly to the motion of the triazole N2 atom and formaldehyde
carbon atom that leads to formation of the new bond. The other
main contributions to this vibration come from the transfers of
two protons: between oxygen atoms of formaldehyde and water
molecule, and between trialoze N1 nitrogen and water oxygen
atoms. The Gibbs free energy of activation of this reaction (from
complex of reactants to the transition state, both with one explicit
water molecule) is 8.1 kcal/mol. When the Gibbs free energy

Scheme 2.


www.interscience.wiley.com/journal/poc Copyright � 2008

difference between SNH and SN1H is accounted for, the overall
barrier of the conversion of SNH to PNC by this route (14.7 kcal/
mol) is higher than the barrier corresponding to the SN2 reaction
leading to PSC (10.3 kcal/mol). It is thus evident that another
pathway is responsible for the observed reaction direction.
Since neither of the mechanistic scenarios that involve


different tautomeric forms of S seem to be able to describe
correctly the observed experimentally reactivity of SNH
we have considered a possibility that the reactive species is
either dimeric or deprotonated form of the triazole. Calculations
of all possible dimeric forms (structures of dimers are given in the
Supporting Information) did not provide any reasonable reactive

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 20 345–348







Table 1. Bond distances (in Å), valence and dihedral angles
(in degree) of transition state structures


Coordinate/property TSN1HaqNC TSanion-NC-


S C — — — 1.726
Oa H — — 1.014 —
N C — — 1.760 1.962
O C N — 110.7 111.5
N H O — 162.1 —
O H O — 160.1 —
N N C O 36.2 76.4
N C O H �57.7 —
C O H O 41.9 —
H O H N �11.4 —
O H N N 2.8 —
S C N N 179.5 179.9


a Proton being transferred between water and formaldehyde
molecules.
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complex, which could lead in experimentally observed direction
with energetics competitive to the barrier of the reaction leading
to PSC. The anion of the triazole, on the other hand, was found to
react with formaline to yield PNC with the Gibbs free activation
barrier of only 1.8 kcal/mol. The corresponding transition state
structure TSNS-NC- is illustrated in Fig. 1 and major geometric
parameters are given in the third column of Table 1. This
transition state is characterized by one imaginary frequency of
191.7i cm�1 that corresponds exclusively to the motion of the
triazole N2 atom and formaldehyde carbon atom that leads to
formation of the new N—C bond. This N—C distance in the
transition state indicates that it is a very early transition state in
good agreement with the low barrier. The possibility of the
reaction of the anion with formaldehyde in the direction leading
to PSC- has been explored by the PES scan along the S—C bond. It
has been established that the energy increases monotonically
indicating that the anion of 3-hydroxymethylsulfanyl-4-
methyl-1,2,4-triazole (PSC-) is not a competitive product
compared to PNC-.
The preference of the nucleophilic attack by the nitrogen


center rather than the sulfur center is not surprising when
the charge distribution in the anion is considered. Figure 2
illustrates charge distribution obtained from the Merz–Kollman
fitting procedure mapped on the electron density surface. It can
be clearly seen that the highest density is located around the N2


atom. For comparison, the same electrostatic properties of S
tautomers are also illustrated in Fig. 2.
In order to establish if the reaction of the anion with


formaldehyde leading to PNC- is kinetically competitive we have
compared reaction rates:


vNC� ¼ d½PNC��
dt


¼ kanion�NC½Sanion�½H2CO� (1)


vSC ¼ d½PSC�
dt


¼ kNHaqSC½SNH�½H2CO� (2)


where n are reaction rates, k are rate constants, brackets denote
concentrations, and subscripts refer to different reactants as
defined earlier. Division of Eqn (1) by (2) and inclusion of the

J. Phys. Org. Chem. 2008, 20 345–348 Copyright � 2008 John W

equilibrium constant for the deprotonation of the neutral triazole,
Ka, leads to the expression for the ratio of competitive products:


½PNC��
½PSC�


¼ kanion�NC


kNHaqSC
� ½Sanion�½SNH�


¼ kanion�NC


kNHaqSC
� Ka
½Hþ� (3)


By taking logarithm of both sides of Eqn (3), introducing
experimentally determined value of pKa, and taking into
account that rate constants are proportional to exponents of
the corresponding activation Gibbs free energies we obtain
Eqn (4) relating relative yield of products as a function of the pH
of the reacting mixture:


log
½PNC��
½PSC�


� �
¼ ðDDG 66¼Þ=2:303RT � pKa þ pH ¼ pH � 1:6


(4)


where DDG6¼ is the difference in Gibbs free activation energies of
the competitive processes with the transition states TSNHaqSC


[17]


and TSanion-NC-, respectively.
As expected the relative fluxes of the formation of the


competitive products (PNC- and PSC) depend on the relative
concentrations (difference between pH and pKa) and relative acti-
vation barriers (DDG6¼). We have found experimentally the pKa of
the triazole to be equal to 7.792. Calculated difference in the
Gibbs free activation barriers is equal to 8.5 kcal/mol. Introduction
of these numeric values to the lefthand-side part of Eqn (4) yields
the expression given on its right side. As can be seen, the relative
concentrations are dependent on the pH of the reacting solution.
According to these calculations, under experimental conditions
reported here (pH¼ 3.2), nearly 98% of the products should be a
result of the reaction occurring through the anion form, which
agrees very well with the experimental observation.

CONCLUSIONS


In summary, we have examined computationally the reaction
between 4-methyl-1,2,4-triazol-3-thione and formaldehyde lead-
ing to N1-hydroxymethyl-4-methyl-1,2,4-triazol-5-thione. It is
found that the reaction proceeds with the intervention of the
anionic form of the triazole with the Gibbs free energy of
activation of only 1.8 kcal/mol rather than the unionized form of
the substrate.

EXPERIMENTAL METHODS


Materials


4-methyl-1,2,4-triazol-3-thione was obtained by the crystalliza-
tion of 4-methyl-1,2,4-triazol-3-thiol from water with traces of
acetic acid. The tautomeric form was confirmed by the X-ray
spectroscopy. Both 4-methyl-1,2,4-triazol-3-thiol and formal-
dehyde (37%) were obtained from commercial suppliers.
Previously reported analytical procedures were used.[17] The
value of pKa was determined by fitting results of pH-metric
titration to the Henderson equation.


Reaction conditions


4-methyl-1,2,4-triazol-3-thione (0.01mol) and 0.01mol of formal-
dehyde solution (37%) weremixed (final pH 3.21) and left at room
temperature (258C) for ½h. The obtained product was
filtered, dried, and crystallized from ethanol. Yield 86%. M.p.

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


4
7







M. WUJEC AND P. PANETH


3
4
8


125–1268C. C4H7N3OS¼ 145.184. 1H NMR (DMSO) d 3.47 (s,
3H, CH3); 5.36 (d, 2H, J¼ 7.5 Hz, CH2); 6.79 (t, 1H, J¼ 7.5 Hz, OH);
8.48 (s, 1H, CH). 13C NMR (DMSO) d 32.1 (CH3), 70.5 (CH2), 141.5
(CH), 166.2 (C). 15N NMR (DMSO) d 169.9 (d, J¼ 8.1 Hz, N-CH3),
206.3 (d, J¼ 5.6 Hz, N¼C—SH), 279.5 (d, J¼ 13.1Hz, N¼ CH).


Computational methods


Density functional theory (DFT) calculations were performed.
Geometry optimization of reactants, transition states, and
products was carried out using the B3LYP functional[18,19] and
the standard 6-31þG(d,p) basis set[24,25] as implemented in the
Gaussian03 package[26] with PCM implicit solvent model.[27]


Standard parameters for aqueous solution were used. One-
dimensional PES scans along forming bonds (N—C in the case of
PNC- and S—C in the case of PSC-) have been performed with the
appropriate distance changing (from that for the complex of
reactants to the bond length in the corresponding product) in ten
equal steps. The energy increased monotonically with the
decrease of distance in the case of S—C bond. The point of
largest energy on the N—C PES scan was reoptimized to the
transition state. Once the transition state structures were
optimized the IRC protocol[28] was used to identify reactants
and products of the corresponding reaction. Structures obtained
from these calculations were subsequently optimized to the
nearest stationary points. For all stationary points energies were
then calculated at the B3LYP/6-311þþG(d,p) level.[29] All
calculations were carried out using default convergence criteria.
Vibrational analysis was performed for the optimized structures
to confirm that they represent stationary points on the PESs (3n-6
real normal modes of vibration for the reactant and one
imaginary frequency for the transition state). Gibbs free energy
values correspond to temperature of 298 K.
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Photocatalytic TiO2 – assisted decomposition
of Triton X-100: inhibition of p-nitrophenol
degradation
Gloria Pardoa, Ronald Vargasa and Oswaldo Núñeza*

A decrease in the apparent pseudo first-order rate co
surfactant Triton X-100 (Triton) when its concentra

J. Phys. Or

nstant is observed in the photocatalyzed (TiO2) degradation of
tion is increased. The measured rate versus the concentration


profile is consistent with a hyperbolic form (rate increases with concentration) as described by the Langmuir–
Hinshelwood (L-H) model. The rate is then given by the expression: r¼ kK[Triton]/(1RK[Triton]) but the apparent rate
constant by kapp¼ kK/(1RK[Triton]o), where k¼ 0.66mgLS1minS1 and K¼ 0.037 LmgS1. Therefore, at low [Triton]o,
kapp¼ kK but at high [Triton]o, kapp¼ k/[Triton]o, that is, an inverse function of the reactant concentration. Although,
in the latter case the reaction does not follow first-order kinetics, its pseudo first-order deviation is not easily
noticeable. Therefore, this decrease in kapp with reactant concentration may limit its use when rate constants are
compared to evaluate degradation efficiency or when it is used to show reaction inhibition. However, we have
detected p-nitrophenol inhibition induced by Triton using kapp values. Inhibition is observed at [Triton]o<CMC
(critical micelle concentration) and also at [Triton]o > CMC. These inhibitions are consistent with the LH model given
by the expression: r¼ k(K([phenol]/(1RK([phenol]oRK[Triton]o), where [phenol] is equal during all kinetic runs.
Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The process of heterogeneous photocatalysis using TiO2 is one of
the so-called advanced oxidation processes (AOPs) that show
promise for complete removal of organic compounds from
contaminated waters. In these processes the produced hydroxyl
radicals efficiently promote the oxidation of organic pollu-
tants.[1,2] The technology appears quite attractive since solar
radiation energy is used to initiate the degradation (solar
detoxification).[3]


Various studies[4] have demonstrated the efficiency of the TiO2/
UV process in the mineralization of organic chlorides, carboxylic
acids, unsaturated, and aromatic compounds. We have recently
found[5] TiO2 photoinduced degradation and mineralization of
some pesticide/fungicide precursors. Surfactants have also been
studied due to their associated low biodegradability. These
compounds are extensively used in the domestic and industrial
fields therefore, their environmental impact on waters is quite
important. It has been reported[6–9] that anionic, cationic, and
nonionic surfactants can be degraded using TiO2/UV.
Soil and underground water contamination by Non Aqueous


Phase Liquids (NAPL) are also potential targets for solar
detoxification. Decontamination involves a pump and treatment
process. However, due to accumulation of the NAPL (especially
the dense ones; DNAPL) at the soil pores, desorption becomes
inefficient.[10,11] However, using surfactants at concentrations
higher than the critical micelle concentration (CMC), the water

g. Chem. 2008, 21 1072–1078 Copyright

solubility of the hydrophobic compounds increases.[12,13] There-
fore, extraction with surfactants has been proposed as an
alternative for NAPLs recovery from contaminated underground
waters and soils.[10,11,14,15] Nonionic surfactants have been shown
to be more effective in the solubilization and extraction of
organic contaminants.[16] Surfactant solution is introduced into
the contaminated underground zone and then removed by
pumping to a treatment tank where the extracted contaminant
may be treated using TiO2/UV technology. Once the contaminant
is eliminated, the micelle solution is separated using ultra
filtration or flotation.[17]


From petroleum production to its refining, we could find pits
and effluents that require treatment due to the water or sediment
contamination by hydrocarbons. Therefore, evaluation of the
surfactant degradation and the influence of its concentration on
the organic contaminant degradation are required in order to
optimize treatment conditions. In fact, we have been working at

� 2008 John Wiley & Sons, Ltd.







0


0.2


0.4


0.6


0.8


1


1.2


1.4


1.6


1.8


190 240 290 340 390


wave length (nm)


A
b


so
rb


an
ce


 


Figure 1. Triton–water solution UV spectra at different photodegrada-
tion times at 22 8C. Solar light simulator UVB and UVA (290–400 nm), light


intensity 50mWcm�2, [Triton]o¼ 48.8mg L�1, pH 7 and 100mgL�1 of


Anatase 99.9% TiO2 suspension. Reaction time (top to bottom): 0, 15, 30,


45, 60, 75, 90, 120, and 180min


TRITON UV/TiO2 DECOMPOSITION AND ITS INHIBITORY ROLE

laboratory level on this matter.[18] In general, the mechanism of
TiO2 photodegradation can be explained[2,19–22] using the
Langmuir–Hinshelwood (L-H) model. However, details on the
mechanism are still under investigation.[23–27]


The value of the limiting degradation rate (k) (also known as the
apparent Langmuir–Hinshelwood (L-H) rate constant) and the
adsorption–desorption equilibrium constant (K) of L-H model
under different experimental conditions, are quite important for
optimizing the photocatalytic degradation. For instance, we have
found[28] selective TiO2 photodegradation of naphthalene in Triton
solutions. However, the use of rate constants must be considered
with care since there is evidence[21,29] that the pseudo first-order
rate constant measured depends on reactant concentration. In this
work, kinetic results on the degradation of surfactant Triton
(tert-octylphenoxy polyethoxy-ethanol) using disperse TiO2 and
simulated solar light are shown. We studied the effect of the initial
surfactant concentration and pH on the measured apparent
pseudo first-order rate constant. Mineralization was also followed
by means of OCD (oxygen chemical demand) measurements.
Additionally, we studied the influence of Triton at different
concentrations on the degradation of p-nitrophenol. We did not
focus on the mechanism of p-nitrophenol degradation, since
several proposals[30–33] have been published on phenol degra-
dation where dihydroxy phenol is one of the formed intermedi-
ates. We focus on the valid use of the rate constant as a parameter
to evaluate the efficiency and competition between two
degradable species when the TiO2/UV process is used. From the
mechanistic point of view, we also investigated on the degradation
and mineralization of Triton. Therefore, a degradation path based
upon kinetics and detected intermediates is proposed.

1


EXPERIMENTAL SECTION


Materials, equipment, and general procedures


Anatase, 99.9% TiO2 was obtained from ALDRICH; Triton from
SHARLAU and p-nitrophenol, spectrophotometric grade, from
SIGMA. The K2Cr2O7 and H2SO4 used to determine OCD as well as
the H3PO4, KOH, and anhydrous sodium sulfate were obtained
from RIEDEL DE HAEN.
Irradiations were conducted using a solar light simulator from


SOLAR LIGHT Co. Model LS 1000 UV equipped with a Xenon lamp
of 1000W and filters that simulate solar light intensities in the
UVB and UVA (290–400 nm). Radiation intensity was measured
with a radiometer from SOLAR LIGHT Co. model PMA 2100.
Kinetics were followed using a diode array HEWLETT PACKARD
(HP) UV-visible spectrophotometer, MODEL 8452 A. Solutions of
p-nitrophenol and Triton were prepared by adding KH2PO4 (final
concentration: 0.001M) and adding KOH (0.5M solution) until the
final pH (7 and 10) was obtained. By adding H3PO4 0.01M and
using KOH 0.5M, a final pH 4, was obtained. Irradiations were
performed in a 4 L beaker using 1 L of solution and a TiO2


suspension of 100mg L�1. The mixture was magnetically stirred
during irradiation. Previous to irradiation, the reaction mixture
was stirred in darkness for 30min. During the reaction, sample
aliquots were taken at different times from the reactor and
filtered through a 0.45mm membrane to separate the TiO2.


Photodegradation at different Triton initial concentrations


The initial [Triton] were in the range 24.8–124mgL�1. The experi-
ments were run at pH 7. Kinetics were followed at 225nm. A
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calibration curve (Absorbance vs. concentration) was previously
obtained under the same reaction conditions. An absortivity at
225 nm of 0.0144� 0.0003 L cm�1 mg�1 (9086M�1 cm�1, when
a Triton MW average of 631 is used) was obtained. Therefore, ln
[Triton] versus t plots was used to evaluate the apparent (kapp)
pseudo first-order rate constants of degradation. In Fig. 1 a typical
kinetic run at pH 7, [Triton]o¼ 48.8mg L�1 is shown.


pH influence


Triton degradation was followed at pH 4, 7, and 10 using a
[Triton]o of 48.8mg L�1 and a TiO2 suspension of 100mg L�1.


Mineralization


Triton mineralization was followed by measuring at each time the
OCD. OCD was measured by titration with chromic acid.[34,35]


Intermediates identification


Four intermediates were formed during photocatalytic degra-
dation of 48.8mg L�1 of Triton at pH 4, irradiation intensity
50mWcm�2 and [TiO2] 100mg L�1. These intermediates were
identified by GC/MS. The previously filtered irradiated samples
(1 L) were acidified (H2SO4) to pH 2 and extracted with 30ml of
dichloromethane. The extracted were filtered on anhydrous
sodium sulfate (twice). The solvent was evaporated at environ-
ment temperature to a final 1ml volume. This solution was
directly injected into a GCMS (Hewlett Packard, HP), model
HP6890, provided with mass detector HP5973. The following
injection conditions were used: HP-5 column 30m� 0.32mm
internal diameter; eluent gas He; flux 38.1mlmin�1; injection
temperature 240 8C; column temperature at 40 8C during 4min
and 40–300 8C at 10 8Cmin�1.


Photocatalytic degradation of p-nitrophenol in Triton
solutions


The surfactant concentration influence on the p-nitrophenol
photocatalytic degradation was studied under the following
conditions: a fixed 13.7mg L�1 initial [p-nitrophenol]o was used
while changing the initial [Triton] to 53.2, 106.4, 150, 212.1, and
319.2mg L�1. The pH was kept constant at 7. Degradation was

n Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc


0
7
3







3.5


4.0


g
)


G. PARDO, R. VARGAS AND O. NÚÑEZ
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followed at 402 nm using previously prepared calibration curves
(Absorbance vs. [p-nitrophenol], e¼ 9702M�1 at 402 nm). Appa-
rent rate constants (k0app) were obtained from ln [p-nitrophenol]
versus t plots.
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Figure 3. Langmuir–Hinshelwood plot (1/rate vs. 1/[Triton]) for Triton
degradation. Radiation intensity 50mWcm�2, [TiO2] 100mgL�1, pH 7


(water), temperature 22 8C

RESULTS AND DISCUSSION


Triton degradation


As shown in Fig. S1 (Supporting information) there is no
observable degradation of Triton under conditions of absence of
light with TiO2 or absence of TiO2 with simulated solar light.
However, degradation is observed under conditions in which
both, simulated solar light and TiO2 are present. The linear plots
of ln [Triton] versus t obtained are shown in Fig. 2. Apparent
pseudo first-order rate constants were obtained from the slopes
of these lines. As observed in Fig. 2, the slope decreases with
concentration. It has been shown[36,37] that the photocatalytic
(TiO2) degradation of organic water contaminants follows
Langmuir–Hinshelwood (L-H) rate form given by


rate ¼ kK ½Triton�
1þ K ½Triton� ¼ kapp½Triton� (1)


Where K (Lmg�1) corresponds to the proportion of Triton
molecules which adhere to the surface of the TiO2 particles, k
(mgL�1min�1) the limiting degradation rate at maximum coverage
of the adsorbed Triton and [Triton] (mg L�1) the concentration of
Triton. In fact, as predicted from Eqn (1), a plot of 1/rate versus 1/
[Triton]o (Fig. 3) is linear (rates obtained from initial rate
measurements). From this plot and the intercept, a value for
k¼ 0.66� 0.07mg L�1min�1 is obtained and from the slope, a
value of K¼ 0.037� 0.008 Lmg�1 is obtained. From best fitting of
the experimental points to Eqn (2), a k¼ 0.80mg L�1min�1 and a
K¼ 0.06 Lmg�1 are also obtained (Fig. 4). Photocatalytic
degradation of the surfactant Triton proceeds then through
the L-H reaction mechanism, where a pre-equilibrium (K)
between the amount of adsorbed Triton on the TiO2 surface
and the concentration in solution is established. The adsorbed
Triton is further oxidized at the TiO2 near surface either directly by
the positive holes ðhþvbÞ at the TiO2 valence band (formed by the
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Figure 2. Effect of the initial [Triton] on the slope of the ln [Triton] versus
time plots. Radiation intensity 50mWcm�2, [TiO2] 100mgL�1, pH 7
(water), temperature 22 8C. From top to bottom [Triton]o: 124, 99, 48.8,


and 24.8mg L�1
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UV-light excitation of an electron at the valence band into the
conduction band)[2] or by the action of hydroxyl radicals.[21,22]


In Table 1 (second column), the experimental kapp values are
shown. In the fourth and fifth columns the theoretical kapp values
obtained from the k and K values from Fig. 3 and best fitting
(Fig. 4) using in both cases Eqn (2) (as in Eqn (1)) are also shown


kapp ¼ kK
1þ K ½Triton�o


(2)


As shown in Table 1 (R2 values, third column) and Fig. 2, the
Triton degradation profile has a typical pseudo first-order form.
However, as predicted by Eqn (2), the kapp depends inversely on
the Triton concentration. In fact, Eqn (2) has a similar form to the
rate law corresponding to an inhibition by an initial product (B) in
a two-step reaction (A� BþC¼ BþA�C! Products) in which
it has been established[38] that its occurrence causes a deviation
from pseudo first-order kinetics that may not be easily noticeable.
Similar consequences are experimentally observed for the case of
the L-H reaction rate law given by Eqn (2). Therefore, extreme
care must be taken when comparing apparent pseudo first-order
rate constants in photocatalytic (TiO2) processes since their
values depend on the reactant concentration as predicted by Eqn
(2) and contradict true first-order kinetics. Although kapp depends
inversely on the [Triton] (Eqn (1)), the rate¼ kapp [Triton] (Eqn (1)),
is kept almost constant during the kinetic run since kapp increases
when decreasing concentration. For instance, it can be seen in
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Figure 4. Plot of kapp values versus [Triton]o. Solid line best fit of the
experimental points to the equation kapp¼ 0.05/(1þ 0.06[Triton]o). As


shown in Eqn (2)
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Table 1. Experimental and theoretical kapp (min�1) values for Triton X-100 degradation in water


[Triton] (mg L�1) kapp (10�3min�1)a R2b kapp (10�3min�1)c kapp (10�3min�1)d rate (mg L�1min�1)e


24.8 23.0� 2.0 0.9948 12.8 19.3 0.32� 0.02
40.0 14.3� 0.4 0.9960 9.9 14.1 0.37� 0.03
48.8 10.5� 0.1 0.9907 8.7 12.2 0.44� 0.01
50.0 11.6� 0.3 0.9970 8.6 12.0 0.44� 0.05
80.0 9.3� 0.4 0.9940 6.2 8.3 0.56� 0.09
99.0 7.2� 0.2 0.9494 5.2 6.9 0.45� 0.02
100.0 7.4� 0.6 0.9720 5.2 6.8 0.56� 0.11
120.0 5.2� 0.4 0.9720 4.5 5.8 0.51� 0.10
124.0 4.4� 0.4 0.9788 4.4 5.7 0.56� 0.01


Radiation intensity 50mWcm�2, amount of TiO2 used 100mg L�1, temperature 22 8C. Standard deviation corresponds to triplicates.
a Obtained from the slope of ln [Triton] versus time.
b Linear coefficient from the straight lines.
c Values obtained using Eqn (2), k¼ 0.66� 0.07mg L�1min�1 and K¼ 0.037� 0.008 Lmg�1 (from 1/v vs. [Triton] plot) values (Fig. 3).
d Values obtained using k¼ 0.8mg L�1min�1 and K¼ 0.06 Lmg�1 from best fitting of the experimental points (Fig. 4).
e Rates measured from the initial slope of a [Triton] versus t plot at each initial [Triton].


TRITON UV/TiO2 DECOMPOSITION AND ITS INHIBITORY ROLE

Table 1 that rates (last column) remains very much unchangeable
with changes in concentration. We are then dealing with a special
case of pseudo-zero order reaction due to the cancellation of the
[Triton] term in Eqn (1). kapp values are obtained independently
from ln [Triton] versus t plots but the [Triton] data change as a
zero-order reaction (the same slope, in a [Triton] vs. t plot);
however, the ln function, from where the kapp values are
obtained, define a smooth curve difficult to distinguish from a
straight line, moreover, the ln function changes with less slope
(kapp) at higher argument ([Triton]), as observed experimentally in
the ln [Triton] versus t plots.
Although the use of these kapp values has limitations, they may


be still useful, for instance, in evaluating competition between
two or more substrates for the catalytic sites on TiO2 if the
concentration of the reactant to which kapp is being measured, is
kept fixed in the competition kinetics runs. An example of this
application is given in Subsection ‘‘photocatalytic degradation of
a solution of p-nitrophenol in aqueous Triton solutions.’’


kapp and pH


In Table 2 (second column), the kapp values at three pH values are
shown. From the former values, it can be concluded that the

Table 2. kapp (degradation) and kapp (miner.) (mineralization)
of Triton at different pH using water as solvent


pH kapp(10
�3min�1)a R2


kapp (miner.)
(10�3min�1)b R2


4 2.7� 0.3 0.9927 1.23� 0.01 0.9519
7 10.5� 0.1 0.9721 1.90� 0.02 0.9535
10 9.85� 0.07 0.9881 3.48� 0.01 0.9758


Radiation intensity 50mWcm�2, amount of TiO2 used
100mg L�1, temperature 22 8C.
a Triton degradation measured by following Triton disappear-
ance.
b Triton mineralization from OCD at different reaction times.
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1


reaction is accelerated by OH� with an observed rate constant
leveling at pH ca. 7. The leveling is consistent with the TiO2 pH
zero point of charge (pHzpc) of 6.8.


[39,40] At pH< 6.8, the TiO2


surface is positively charged and the interaction with the
surfactant or the OH� is favorable as compared to when pH> 6.8
at which the surface is negatively charged and its interaction
either with the surfactant or the OH� is disfavored. Therefore, at
pH> 6.8, the OH� acceleration is balanced by the unfavorable
electrostatic interaction at the catalyst surface and a leveling of
the kapp value is observed.
At pH< TiO2 pHzpc, the reaction is catalyzed by [OH�]; this


means that the hydroxyl group plays an important role in the
surfactant oxidation mechanism. Indeed, the hydroxyl group is
transformed[1] into a hydroxyl radical by donating an electron to
the hole formed at the catalyst by the action of light. These
additional radicals promote surfactant degradation.


Triton mineralization (miner.)


Mineralization (transformation into CO2þH2O) of Triton was
followed by measuring the OCD. From plots of ln OCD versus t at
pH 4, 7, and 10, the kapp (miner.) values shown in Table 2 were
obtained. In the same Table, kapp values obtained from Triton
degradation are also shown. Since kapp> kapp (miner.) at the pH
studied, it is concluded that the mineralization rate-limiting step
is not the one corresponding to Triton degradation.


Intermediates identification


Four intermediates (A,B,C, and D; Fig. S2; Supporting Information)
were identified using the mass spectra instrument database.
Those correspond to: A, tert-octylphenol (4-(1,1,3,3)-
tetramethylbutylphenol); B, tert-octylphenoxyethanol; C, tert-
octyl phenoxyethyl formate, and D, tert-octylphenoxydiethoxyl
formate. In Scheme 1 these intermediates are shown. Triton
molecule has three functional groups from where degradation
can be initiated: tert-octyl group, aromatic ring, and the
polyethoxyl chain. However, the alkylphenols and the phenox-
iethoxyl formate formation constitute evidence to affirm that the
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Scheme 1. Triton degradation identified intermediates by GC/MS at


t¼ 180min. Conditions: HP-5 column 30m� 0.32mm internal diameter;
eluent gas He, flux 38.1mlmin�1; injection temperature 240 8C; column


temperature at 40 8C during 4min and 40–300 8C at 10 8Cmin�1. [Triton]o
48.8mgL�1; irradiation intensity 50mWcm�2; [TiO2] 100mg L�1; pH 4
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Figure 5. Effect of [Triton] on the p-nitrophenol photodegradation.


[p-nitrophenol]o 13.7mgL�1, [TiO2] 100mg L�1, radiation intensity
50mWcm�2, pH 7 (water), temperature 22 8C. [TX]Triton, X-100 concen-
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1
0
7
6


initial oxidation occurs at the polyethoxylated chain. If the
reaction initiation occurs via radical OH attack to the Triton
polyethoxyl chain, there are two attacking points on the chain
from where different intermediates may be produced. Attack at
the first (phenoxi attached) methylene group produces a radical
that after reaction with oxygen yields alkoxy radical that can
break either a C—C bond to form ethoxyl formate derivative and
intermediates D and C or a C—O bond to yield ethoxylphenol
derivative that by OH


.
and O2 action form intermediates B and A.

www.interscience.wiley.com/journal/poc Copyright � 2008

If the hydroxyl attack is on the second methylene group (a to the
—OCH2— group), after interaction with O2, an alkoxy radicals is
produced that suffers a C—C cleavage to yield alkyl radical that
forms, after oxygen attack, intermediates A and B. A similar
degradation mechanism has been proposed by Brand[41] in the
Fe (III) photoinduced degradation of Igepal CA 520 (an ethoxyl
alkylphenol). It is important to point out that the identified
intermediates maintain the aromatic ring in their molecules.
Therefore, they contribute to the absorbance of the starting
material shown in Fig. 1. So that, their formation may be a cause
for the error observed (as shown in Table 1, column 2 vs. column
4) in the k and K values at low Triton, where their relative
presence, as compared to the reactants, is more important.
Therefore, the obtained kapp values are really an average of the
faster degradation of these intermediates with a shorter pendant
ethoxyl chain and the remaining Triton. Since the rates are
evaluated at shorter times (initial rate method) as compared to
the rate constants (kapp), it is quite possible that the fraction of the
intermediates contributes more at the rate constants (kapp) than
at the rates (r) form where the k and K values are evaluated.
On the other hand, it is the lost of the aromatic ring that


contribute to the decrease in the absorbance at 225 nm and to
the degradation kinetics. These species could not be identified in
the CG-MS spectra, although its formation is detected at short
elution time as a broad signal (Fig. S2, Supporting information).
The degradation of these stable non-aromatic species might be
the rate-limiting step for the mineralization.


Photocatalytic degradation of a solution of p-nitrophenol
in aqueous Triton solutions


In order to study the surfactant influence on the degradation of
organic substrates, we studied p-nitrophenol degradation in
Triton water solutions. Different Triton concentrations were used
keeping the p-nitrophenol concentration constant.
Rate constants were obtained from the slope of a ln


[p-nitrophenol] versus time plot. The results are shown in Fig. 5
and Table 3. As shown, the apparent pseudo first-order rate
constants kapp, decrease when [Triton] increases. This tendency

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1072–1078







Table 3. Values of rate constants (kapp) and half-life (t1/2) of
the p-nitrophenol degradation in water at pH 7 at different
Triton X-100 concentrations


[Triton], mg L�1 kapp (min�1) t1/2 (min) R2


[Triton]< CMC
0 0.024� 0.003 29� 3 0.972
53.2 0.0133� 0.0002 52.1� 0.8 0.9909
106.4 0.0094� 0.0003 74� 2 0.9884
150.0 0.0082� 0.0003 84� 3 0.9834


[Triton]> CMC
212.8 0.0062� 0.0002 112� 4 0.9979
319.2 0.0043� 0.0003 160� 11 0.9903


Radiation intensity 50mWcm�2, amount of TiO2 used
100mg L�1, temperature 22 8C.
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can be explained in terms of the L-H equation when two
substrates compete for the catalyst sites (Eqn (3)).


kapp ¼ k0K 0


1þ K 0½phenol�o þ K ½Triton�o
(3)


Since K[Triton]o> K0[phenol]o (K0 [phenol]o¼ 0.025 Lmg�1 x
13.7mg L�1¼ 0.34[42]), the induced Triton inhibition is detected
in the p-nitrophenol kapp experimental measurements. As
shown in Fig. 6, the experimental kapp values have been fitted
to Eqn (3), in which k0K0 ¼ 0.032min�1, K0[phenol]o¼ 0.34 and K¼
0.022 Lmg�1. The last value is lower than the one obtained
directly from Triton degradation (0.037 Lmg�1 from Fig. 3 and
0.06 Lmg�1 from best fitting) as a probably consequence of the
perturbed TiO2 surface due to the competing phenol adsorption.
The plots shown in Figs. 4 and 6 are very similar. In fact, the plots
are identical at high [Triton] in agreement with equal Eqns (2 and
3) denominators (in Eqn (3), K[Triton]o> K0[phenol]o). The only
difference between the two plots is the initial points since the
numerator is different 0.032 (Eqn (3)) versus 0.048 (Eqn (2)).
The low value of the product kK for TiO2 degradation is very


useful in the degradation of water non-soluble petroleum
fraction as PAH (polyaromatic hydrocarbons) and asphalthenes.
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Figure 6. Plot of kapp values versus [Triton]o. Solid line best fit of the


experimental points to the equation kapp¼ 0.032/(1þ 0.34þ 0.022 [Tri-


ton]o). As shown in Eqn (3). Only the experimental points at [Trito-
n]o<CMC (CMC¼ 150mg L�1) were used to the best fit. The other


two experimental points at [Triton]o>CMC, are also shown in the plot
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For instance, we have elucidated the optimal experimental
conditions to selectively degrade naphthalene in Triton
solutions[28] and we have degraded [43] conveniently, dibenzo
thiophene (DBT) in presence of Triton.

CONCLUSIONS


A decrease in the Triton degradation rate is observed when
[Triton]o is increased. This result is in agreement with any
mechanism that fits the rate law kapp¼ kK/(1þ K[Triton]o) in
which the reaction rate constant depends inversely on Triton
initial concentration when K[Triton]o> 1, but the deviation from
pseudo first-order kinetics is not noticeable. This inverse initial
concentration dependency is a consequence of the general
Langmuir–Hinshelwood (L-H) mechanistic proposal. That is, a fast
pre-equilibrium is established between the reactant in solution
and the reactant attached to active sites on the TiO2 surface.
Therefore, kinetically equivalent mechanisms with a rate law like
the one predicted by the L-H model, will show the inverse initial
concentration dependency. In view of this inverse initial
concentration dependency, special care must be taken when
kapp values are used as inhibition criteria or to compare kinetic
data. Nevertheless, the kapp can be safely used as an inhibition
criterion when a competition for the catalyst is established (for
instance, p-nitrophenol vs. Triton in this study) and the reaction
rate is monitored following one of the reactants whose initial
concentration is kept constant in all experiments.
Triton initial oxidation occurs at the polyethoxylated chain.


Intermediates with shorter ethoxyl chains are formed previous to
the degradation rate-limiting step that involves the aromatic ring
oxidation.
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Feasibility of the spontaneous gas-phase
proton transfer equilibria between neutral
Brønsted acids and Brønsted bases
Peeter Burka*, Ivar Koppela, Aleksander Trummalb and Ilmar A. Koppela
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The computational investigation of interactions of different acid–base pairs regarding the nature and extent of
spontaneous proton transfer was carried out at B3LYP/6-311RG** level. The selected acid–base pairs include the
interactions of strong base (K2O) with acids of different strength (HClO4, HCl, and HF), and strong acid (HClO4) with
bases ranging from K2O (GB¼ 322.8 kcal/mol) to H2O (GB¼ 157.6 kcal/mol). It was shown that spontaneus, unassisted
proton transfer can take place in the gas-phase reactions of strong neutral Brønsted acids and bases. The reaction
might be barrierless as in case of interactions between strong acids and bases, for example perchloric acid and alkali
metal oxides or potassium oxide and halogen hydrides, or involve the encounter complex (hydrogen bonded
acid–base cluster), which is separated from ion-pair by the transition state. Copyright� 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The currently existing experimental gas-phase scale of Brønsted
acidities (GA) of neutral acids covers over the 130 kcal/mol
range from ethane (GA¼ 411.7 kcal/mol) and its derivatives to
(n-C4F9SO2)2NH (GA¼ 284.1 kcal/mol).[1,2] In a recent series of
papers it was suggested that evenmuch higher acidities (close to
200 kcal/mol) could be expected for some modern neutral
superacids.[3–8]


The intrinsic basicity scale of the gas-phase Brønsted basicities
(GB) covers the range between GB¼ 35.5 kcal/mol for helium and
GB¼ 264.6 kcal/mol form EtN——P(NMe2)2NP(NMe2)3.


[9,10] The
somewhat outdistanced and not continously populated/covered
region of very high basicity ranges up to 337.5 kcal/mol (Cs2O)
and is so far represented with experimentally determined values
for such superbases as alkali metal hydroxides, alkali metal oxides,
alkali metals, and oxides of alkaline earth metals.[11–14] Extremely
strong basicities (ranging from ca 240 kcal/mol to ca 340 kcal/
mol) were predicted for families of ylides, imides, phosphazenes,
phosphines, and alkali metal nitrides.[5,10,15–19]


This means that the overlap-area for the basicities of neutral
and anionic bases (or the acidites of cationic and neutral Brønsted
acids) covers more than 130 kcal/mol range from ca 200–
230 kcal/mol (acidities of CB11F12H and CB11(CF3)12H)


[3]) to ca
340 kcal/mol (basicities of Cs2O


[11,14] and K3N
[17]).


Therefore, the realization of the idea[3,4,17,20,21] of spontaneous
(without the presence of solvent, additional charged reactants, or
applying ionizing radiation, etc.) gas-phase proton-transfer
equilibrium between neutral Brønsted acids and neutral base
with similar or overlapping values of gas-phase acidity and
gas-phase basicity seems to have waited for a practical solution.
Some possible ways of its accomplishment have been proposed
by some of us as well as by the other groups.[3,14,17–27]


In the present work the investigation of interactions of diffe-
rent acid–base pairs regarding the nature and extent of proton

g. Chem. 2008, 21 571–574 Copyright �

transfer between those partners has been undertaken. The
selected pairs include the interactions of a strong base (K2O) with
acids of different strength (HClO4, HCl, and HF), and strong acid
(HClO4) with bases ranging from K2O (GB¼ 322.8 kcal/mol)
to H2O (GB¼ 157.6 kcal/mol).

COMPUTATIONAL DETAILS


The computations reported in this work were carried out using
Gaussian 03 series of programs.[28] Density functional theory
(DFT) calculations with B3LYP hybrid functional which includes
Becke’s exchange functional and the correlation part due to Lee,
Yang, and Parr were used.[29–32] Full geometry optimizations and
frequency calculations with vibrational analyses were performed
using the 6-311þG** basis set.[33,34] Calculated unscaled
frequencies were used to obtain the thermodynamic parameters
(at 298 K) using the standard procedures. This approach has been
recently demonstrated[10,35] by some of us to describe with
reasonable accuracy the gas-phase basicities and acidities of a
wide variety of relatively simple bases and acids. All stationary
points were found to be true minima (NImag¼ 0). Calculated
energies, enthalpies, and free energies are given in Table 1.

2008 John Wiley & Sons, Ltd.
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Table 1. Energies (E), enthalpies (H), and free energies (G) calculated at B3LYP/6-311þG** level


E H G


HClO4 �761.41825 �761.38682 �761.42115
ClO�


4 �760.93254 �760.91330 �760.94503


HCl �460.83385 �460.82387 �460.84507
Cl� �460.30373 �460.30137 �460.31875
HF �100.48235 �100.46972 �100.48943
F� �99.88869 �99.88633 �99.90285
H2O �76.45846 �76.43341 �76.45483
H3O


þ �76.73107 �76.69293 �76.71595
NH3 �56.58264 �56.54459 �56.56748


NHþ
4 �56.92032 �56.86705 �56.88947


(H2N)3P——NH �564.71344 �564.60889 �564.64654


(H2N)3P——NHþ
2 �565.12257 �565.00413 �565.04153


Li2O �90.34455 �90.33502 �90.36110
Li2OH


þ �90.80647 �90.78644 �90.81511
Na2O �399.83655 �399.82852 �399.85944
Na2OH


þ �400.34812 �400.32930 �400.36201
K2O �1275.12006 �1275.11233 �1275.14433
K2OH


þ �1275.65187 �1275.63357 �1275.66868
H2O� � �HClO4 �837.89546 �837.83639 �837.87825
NH3� � �HClO4 �818.02792 �817.95625 �817.99964


NHþ
4 � � �ClO�


4 �818.02639 �817.95429 �817.99580


NH3� � �HClO4
a �818.02612 �817.95754 �817.99893


(H2N)3P——NH� � �HClO4 �1326.19852 �1326.05883 �1326.11139


(H2N)3P——NHþ
2 � � �ClO�


4 �1326.19385 �1326.05464 �1326.10932


Li2OH
þ� � �ClO�


4 �851.94232 �851.90057 �851.94337


Na2OH
þ� � �ClO�


4 �1161.46255 �1161.42232 �1161.46944
K2OH


þ� � �ClO�
4 �2036.74514 �2036.70545 �2036.75568


K2OH
þ� � �Cl� �1736.13379 �1736.11255 �1736.15249


K2OH
þ� � �F� �1375.76158 �1375.74016 �1375.77893


All values in a.u.
a Transition state between two complexes.
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RESULTS AND DISCUSSION


The proton transfer reaction between acid AH and base B can
lead directly to the formation of free ions A� and BHþ


AH þ B ¼ A� þ BHþ (1)


Assuming the zero activation energy, for the realization of
proton transfer the basicity of B must exceed, or at least be
comparable to the basicity of the anionic base A� (or the acidity
of neutral acid AH), GB(B)�GA(AH). This is the case for the
reaction of perchloric acid and potassium or sodium oxide, where
the proton transfer (leading to the free separated ions) is
energetically favored and should be spontaneous. Indeed, the
geometry optimization starting from assumed encounter
geometry of acid and base lead to ion-pair complex of the
proton transfer reaction products (Figure 1).
It is important to notice that if the oppositely charged products


of the proton-transfer equilibrium (1) might undergo association
into the ion-pair as a final product, then the proton transfer
reaction should in fact be written as


AH þ B ¼ A� � � �HBþ (2)

www.interscience.wiley.com/journal/poc Copyright � 2008

and its energetic realization will be much more favorable due to
rather significant coulombic stabilization through the interaction
of its anionic and cationic products


A� þ BHþ ¼ A� � � �HBþ (3)


The extent of that electrostatic stabilization can be calculated
as a free energy of reaction (3) which is the difference of free
energies of processes (2) and (1). The calculated free energies of
reactions (1), (2), and (3) are given in Table 2 together with
calculated gas-phase acidities and basicities.
All studied proton transfer reactions involving alkali metal


oxides lead to characteristic ion-pair complexes corresponding to
proton attached to the oxides oxygen and the alkali metal atoms
(bearing considerable positive charge: 0.93–0.97 according to the
NBO analysis) electrostatically interacting with anion (Figure 1).
The proton transfer from acid to base proceeds without any
barrier as evidenced by the geometry optimization leading
directly to the product ion pair irrespective to the starting
geometry.
Similar results are obtained also for the interaction of


perchloric acid and HP1 phosphazene ((H2N)3P——NH)—irrespec-

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 571–574







Figure 1. Typical geometries of proton transfer reaction product com-


plexes between acids and alkali metal oxides


Figure 2. Geometries of complexes between NHþ
4 and ClO�


4 (a), and
HClO4 and NH3 (b). The second complex is by 2.4 kcal/mol more stable as


it has two additional N–H��O contacts compared to one in the first


complex


SPONTANEOUS GAS-PHASE PROTON TRANSFER

tive of the starting geometry the proton transferred ion-pair
forms. There are two possible conformations of that ion pair: one
with three longer (1.87–2.01 Å) Cl—O� � �H—N contacts and
another with two shorter (ca 1.74 Å) ones. The first one (with three
contacts) is by 1.3 kcal/mol more stable.
The remaining two bases, ammonia and water, are much


weaker compared to previously described ones. As a result,
proton transfer reactions of perchloric acid with those bases do
not irreversibly proceed to the ion-pair complex. The proton
transfer reaction starts with formation of hydrogen bonded

Table 2. Gas-Phase acidities (GA), basicities (GB), and free
energies of reactions (1–3) (DG1, DG2, DG3, all in kcal/mol) of
acids HA and bases B, calculated at B3LYP/6-311þG** level


HA B GA GB DG1 DG2 DG3


HClO4 H2O 292.5 157.6 134.9 (�1.4)a �136.3
HClO4 NH3 292.5 195.8 96.7 �4.5b �103.6
HClO4 (H2N)3P——NH 292.5 241.6 50.9 �27.4 �78.3
HClO4 Li2O 292.5 278.6 13.9 �101.1 �115.0
HClO4 Na2O 292.5 309.1 �16.6 �118.5 �101.9
HClO4 K2O 292.5 322.8 �30.3 �119.3 �89.1
HCl K2O 324.0 322.8 1.2 �102.8 �104.0
HF K2O 361.8 322.8 39.0 �91.1 �130.1


a Corresponds to the formation of hydrogen bonded acid–base
complex, that is, free energy change of the reaction (4) as no
ion-pair complex was found.
b The formation of hydrogen bonded acid–base complex is
preferred by 2.4 kcal/mol.
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encounter complex


AH þ B ¼ AH � � � B (4)


and might proceed to the ion-pair complex (NH3) or not (H2O).
The reaction of the perchloric acid with ammonia leads to the


hydrogen bonded acid–base complex, which is only by 2.4 kcal/
mol more stable than ion-pair complex. It seems that the former is
stabilized by two additional N—H� � �O interactions while the
ion-pair complex has only one additional such contact as the
proton transfer from O to N is accompanied by the 608 rotation of
the ammonia relative to N� � �O axis (Figure 2). The reaction barrier
between these two complexes (corresponding to the proton
transfer and rotation of ammonia) is very small (ca 0.2 kcal/mol)
and thus the populations of the conformers are defined only by
thermodynamics.
The basicity of water (157.6 kcal/mol) is clearly insufficient for


proton transfer and so the reaction is finished by the formation of
hydrogen-bonded acid–base complex. Independent of the
starting geometry only this complex was obtained with very
low hydrogen bond energy (DG(4)¼�1.4 kcal/mol).
Our results are in qualitative accordance with findings of


Alkorta et al.[26] who predicted that for the proton transfer to take
place the difference in the proton affinities of base and the acid
anion should not exceed 102 kcal/mol. We have shown (the
reaction between perchloric acid and ammonia) that splitting up
between proton transfer and hydrogen bond formation can
occur at the 97 kcal/mol difference between GA and GB.

5


CONCLUSIONS


We have shown that spontaneous, unassisted proton transfer can
take place in the gas-phase interactions of strong neutral

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Brønsted acids and bases. The reaction might be barrierless as in
case of interactions between extremely strong superacids and
superbases, for example, perchloric acid and alkali metal oxides
or potassium oxide and halogen hydrides or involve the
encounter complex (hydrogen bonded acid–base cluster), which
is separated from ion-pair by the transition state.
However, it should be kept in mind that such proton transfer


reactions do not lead to charge separation (i.e., formation of free
protonated base and deprotonated acid) despite the fact that in
some studied cases (reaction of HClO4 with K2O or Na2O) even
that reaction would be energetically favorable (relative to
separated acid and base). The separation of the ions from the
ion-pair is energetically very unfavorable (at least by 80 kcal/mol)
and thus the expected product of the proton transfer reaction will
be the ion-pair complex.
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Reactions of aryl chlorothionoformates
with quinuclidines. A kinetic study
Enrique A. Castroa*, Margarita Aliagaa, Paola R. Campodonicob,
J. Ramón Leisc, Luis Garcı́a-Rı́oc and José G. Santosa*

J. Phys. Or

The reactions of quinuclidines with phenyl, 4-chlorophenyl, 4-cyanophenyl, and 4-nitrophenyl chlorothionoformates
(1, 2, 3, and 4, respectively) are subjected to a kinetic study in aqueous solution, at 25.08C, and an ionic strength of
0.2M (KCl). The reactions are studied by following spectrophotometrically the release of the corresponding
phenoxide anion/phenol generated in the parallel hydrolysis of the substrates. Under amine excess, pseudo-
first-order rate coefficients (kobs) are found. Plots of kobs versus [amine] are linear, with slope kN. The Brønsted-type
plots (log kN vs. pKa of aminium ions) are linear, with slopes b¼ 0.26, 0.22, 0.19, and 0.28 for the reactions with 1, 2, 3,
and 4, respectively. Themagnitudes of the slopes indicate that these mechanisms are stepwise, with rate-determining
formation of a zwitterionic tetrahedral intermediate (T�). A dual parametric equation with the pKa of the nucleophiles
and non-leaving groups show bN¼ 0.26 and bnlg¼�0.16, also in accordance with the proposed mechanism. On the
other hand, the reactivity of these thiocarbonyl substrates and their carbonyl derivatives was studied using their
hardness index and compared with their experimental parameters, confirming the proposed mechanisms. By
comparison of the title reactions with similar aminolyses, the following conclusions arise: (i) The mechanism of
the reactions under investigation is stepwise with rate-determining formation of T�. (ii) The reactivity of the
substrates toward quinuclidines follows the order 4> 3> 2> 1. (iii) Quinuclidines are more reactive than isobasic
pyridines toward chlorothionoformates. (iv) Chlorothionoformates are less reactive than chloroformates towards
quinuclidines in accordance with the HSAB principle. (v) The kN values for phenyl chloroformate and 4 can be
correlated with the pKa of quinuclidines and also with the hardness values calculated by the HF/3-21G level of theory.
Copyright � 2007 John Wiley & Sons, Ltd.
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Santiago 6094411, Chile


b P. R. Campodonico


Instituto de Ciencias, Facultad de Medicina, Clı́nica Alemana, Universidad del


Desarrollo, Santiago 7710162, Chile


c J. R. Leis, L. Garcı́a-Rı́o


Departamento de Quı́mica Fı́sica, Facultad de Quı́mica, Universidad de


Santiago, 15706 Santiago, Spain

INTRODUCTION


The kinetics of the aminolysis of thioesters and thiocarbonates
have been extensively studied and their mechanisms are well
established[1]; nonetheless, the reactions of chlorothionofor-
mates have been less investigated.[1–4]


For the reactions of a series of aryl chlorothionoformates with
anilines in acetonitrile a concerted mechanism, with a four-
membered hydrogen bonded cyclic transition state, has been
proposed.[3]


On the other hand, the reactions of secondary alicyclic (SA)
amines with phenyl chlorothionoformate (1) and 4-nitrophenyl
chlorothionoformate (4) in water are governed by a stepwise
mechanism, through a zwitterionic tetrahedral intermediate
(T�).[4a] The low slope values (b� 0.26) of the linear Brøn-
sted-type plots obtained indicate that the formation of T� is the
rate-determining step.[4a] Similarly, the reactions of pyridines with
1 and 4 in water also show linear Brønsted-type plots with small
slopes (b¼ 0.1), in accordance to rate-determining T� formation.[4b]


With the aim to shed some light on these mechanisms and to
extend our kinetic studies on the aminolysis of chlorothiofor-
mates, in the present work we investigate the reactions of
quinuclidines with 1, 4, 4-chlorophenyl chlorothionoformate (2)
and 4-cyanophenyl chlorothionoformate (3) in aqueous solution.
A specific objective is to assess the influence of the amine
nature and basicity, the electrophilic center (CO vs. CS) and
the non-leaving group on the kinetics and mechanisms of these
reactions. This will be achieved by a kinetic comparison of the

g. Chem. 2008, 21 102–107 Copyright �

title reactions between them and with the aminolyses of similar
compounds.
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EXPERIMENTAL


Materials


The compounds 1, 2, and 4 were commercial samples and used
as purchased. 3 was prepared as described.[5]


Kinetics


Most of the kinetic measurements were carried out by means of a
diode array spectrophotometer in aqueous solution, at
25.0� 0.18C and an ionic strength of 0.2M (KCl). The reactions
were followed in the 220–500 nm range. Some fast reactions
were measured using a stopped flow spectrophotometer.
The reactions were studied under excess of the amine over the


substrate. Most of them were measured at a pH much lower than
the pKa of the conjugate acid of the quinuclidines, the pH being
maintained by 0.005M phosphate or acetate buffers. Some of the
reactions were also carried out at pH near or equal to the pKa of
the conjugate acid of the quinuclidines. The initial substrate
concentration was 5� 10�5M.
Pseudo-first-order rate coefficients (kobs) were found for all


reactions; these were determined by means of the spectropho-

Table 1. Experimental conditions and kobs values for the reaction


Amine pH FN
b


Quinuclidine 6.4 d 0.00001
6.7 d 0.00002
7.0 d 0.00004


3-Hydroxyquinuclidine 6.4 d 0.0004
6.7 d 0.0008
7.0 d 0.0016
9.8 0.5


DABCOeþDABCOHþf 5.0g h


5.5g i


6.0 d j


6.2 d k


6.5 d l


3-Chloroquinuclidine 6.4 d 0.0025
6.7 d 0.005
7.0 d 0.01
9.0 0.5


3-Quinuclidinone 4.7g 0.00158
5.0g 0.0032
5.3g 0.0063
7.5 0.5


a In water, at 258C, ionic strength 0.2M (KCl).
b Free amine fraction.
c Concentration of total amine (free base plus protonated forms).
d In the presence of 0.005M phosphate buffer.
e 1,4-diazabicyclo[2,2,2]octane.
f Monoprotonated 1,4-diazabicyclo[2,2,2]octane.
g In the presence of 0.005M acetate buffer.
h Free DABCO and DABCOHþ ion fractions are 0.00015 and 0.9899
iFree DABCO and DABCOHþ ion fractions are 0.00048 and 0.99637
j Free DABCO and DABCOHþ ion fractions are 0.00151 and 0.99749
k Free DABCO and DABCOHþ ion fractions are 0.00239 and 0.9969
l Free DABCO and DABCOHþ ion fractions are 0.0048 and 0.99492,


J. Phys. Org. Chem. 2008, 21 102–107 Copyright � 2007 John W

tometer kinetic software for first-order reactions. The exper-
imental conditions of the reactions and the kobs values are shown
in Tables 1–4.


Product studies


For the present reactions, one of the products was identified as the
corresponding phenol/phenoxide anion; this was achieved by
comparison of the UV–Vis spectra after completion of the reactions
with an authentic sample under the same experimental conditions.

RESULTS AND DISCUSSION


Spectrophotometric study


The reactions of the title chlorothionoformates with the series of
quinuclidines were followed spectrophotometrically (220–500nm),
showing in many cases a fast absorbance increase, followed by a
further slower increase. This behavior is in agreement with a
consecutive reaction model. The former increase is attributed to
the formation of the corresponding phenol/phenoxide anion
from the hydrolysis of the substrate (k0 step in Scheme 1) and the
latter to the slow hydrolysis of the corresponding cationic

s of quinuclidines with phenyl chlorothionoformate (1)a


103[N]tot/M
c 103kobs/s


�1 No of runs


4.00–40.0 0.602–2.26 6
4.00–40.0 0.954–4.56 6
6.00–40.0 2.09–9.00 5
4.00–40.0 2.87–17.9 6
4.00–20.0 5.10–22.6 5
4.00–40.0 9.60–70.9 9
4.00–11.0 1270–6030 6
0.275–2.75 12.3–86.8 6
0.28–2.80 12.3–92.1 7
0.426–2.98 20.3–93.8 5
0.25–2.13 11.6–74.4 6
0.25–2.20 15.3–98.0 7
0.440–2.20 5.11–15.2 6
0.420–4.20 5.32–41.6 6
0.410–4.10 17.7–84.9 6
4.00–16.0 875–3910 6
0.440–4.40 1.00–5.96 6
0.412–4.12 1.38–11.6 6
0.440–4.40 2.20–18.2 6
2.00–5.00 335–1310 6


5, respectively.
, respectively.
, respectively.
8, respectively.
respectively.
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Table 2. Experimental conditions and kobs values for the reactions of quinuclidines with 4-chlorophenyl chlorothionoformate (2)a


Amine pH FN
b 103 [N]tot/M


c 103kobs/s
�1 No. of runs


Quinuclidine 11.0 0.285 0.85–2.30 1210–7460 5
3-Hydroxyquinuclidine 9.8 0.5 4.0–11.0 1580–7880 6
3-Chloroquinuclidine 9.0 0.5 4.0–8.0 1170–5280 5
3-Quinuclidinone 7.5 0.5 4.0–10.0 597–2100 5


a In water, at 258C, ionic strength 0.2M (KCl).
b Free amine fraction.
c Concentration of total amine (free base plus protonated forms).


Table 3. Experimental conditions and kobs values for the reactions of quinuclidines with 4-cyanophenyl chlorothionoformate (3)a


Amine pH FN
b 103[N]tot/Mc 103kobs/s


�1 No of runs


Quinuclidine 6.4d 0.00001 4.00–40.0 1.34–7.16 6
6.7d 0.00002 4.00–40.0 1.81–6.80 4
7.0d 0.00004 4.00–40.0 2.87–19.0 6


3-Hydroxyquinuclidine 6.4d 0.0004 4.00–10.0 16.67–44.9 4
6.7d 0.0008 4.00–20.0 10.3–42.1 5
7.0d 0.0016 4.00–40.0 17.8–41. 6
9.8 0.5 4.00–40.0 4880–38000 6


3-Chloroquinuclidine 6.7d 0.005 0.416–4.16 10.6–93.3 5
7.0d 0.01 0.412–4.12 24.3–187 6


3-Quinuclidinone 4.7e 0.00158 0.440–4.40 2.17–14.1 6
5.0e 0.0032 0.412–4.12 2.75–23.0 6
5.3e 0.0063 0.440–3.08 6.80–33.2 5
7.5 0.5 2.00–5.00 618–1810 4


a In water, at 258C, ionic strength 0.2M (KCl).
b Free amine fraction.
c Concentration of total amine (free base plus protonated forms).
d In the presence of 0.005M phosphate buffer.
e In the presence of 0.005M acetate buffer.


Table 4. Experimental conditions and kobs values for the reactions of quinuclidines with 4-nitrophenyl chlorothionoformate (4)a


Amine pH FN
b 103 [N]tot/M


c 103kobs/s
�1 No. of runs


Quinuclidine 6.4d 0.00001 4.00–20.0 1.67–3.32 5
6.7d 0.00002 4.00–40.0 2.01–21.1 6
7.0d 0.00004 6.00–40.0 4.27–36.9 6


3-Hydroxyquinuclidine 6.4d 0.0004 4.00–20.0 5.16–26.4 4
6.7d 0.0008 4.00–10.0 9.01–22.1 4
7.0d 0.0016 4.00–10.0 21.5–58.4 5


3-Chloroquinuclidine 6.4d 0.0025 0.440–4.40 13.8–114 6
6.7d 0.005 0.416–4.16 15.2–229 6
7.0d 0.01 0.412–4.12 29.5–319 6


3-Quinuclidinone 4.7e 0.00158 0.440–4.40 2.50–15.0 6
5.3e 0.0032 0.412–4.12 3.55–19.4 6
5.5e 0.0063 0.440–4.40 7.33–41.4 6


a In water, at 258C, ionic strength 0.2M (KCl).
b Free amine fraction.
c Concentration of total amine (free base plus protonated forms).
d In the presence of 0.005M phosphate buffer.
e In the presence of 0.005M acetate buffer.
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Scheme 1.


REACTIONS OF ARYL CHLOROTHIONOFORMATES WITH QUINUCLIDINES

thionocarbamate 6 (kH step in Scheme 1), which also produces
the corresponding phenol/phenoxide anion.
It is noteworthy that the greater the amine concentration, the


faster the initial absorbance increase, but the lower the final
absorbance for the first reaction (k0 step). This result permits to
disregard an amine-catalyzed hydrolysis and is in accordance
with Scheme 1. This is because a greater amine concentration
favors the parallel aminolysis and a smaller fraction of substrate
hydrolyzes, yielding a lower phenol/phenoxide product.
When the reactions were performed at very large amine


concentration, only a slow increase of absorbance due to the
phenol/phenoxide formation was observed. This result is
attributed to the fact that at high amine concentration the
aminolysis of the substrate is favored over its hydrolysis and the
measured reaction corresponds only to the slow hydrolysis of
thiocarbamate 6 (as in Scheme 1).


Quinuclidinolysis of chlorothionoformates


Despite the usual kinetic complications concerning consecutive
reactions, as those depicted in Scheme 1, for most of the
reactions studied in this work the kinetics were simple, showing
pseudo-first-order behavior (amine excess was used throughout).
This is because for most reactions very basic amines (except
DABCOHþ) were involved and, therefore, kH was very small due to
the strong N—C bond in thiocarbamate 6. For the reactions with
DABCOHþ, kH was large and the formation of thionocarbamate 6
was rate limiting. Therefore, this reaction also showed pseudo-
first-order kinetics.
The kinetic law obtained under the reaction conditions is


described by Eqn (1), where P is the corresponding substituted

Table 5. Values of pKa of the conjugate acids of quinuclidines an
chlorothionoformate (1), 4-chloroplenyl chlorothionoformate (2), 4
chlorothionoformate (4)a


Amine pKa 1


Quinuclidine 11.4 5.4� 0.1
3-Hydroxyquinuclidine 9.8 1.10� 0.07
3-Chloroquinuclidine 9.0 2.00� 0.08
DABCO 8.9 1.9� 0.3
3-Quinuclidinone 7.5 0.70� 0.02
DABCOHþ 2.9 0.030� 0.001


a Both the pKa and kN values were determined in aqueous solution
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phenol/phenoxide anion, S is the substrate, and kobs is the
pseudo-first-order rate coefficient (excess of amine).


d½P�
dt


¼ kobs½S� (1)


Plots of kobs against [amine] at constant pH were linear in
accordance with Eqn (2), where k0 and kN are the rate coefficients
for solvolysis and aminolysis of the substrates, respectively. The
values of k0 and kN were pH independent.


kobs ¼ k0 þ kN½amine� (2)


The k0 values obtained, as the intercept of plots of Eqn (2), were
very similar to those measured in the absence of amine at
the same pH. The k0 values obtained at pH 7.0 for 1, 3, and 4were
0.0005, 0.0008, and 0.001 s�1, respectively.
The values of kN obtained, as the slopes of plots of Eqn (2), for


the reactions of quinuclidines with the chlorothionoformates
studied and the pKa values of the conjugate acids of these amines
are summarized in Table 5.
The values of kN for the reactions of DABCO and DABCOHþ


cation with phenyl chlorothionoformate (1), as well as those of
the pKa of the their conjugate acids, were statistically corrected
with q¼ 2 and p¼ 2, respectively.[6] The reactions with the other
quinuclidines were not corrected statistically (q¼ 1 and p¼ 1).
The statistical parameter q is the number of equivalent basic sites
on the amine and p is the number of equivalent protons of the
conjugate acid of the amine.[6]


With the kN and pKa corrected values, the Brønsted-type plots
(log kN vs. pKa of aminium ions) shown in Fig. 1 were obtained.
These plots are linear, with slopes b¼ 0.26, 0.22, 0.19, and 0.28 for
the reactions of 1, 2, 3, and 4, respectively.
It is noteworthy that quinuclidine 5b (Y¼CHOH) is less


reactive than 5c (Y¼CHCl) toward chlorothionoformates (as in
Table 5 and Fig. 1) despite the fact that the former amine is more
basic than the latter. This is in contrast to the results found in the
reactions of these two amines with aryl chloroformates,[7] and
diaryl carbonates,[8] where 5b is more reactive than 5c. The
reason for the abnormal results for the reactions of these two
quinuclidines with chlorothionoformates is unknown.
The values of b found for the reactions of this study are in


agreement with those obtained in the reactions of 1 and 4 with
secondary alicyclic (SA) amines[4a] and pyridines[4b] in water, and
in the reactions of aryl chloroformates with quinuclidines[7] and
SA amines,[9] in water. In all these reactions, the formation of a

d kN values for the reactions of these amines with plenyl
-cyanophenyl chlorothionoformate (3), and 4-nitrophenyl


10�3kN/s
�1M�1


2 3 4


9.2� 0.6 11.5� 0.3 23.4� 0.8
3.6� 0.3 2.2� 0.1 3.6� 0.2
4.1� 0.2 4.5� 0.1 7.6� 0.3


1.10� 0.04 1.70� 0.06 1.40� 0.04


, at 25.08C, ionic strength 0.2 (KCl).
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Figure 1. Brønsted-type plot obtained for the reactions of quinuclidines


with: (A) phenyl chlorothionoformate (1), (B) 4-chlorophenyl chlorothio-
noformate (2), (C) 4-cyanophenyl chlorothionoformate (3), and (D)
4-nitrophenyl chlorothionoformate (4), in water, at 25.08C and ionic


strength 0.2M


Figure 2. Brønsted-type plots for the reactions of phenyl chlorothiono-


formate (1) (A) and 4-nitrophenyl chlorothionoformate (4) (B) with qui-


nuclidines (*, this work), SA amines (*, Reference [4a]) and pyridines (~,
Reference [4b]) in water, at 25.08C and an ionic strength of 0.2M
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zwitterionic tetrahedral intermediate (T�) is the rate-determining
step. Therefore, the mechanism that we propose for the reactions
of quinuclidines with the chlorothionoformates 1–4 is shown in
Scheme 2, where Ar is 4-X-phenyl (X¼H, Cl, CN, NO2).
The reactivity of aryl chlorothionoformates with quinuclidines


increases in the sequence 4> 3> 2> 1; this order is the reverse
of that followed by the pKa of the conjugate acid of the
non-leaving groups. This result is in agreement with the greatest
electron withdrawing ability of nitro in the non-leaving group of
the substrate, which leaves the thiocarbonyl carbon of 4 the most
positive and therefore, the most prone to amine attack.
With the kN values found (Table 5), the corrected pKa values of


the nucleophiles[6] and the pKa values of the non-leaving groups
(9.9, 9.4, 7.8, and 7.2 for phenol, 4-chlorophenol 4-cyanophenol,
and 4-nitrophenol, respectively),[10] Eqn (3) can be deduced by
regression analysis (n¼ 18, R2¼ 0.898). In this expression, N and
nlg refer to the nucleophile and the non-leaving group,
respectively; the coefficients of pKa (N) and pKa (nlg) (bN and

Scheme 2.
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bnlg) are subjected to an error of �0.03 and �0.05, respectively.


log kN ¼ 2:46þ 0:26 pKaðNÞ � 0:16 pKaðnlgÞ (3)


A logarithmic plot (not shown) of the experimental kN versus
the calculated one through Eqn (3) is linear through the origin,
with unity slope.
The bnlg value of �0.16 is in accordance with those expected


for a stepwise mechanism with the tetrahedral intermediate
formation as the rate-determining step. This is the case of the
reactions of a series of aryl chloroformates with quinuclidines[7]


and SA amines,[9] which show bnlg values of �0.16 and �0.2,
respectively.


Effect of the amine nature


Figure 2 shows a comparison between the Brønsted-type plots
obtained for the reactions of 1 and 4 with quinuclidines (this
work) and those for the reactions of the same substrates with SA

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 102–107







Figure 3. Brønsted-type plots for the reactions of quinuclidines with


phenyl chloroformate (7, *, Reference [7]) and phenyl chlorothionofor-
mate (1, *, this work), in water, at 25.08C and an ionic strength of 0.2M
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amines[4a] and pyridines,[4b] under the same experimental
conditions.
For all the reactions shown in Fig. 2, the rate-limiting step is the


formation of the zwitterionic tetrahedral intermediate (T�);
therefore, the kN values are those of k1 in Scheme 2. The k1 values
found for the reactions of quinuclidines with 1 and 4 are about
10-fold larger than those obtained for the reactions of the same
substrates with isobasic SA amines.[4a] The same results were
found for the reactions of the corresponding chloroformates with
both amine series: quinuclidines are more reactive than isobasic
SA amines toward chloroformates.[7,11]


As seen in Fig. 2, most of the quinuclidines are more reactive
than isobasic pyridines toward chlorothionoformates.[4b] The
exception occurs for amines of very low basicity (Fig. 2A), due to
the fact that the Brønsted slope for quinuclidines is larger than
that for pyridines.


Chloroformates versus chlorothionoformates


Figure 3 shows the Brønsted-type plots obtained for the
quinuclidinolysis of 1 (this work) and phenyl chloroformate (7).[7]


For both reaction series, the tetrahedral intermediate formation is
the rate-determining step, that is, kN¼ k1. It can be observed from
this figure that the k1 values for 7 are more than 10-fold greater
than those for 1, showing a greater reactivity of quinuclidines
toward the carbonyl than the thiocarbonyl group. An explanation
can be found in Pearson’s hard–soft acid–base (HSAB) prin-
ciple,[12] which suggests that hard–hard and soft–soft inter-
actions are favorable over hard–soft interactions.[13] Therefore,
quinuclidines, considered as hard bases, are more suitable to
react faster with the hard carbonyl group than the softer
thiocarbonyl moiety.
In order to confirm this explanation, Hartree–Fock (HF/3–21G)


calculations were performed using the GAUSSIAN 98 suite of
programs[14] in order to evaluate the electronic quantities
required to calculate the ground state for 7 and 1. The chemical
hardness, h, is obtained from a finite difference method, together
with Koopman’s theorem, in terms of the one electron energy
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level of frontier molecular orbitals HOMO and LUMO,[15]


described by Eqn (4).


h ffi "L � "H (4)


The hardness values found for 7 and 1 are 12.84 and 10.71,
respectively. With these values and those for the pKa of the
conjugate acid of the nucleophiles, Eqn (5) can be deduced by
regression analysis (n¼ 11, R2¼ 0.977). In this expression, N and h


refer to the nucleophile and substrate hardness, respectively.


log kN ¼ �6:4þ 0:3 pKaðNÞ þ 0:645 h (5)


A logarithmic plot (not shown) of the experimental kN versus
the calculated one through Eqn (5) is linear through the origin,
with unity slope. It should be noted that the hardness is
the inverse of the chemical softness, which is directly related to
the polarizability of the CO and CS groups. Experimentally, 7 is
more reactive than 1 toward quinuclidines. A possible expla-
nation for this result is the greater electronegativity of the oxygen
as compared to that of the sulfur atom, whichmakes the carbonyl
carbon more positive than the thiocarbonyl carbon, improving
the nucleophilic attack of the amine.
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Thirty-four novel a/b-tetrapeptides (1–34) have be
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en prepared employing solid-phase and in-parallel synthetic
protocols. a/b-Tetrapeptides 1–34 were prepared by a combination of three a-amino acid residues (alanine (Ala),
phenylalanine (Phe), and isoleucine (Ile)) with one b-amino acid residue (b3-homophenylglycine). The corresponding
complexes of several selected a/b-tetrapeptides with alkali, alkaline earth, and transition metals, [tPRMR], were
evaluated using ion electrospray-ionization mass spectrometry (ESI-MS). According to the results from analysis of
mixtures, we can conclude that the position of the b-amino acid is determinant in the affinity toward different metal
cations. Computational modeling (DFT, B3LYP 6-311RRG) provided useful information regarding the most likely
coordination sites of themetal ions on the receptor a/b-tetrapeptide 12, HO2C-a-Phe-a-Phe-a-Ile-b


3-hPhg-NH2, as well
as the conformational changes induced by themetal upon [tPþMþ] complex formation. Copyright� 2008 JohnWiley
& Sons, Ltd.
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del Instituto Politécnico Nacional, Apartado Postal 14-740, 07000 México, DF,
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INTRODUCTION


As a consequence of the fundamental importance of peptides
and proteins in physiological events, the interest in peptide
synthesis as well as in the structural characterization of peptides
has increased exponentially in recent years. Although the
vast majority of natural peptides and proteins are constituted
by a-amino acids, the pioneering and systematic studies of
Seebach[1] and Gellman[2] have shown that the presence of
b-amino acids instead of a-amino acids drastically modifies the
activity and increases the hydrolytic stability of several bioactive
natural peptides. Furthermore, it has been demonstrated that
inclusion of b-amino acids in natural peptides leads in some cases
to an increase in inhibitory ability of platelet aggregation,[3] or to
increased affinity toward opioid receptors.[4,5] It is then very
important to gain knowledge on the nature of the interactions
that allow supramolecular recognition between the peptide’s
secondary structure and potential substrates, since such under-
standing paves the way to potential developments of pharma-
cologically promising peptidomimetics.[6,7]


In this regard, the binding of metal ions to certain functional
groups in the peptide chain can induce the formation of stable
helix or turn conformations.[8–13] For example, Searle and
coworkers[14] synthesized one b-peptide with two and three
histidine (His) fragments close to the N- and C-terminal and
studied the effect of the addition of Zn2þ ions, finding a hairpin
stabilizing effect in the peptide’s secondary structure as a result of

g. Chem. 2008, 20 349–358 Copyright �

the interaction between Zn2þ and the His residues. In a particular
example with b-peptides, Seebach and coworkers[15] discovered
that the addition of Zn2þ salts stabilizes the secondary structure
of b-peptides containing b3-hCys and b3-hHis residues. Further-
more, peptides are able to transport metals through cellular
walls;[16] hence, evaluation of peptidic affinity toward metal ions
is fundamental for the understanding of catalytic processes by
proteins.
Electrospray ionization-mass spectrometry (ESI-MS) has proved


to be a versatile method for the analysis of supramolecular
complexes formed in solution and transported into the gas phase

2008 John Wiley & Sons, Ltd.
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for detection. In particular, electrospray ionization is sufficiently
gentle that non-covalent complexes can be transferred from the
solution to the gas phase without disruption of the binding
interactions of the complexes.[17–30] Furthermore, based upon
the intensities of complexes in the resulting mass spectra, it is
possible to estimate the relative binding affinities of different
hosts toward different guests.[21–27] This general method
provides the basis for the examination of the metal ion
binding selectivities and stoichiometries of several novel a/
b-tetrapeptides reported in the present study.


EXPERIMENTAL


Instrumentation and materials


Wang resin, reagents, solvents, and amino acids employed in this
work were high-purity reagents (>99.5%) and were purchased
from commercial suppliers. Glassware, needles, and magnetic
bars were dried in an oven at 1508C for 24 h before their use.
Anhydrous solvents were obtained by conventional methods.
The purification of organic products was achieved by means of
flash chromatography on 230–400 mesh silica gel, followed by
recrystallization or Kugelrohr distillation. Melting points were
measured on an Electrothermal apparatus and are uncorrected.
Infrared (IR) spectra were recorded on a Perkin Elmer FT-IR 1600
spectrometer. 1H and 13C-NMR spectra were recorded on a JEOL
GSX-270 at 270MHz, JEOL GSX-400 at 400MHz, and Bruker
WM300 at 300MHz Spectrometers in CDCl3 or DMSO-d6 with TMS
as internal standard. The optical rotations were determinated in a
Perkin-Elmer polarimeter model 241 at l¼ 589 nm and 25–288C
of temperature. The b-amino acid (S)-3-amino-3-phenylpropionic
acid [(S)-b3-homophenylglycine, (S)-b3-hPhg] was prepared
according to the described procedure[31,32] via the highly
diastereoselective conjugate addition of N-benzyl-a-phenylethy-
lamine to t-butylcinnamate.[33,34] The syntheses of a/b-
tetrapeptides were performed on a Vantage aapptec Automation
reactor from Advanced Chem. Tech. Inc. or under microwave
irradiation using a CEM Discover SPS or a CEM Liberty reactor and
were obtained with 90% of purity (determined by HPLC analysis
with a column C18 and 0.1 or 0.05% TFA in H2O—CH3CN with
gradient). Mass spectra were recorded on an Agilent 1100 series
LC/MSD Trap SL spectrometer under the following conditions:
normal scanning mode, 50–2200m/z range, 13 000m/z/seg
speed, 14.0 psi nebulizer pressure, drying gas (nitrogen), flow
of 7.0 L/min, 3258C temperature, normal optimization of data
with a �4500.0 to �1500.0 V gradient and positive polarity and
the samples were analyzed by direct insertion. Relative
abundances were determined in quintuplicate measurements.
For computational modeling, molecular mechanics conforma-


tional distribution searches were performed using MMFF force
fields method[38] using PC Spartan Pro software (Wavefunction
Inc.[39]). The equilibrium geometries of the lowest energy
conformers were optimized using semiempirical PM3 calcula-
tions and the lowest energy conformer was then subjected to
higher level methods in ab initio calculations using the
Hartree–Fock Model, initially at the 3-21G level and subsequently
at the 6-31G level of theory using Gaussian 03W software
(Gaussian Inc.[41]). Finally, the lowest energy conformers were
subjected to DFT B3LYP 6-311þþG//B3LYP 6-31G calculation. To
ensure the validity of the final structures, all the conformers
obtained were subject of a frequency analysis.

www.interscience.wiley.com/journal/poc Copyright � 2008

Methods


(S)-3-(9H-fluoren-9-ylmethoxycarbonylamino)-3-phenylpropionic
acid, (S)-b3-hPhg[31–37]


A round-bottom flask equipped with magnetic stirrer was
charged with tert-butyl (S)-3-amine-3-phenylpropionate (2.18 g,
9.9mmol) in 3ml of CH2Cl2 at 08C and was added 4ml of TFA,
and stirred for 16 h at that temperature. After that, the tem-
perature was increased to room temperature and the solvent
was totally removed under vacuum. The lightly brown solid
[(S)-3-amino-3-phenylpropionic acid] was dissolved in a THF/
H2O (92ml 1:1 v/v) mixture and cooled to 08C, then, 3.3 g
(9.77mmol) of FmocSuc and 8.21 g (97.74mmol) of NaHCO3 was
added. The reaction was stirred for 3 h at room temperature and
then the solvent was removed under vacuum. The aqueous
phase was washed with diethyl ether and acidified with HCl 1N
before the extraction with CH2Cl2; the organic phases were dried
under anhydrous Na2SO4 filtered and evaporated under vacuum.
The product was purified by recrystallization from ethyl acetate
obtaining a white solid (73% yield after two steps, 2.8 g,
7.23mmol); mp¼ 185–1878C (lit.[42] mp¼ 1848C). [a]D¼�22.8
(c¼ 1.1, DMF). Lit.[42] [a]D¼�22.2 (c¼ 1, DMF).
IR (KBr) C¼O carbamate 1704 cm�1 (lit.[42] 1705 cm�1).
1H NMR (DMSO-d6, 270MHz) d 2.61–2.78 (m, 2H), 3.44–3.56 (b,


1H), 4.17–4.33 (m, 3H), 4.92–5.00 (m, 1H), 7.16-7.99 (m, 13H), 1.27
(b, 1H).


13C NMR (DMSO-d6, 68MHz) d 41.1, 46.7, 51.6, 65.3, 120.1, 125.1,
126.3, 127.0, 127.6, 128.3, 140.7, 142.9, 143.7, 143.9, 155.3, 171.7.


Coupling of the first amino acid to the Wang resin


In a round-bottom flask was placed the resin and suspended in
9:1 v/v of CH2Cl2/DMF (approximately 15ml of solution per gram
of resin) and stirred for 30min. Separately, 3–5 equivalents of the
N-Fmoc protected b3-amino acid were dissolved in the minimum
amount of DMF. One equivalent of HOBt was then added and the
resulting mixture was stirred before addition of the solution
containing the resin. The reaction mixture was stirred for 10min
before the addition of 0.1 equiv. of DMAP dissolved in the
minimum amount of DMF as well as 3–5 equiv. of DIC. The
reaction mixture was stirred for 24 h at ambient temperature and
then the resin was separated by means of a glass-sintered filter
and washed three times with DMF, three times with CH2Cl2, three
times with MeOH, and three times with Et2O. The complete
procedure was repeated and the modified resin was treated for
30min with 2 equiv. of acetic anhydride and 2 equiv. of pyridine
in order to protect the unreacted sites. The amino acid-
containing resin was separated by means of a glass-sintered
filter and washed three times with DMF, three times with CH2Cl2,
three times with MeOH, and three times with Et2O and dried
under vacuum. A small amount of the resin was treated with a
20% solution of piperidine in DMF in order to liberate the amino
acid, whose presence was confirmed by means of the ninhydrin
test.[43] The degree of substitution was determined according to
the procedure of Hamper et al.[44]


Deprotection in the Vantage reactor


A 3-ml solid-phase reactor was charged with the Wang-
AA1-NH-Fmoc (50mg, 0.03mmol) product, which was suspended
in a solution of DCM and NMP (9:1 v/v, 1ml). The resulting
suspension was stirred for 3min at 600 rpm. The Fmoc group
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bound to the amino acid was removed with 20% of piperidine in
NMP (2ml, stirring for 40min) and the amino acid was filtered,
washed with MeOH (2� 2ml) and CH2Cl2 (2� 2ml), and dried
under vacuum.


Deprotection by means of microwave irradiation


In a solid-phase reactor was placed the Wang-AA1-NH-Fmoc resin
and treated with 10ml of DMF for 15min before treatment with a
solution of 20% piperidine in DMF. The resulting mixture was
irradiated at 50W and at 758C during 12min. The modified resin
was washed with CH2Cl2 and dried under vacuum.


Amino acid coupling reactions in the Vantage reactor


Three-milliliter solid-phase reactors were charged with the amino
acid-containing resin Wang-AA1-NH2 (50mg, 0.03mmol) and
a CH2Cl2-NMP (9:1 v/v, 1ml) solution. The resulting mixture was
stirred for 3min at 600 rpm before addition of the corresponding
Fmoc-AA-OH (0.036mmol) amino acid and HOBt (0.036mmol) in
NMP (0.75ml). The reaction mixture was stirred for 2min before
the addition of DMAP (0.003mmol) and DIC (0.036mmol) in NMP
(0.1ml) and the resulting mixture was stirred for 3 h at ambient
temperature. The modified resin was filtered and washed with
NMP (1� 2ml), MeOH (1� 2ml) and CH2Cl2 (1� 2ml).


Amino acid coupling by means of microwave irradiation
(on a 0.1mmol scale)


In a solid-phase reactor was placed Wang-AA1-NH2 resin and
10ml of DMF and the resulting mixture was treated with 5 equiv.
of the Fmoc-AA-OH protected amino acid and 5 equiv. of HBTU.
The coupling reaction was realized at 40W and 758C for 20min,
and the modified resin was washed with CH2Cl2. The addition of
the subsequent amino acids was performed using the same
coupling and deprotection procedures in order to obtain the
desired a/b-tetrapeptide chain.
The addition of the subsequent amino acids was performed


using the same coupling and deprotection procedures in order to
obtain the desired a/b-tetrapeptide chain.


Liberation of HO2C-a/b-tetrapeptide-NH2 in the Vantage reactor


Liberation of the modifiedWang resin was achieved by treatment
with 2ml of a TFA-triisopropylsilane-H2O (95:2.5:2.5) mixture

Scheme 1. Synthesis of enantiopure (S)-Fmoc-b3-hPhg


J. Phys. Org. Chem. 2008, 20 349–358 Copyright � 2008 John W

during 90min. The resin was recovered by filtration and the
liberated product was collected in a 10ml vials and treated with
cold anhydrous ether to precipitate the product, then allowed to
stand for 12 h at 0–48C. The supernatant liquid was decanted and
centrifuged and the product dried under vacuum.


Liberation of HO2C-a/b-tetrapeptide-NH2 by means of
microwave irradiation


A flask containing the resin-a/b-tetrapeptide material was
suspended in TFA-triisopropylsilane-H2O (95:2.5:2.5) and irra-
diated for 18min at 20W, 388C. The resin was separated by
filtration and the filtrate was concentrated under vacuum before
addition of diethyl ether to induce precipitation of the peptide
(12 h at 0–48C). The supernatant liquid was decanted and
centrifuged and the product dried under vacuum.
Identification of the 34 synthesized a/b-tetrapeptides was


performed by ESI mass spectrometry and the purity was
determinated by HPLC analysis.


Sample preparation for affinity studies


Two saline solutions with mixtures of LiCl-NaCl-KCl-CuCl2-ZnCl2
and LiCl-MgCl2-CaCl2-CuCl2-ZnCl2, and one of the a/
b-tetrapeptide in methanol (1.5� 10�5M) were prepared.
Mixtures (1:1) of the peptide with each of the saline solutions
were prepared and then let stand for 30min. The resulting
solutions were analyzed by direct insertion in the mass
spectrometer with electrospray ionization, using a syringe pump
(Kd Scientific, model 100), at 240ml/h.[45]

RESULTS AND DISCUSSION


Solid-phase in-parallel synthesis of novel
a/b-tetrapeptides 1–34


Initially, the key b-amino acid (S)-3-amino-3-phenylpropionic acid
[(S)-b3-homophenylglycine, (S)-b3-hPhg] was prepared according
to the described procedure[31,32] via the highly diastereoselective
conjugate addition of N-benzyl-a-phenylethylamine to t-butylci-
nnamate[33,34] (Scheme 1).
b-Amino acid (S)-b3-hPhg was N-protected using 9-fluorenyl-


methoxycarbonyl succinimide (FmocSuc)[35–37] to give derivative
(S)-Fmoc-b3-hPhg in 73% yield (Scheme 1). The synthesis of the
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desired a/b-tetrapeptides was achieved by means of the Wang
resin,[46–47] which was selected because the liberation of the
peptides is readily carried out under mild conditions, allowing for
smooth liberation in 30min. The incorporation of b-amino acid
(S)-b3-hPhg to the Wang resin was accomplished by means of a
standard protocol employing 1-hydroxybenzotriazole (HOBt),
4-dimethylaminopyridine (DMAP), and diisopropylcarbodiimide
(DIC) in N-methypyrrolidone (NMP) or N,N-dimethylformamide
(DMF).[48] The deprotection was performed with piperidine at
20% in NMP or DMF. This coupling–deprotection method was
also used to incorporate the other three a-amino acids Ala, Phe,
and Ile, until achievement of the desired amino acid sequence in
the final a/b-tetrapeptide (Scheme 2).
The reactions were carried out in an instrument for


combinatorial chemistry by using a solid-phase reactor or under
microwave irradiation using a manual or automatic peptide
synthesizer, so that a/b-tetrapeptides 1–7, 8–19, and 33, and
20–26 were obtained from commercially available resin-
supported Ala, Phe, and Ile, respectively. Finally, a/b-tetrap-
eptides 27–32 and 34were prepared in parallel from resin bound
(S)-b3-hPhg. Thus, the library design involved three a-amino acids
(Ala, Phe, and Ile) and one b-amino acid (b3-hPhg) to give a total
number of possible combinations equal to 256. We synthesized
the 34 linear a/b-tetrapeptides shown in Table 1, which includes
the corresponding molecular ions obtained by mass spectro-
metry.


Analysis of mass spectra


Binding properties of alkali/alkaline earth and transition metal
ions to several selected a/b-tetrapeptides (a/b-tP 12, 18, and 31)
were evaluated via ESI-MS methods. These a/b-tetrapeptides
were selected as representative of peptides presenting
the b-amino acid residue in different positions of the a/
b-tetrapeptide. Salts in the form of chlorides for the following
metal ions were used: Liþ, Naþ, Kþ (alkali metals), Mg2þ, Ca2þ


(alkaline earth metals), and Cu2þ, Zn2þ (transition metals).

www.interscience.wiley.com/journal/poc Copyright � 2008

As discussed in the introduction, ESI-MS was deemed as the
most convenient analytical tool to determine the potential
formation of metal ion-a/b-tetrapeptide complexes [tP �Mþ] in
solution. The method by which binding selectivities are
determined via ESI-MS relies upon comparison of signal
intensities obtained upon spraying solutions containing a single
host molecule and multiple metal ions.[49] A competitive
equilibrium is established in solution, thus leading to a
distribution of a/b-tetrapeptide-metal complexes that reflects
the relative binding constants of the a/b-tetrapeptide-metal
complexes or the selectivity of the peptide host.[23] Upon
electrospraying the solutions, the complexes generated in
solution are transported to the gas phase.[50]


Nevertheless, comparison of the ion intensities for the [tP �Mþ]
complexes in the mass spectra requires consideration of the
relative ionization efficiencies, which are estimated from the
analysis of the relative response attained by ionization of
individual solutions containing a single a/b-tetrapeptide and a
single metal ion.[50] Thus, the relative spray efficiencies of
different a/b-tetrapeptide-metal complexes were estimated
based on spraying solutions containing a single peptide and a
single metal and comparing the observed intensities for the
different complexes.
In particular, tP 12 (HO2C-a-Phe-a-Phe-a-Ile-b


3-hPhg-NH2) in a
2.6� 10�5M methanolic solution was treated with individual salt
solutions of LiCl, NaCl, KCl, MgCl2, CaCl2, CuCl2 y ZnCl2 at three
different concentrations in MeOH to afford 1:1 mixtures of a/b-tP
and salt. The results from ESI-MS are shown in Fig. 1, which
includes the R2 and m parameters for each salt.
A lineal correlation between the ratio of a/b-tetrapeptide and


metal ion in a range of 0.5 to 1.0 equiv. of salt is clearly found.
More important, the substantial difference in ion abundances for
individual complexes confirm rather significant differences in
spray efficiencies. This observation confirms the need for
calibration of measured abundances in competition experiments
(as described below) in order to estimate binding affinities.
Because the slopes for each individual metal ion in Fig. 1 are also
different, we used the relative abundances obtained at a 1:1a/
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Table 1. Molecular ions of the 34 a/b-tetrapeptides synthe-
sized in this work


HO2C-a/b-tetrapeptide-NH2 [MtPþH]þ


1, a-Ala-a-Phe-a-Ala-b3-hPhg 455
2, a-Ala-a-Phe-a-Ile-b3-hPhg 497
3, a-Ala-a-Phe-b3-hPhg-a-Ile 497
4, a-Ala-a-Ile-a-Phe-b3-hPhg 497
5, a-Ala-a-Ile-b3-hPhg-a-Phe 497
6, a-Ala-b3-hPhg-a-Phe-a-Ile 497
7, a-Ala-b3-hPhg-a-Ile-a-Phe 497
8, a-Phe-a-Ala-a-Phe-b3-hPhg 531
9, a-Phe-a-Ala-a-Ile-b3-hPhg 497
10, a-Phe-a-Ala-b3-hPhg-a-Ile 497
11, a-Phe-a-Phe-a-Ala-b3-hPhg 531
12, a-Phe-a-Phe-a-Ile-b3-hPhg 573
13, a-Phe-a-Ile-a-Ala-b3-hPhg 497
14, a-Phe-a-Ile-a-Ile-b3-hPhg 539
15, a-Phe-a-Ile-b3-hPhg-a-Ala 497
16, a-Phe-b3-hPhg-a-Ala-a-Phe 531
17, a-Phe-b3-hPhg-a-Ala-a-Ile 497
18, a-Phe-b3-hPhg-a-Phe-a-Ile 573
19, a-Phe-b3-hPhg-a-Ile-a-Ala 497
20, a-Ile-a-Ala-a-Phe-b3-hPhg 497
21, a-Ile-a-Ala-b3-hPhg-a-Phe 497
22, a-Ile-a-Phe-a-Ala-b3-hPhg 497
23, a-Ile-a-Phe-b3-hPhg-a-Ala 497
24, a-Ile-b3-hPhg-a-Ala-a-Phe 497
25, a-Ile-b3-hPhg-a-Phe-a-Ala 497
26, a-Ile-b3-hPhg-a-Phe-a-Phe 573
27, b3-hPhg-a-Ala-a-Phe-a-Ile 497
28, b3-hPhg-a-Ala-a-Ile-a-Phe 497
29, b3-hPhg-a-Phe-a-Ala-a-Ile 497
30, b3-hPhg-a-Phe-a-Ile-a-Ala 497
31, b3-hPhg-a-Ile-a-Ala-a-Phe 497
32, b3-hPhg-a-Ile-a-Phe-a-Ala 497
33, a-Phe-a-Ile-b3hPhg-a-Phe 573
34, b3-hPhg-a-Phe-a-Phea-Ile 573


Table 2. Relative ESI efficiencies for a/b-tetrapeptides 12, 18,
and 31 with alkali metals


Adduct


a/b-Tetrapeptide


12 18 31


[Mþ Li]þ 1.88 1.00 1.00
[MþNa]þ 13.01 11.77 15.85
[Mþ K]þ 4.13 2.36 4.13


Table 4. Relative abundance (estimated affinities, %, multi-
plied by ESI efficiencies) for a/b-tetrapeptides 12, 18, and 31
with alkali metals


Adduct


a/b-Tetrapeptide


12 18 31


[Mþ Li]þ 5.6 5 24
[MþNa]þ 1157.9 211.9 317
[Mþ K]þ 78.5 33 66


Table 5. Relative abundance (estimated affinities, %, multi-
plied by ESI efficiencies) for a/b-tetrapeptides 12, 18, and 31
with alkaline earth metals


Adduct


a/b-Tetrapeptide


12 18 31


[M–HþMg]þ 357 67.8 608.6
[M–HþCa]þ 47.8 6.4 95.7
[M–HþCu]þ 3.9 114.7 568.6
[M–Hþ Zn]þ 3 18.9 420.9


Table 3. Relative ESI efficiencies for a/b-tetrapeptides 12, 18,
and 31 with alkaline earth metals


Adduct


a/b-Tetrapeptide


12 18 31


[M–HþMg]þ 4.25 6.78 7.16
[M–HþCa]þ 3.19 1.06 1.33
[M–HþCu]þ 1.30 6.37 1.03
[M–Hþ Zn]þ 1.00 2.37 1.22
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b-tP to Mþ ratio equal to calculate the normalization factor that
was subsequently used before interpretation of data recorded
when a/b-tetrapeptide 12was exposed to mixtures of the salts of
interest.
Accordingly, the relative ESI efficiencies for a/b-tetrapeptide 12


complexes among the series Naþ, Mg2þ, Kþ, Ca2þ, Liþ, Cu2þ,
and Zn2þ are 13.0, 4.25, 4.1, 3.2, 1.9, 1.3, and 1.0, respectively.
Similarly, the relative ESI efficiencies for metal complexes of a/
b-tetrapeptides 18 and 31 were estimated and the results are
collected in Tables 2 and 3.
Calibration of the experimentally obtained abundances


recorded from competitive experiments where a particular a/
b-tetrapeptide is exposed to mixtures of metal ions dissolved in
methanol (a/b-tetrapeptides 1–34 are insoluble in water) affords
the data collected in Tables 4 and 5.
In the case of a/b-tetrapeptides 12 and 18, where the b-amino


acid is located at the amino group terminus or in the inner
section, it is observed that the relative affinity among the alkali
metal mixture is Naþ> Kþ> Liþ, whereas the relative abun-

J. Phys. Org. Chem. 2008, 20 349–358 Copyright � 2008 John W

dances of adducts produced in the presence of divalent alkaline
earth metals were Mg2þ>Ca2þ. On the other hand, for transition
metals Cu2þ and Zn2þ a/b-tetrapeptide 12 showed similar
affinity whereas the trend for tetrapeptide 18 was Cu2þ> Zn2þ.
In the case of a/b-tetrapeptide 31, where the b-amino acid is


located at the carboxylic group terminus the relative affinity
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Figure 1. Ion abundances of complexes formed from a/b-tetrapeptide 12 in the absence of competition with other metals. Range of values from 0.5 to 1


equivalent of salt. m, slope.


Figure 2. Conformation of lowest energy obtained for a/b-tetrapeptide
12 (B3LYP 6-311þþG//B3LYP 6-31G level). Colour code: gray for carbon,


white for hydrogen, red for oxygen, and blue for nitrogen.
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among the alkali metal mixture is again Naþ> Kþ> Liþ.
Interestingly, among divalent metal ions a very large affinity
toward Cu2þ and Zn2þ is observed.


Computational analysis


In addition to methodologies such as X-ray diffraction crystal-
lography and NMR spectroscopy that are commonly used to
determine the structural characteristics of peptides and proteins,
molecular modeling using computational methods is becoming
increasingly reliable to predict their lower-energy conformations
and behavior.[51,52]


Conformational analysis in the absence of metal ions


In this computational study, a/b-tetrapeptide 12 (HO2C-a-Phe-a-
Phe-a-Ile-b3-hPhg-NH2) was selected as model system in view of
the well-defined behavior exhibited in the ESI-MS affinity
measurements (as described above). Three initial conformations,
chosen after consideration of the structural behavior already
reported in representative peptides,[53–56] were used as starting
structures in the iterative energy-minimization process. These
starting structures were then subjected to a conformational
analysis where the conformers were distributed according to
their relative energy, using the PC Spartan Pro (Wavefunction Inc.)
program. This conformational analysis is based in MMFF
molecular mechanics MonteCarlo methods that have proved
quite efficient in similar conformational searches.[40]

www.interscience.wiley.com/journal/poc Copyright � 2008

The structure of nearly forty conformers of low energy
obtained from this process were then optimized by ab initio
Hartree–Fock methods at the 3-21G level, and then the three
lowest energy structures obtained at this level were re-optimized
at the DFT B3LYP 6-31G level of theory and then realized a
single point calculation at B3LYP 6-311þþG level by means of
the Gaussian 03 (Gaussian Inc.) software package.[41] Figure 2
depicts the conformation of lowest energy calculated for a/
b-tetrapeptide 12. That this is a true minimum was confirmed by
frequency analysis.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 20 349–358







Figure 3. Electronic potential surface calculated for a/b-tP 12. The


relative size of the green contours correlates with the relative concentra-


tion of electron density. The hydrogen atoms were removed for clarity.


Figure 4. Most likely metal coordination sites on a/b-tP 12.


Figure 5. Optimized conformation and molecular structure for a/b-tP


12 �Naþ complex (B3LYP 6-311þþG//B3LYP 6-31G level). Colour code:


gray for carbon, white for hydrogen, red for oxygen, blue for nitrogen, and


purple for sodium.


Figure 6. Optimized conformation and molecular structure for a/b-tP


12 � Kþ complex (B3LYP 6-311þþG//B3LYP 6-31G level). Colour code: gray


for carbon, white for hydrogen, red for oxygen, blue for nitrogen, and
purple for potassium.


Figure 7. Optimized conformation and molecular structure for a/b-tP


12 � Liþ complex (B3LYP 6-311þþG//B3LYP 6-31G level). Colour code: gray


for carbon, white for hydrogen, red for oxygen, blue for nitrogen, and
purple for lithium.


METAL CATION COMPLEXATION BY NOVEL �/�-TETRAPEPTIDES


3


It can be appreciated in Fig. 2 that the lowest energy
conformation obtained for a/b-tP 12 corresponds to a linear
conformation, where steric repulsion among substituents is
minimum. On the other hand, the arrangement adopted by the
b-amino acid residue b3-hPhg (far right in Fig. 2) allows for
hydrogen-bond formation between the terminal amino group
and the carbonyl group in the same amino acid. Finally, the
lowest energy conformation of a/b-tP 12 depicted in Fig. 2 allows
for p–p interaction between the aromatic groups of the
phenylalanine segments.


Conformational analysis in the presence of metal ions


The potential coordination sites in a/b-tetrapeptide 12 (the
terminal amino and carboxylic groups, internal amide segments
and aromatic phenyl substituents[57]) are highlighted in Fig. 3,
they were derived from the electronic potential surface
calculation using for that purpose the PC Spartan Pro software.
According to the information provided by Fig. 3, one may


anticipate that the most likely binding sites in a/b-tetrapeptide
12 are the carbonyl groups on the peptidic segments, as well as
the terminal amino and carboxylic groups (Fig. 4).
Consideration of the potential coordinating sites depicted in


Fig. 4 suggested[57–63] the use of nine starting structures for the
complexes generated from a/b-tP 12 and each one of the seven
metal ions studied in this work. The nine starting structures for
each cation were then optimized following the same protocol
described for the optimization of a/b-tetrapeptide 12 (as
described above). The most stable complexes a/b-tP 12 �Mþ


presented in Figs 5–11 were obtained in this fashion.

J. Phys. Org. Chem. 2008, 20 349–358 Copyright � 2008 John W

Significant conformational differences are appreciated among
the complexes of a/b-tP 12 and the three alkali metals studied.
For example, with Naþ the resulting complex preserves a linear
conformation with the metal dicoordinated to the amino and
carbonyl groups of the b-amino acid residue, b3-hPhg (Fig. 5). In
the case of Kþ (softer and bigger), there is an additional
coordination with the aromatic ring in the same residue[58–63]


(Fig. 6). By contrast, with Liþ (smaller and harder) a tricoordinated
species is predicted, where the metal ion induces a folded
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Figure 8. Optimized conformation and molecular structure for a/b-tP


12 �Ca2þ complex (B3LYP 6-311þþG//B3LYP 6-31G level). Colour code:


gray for carbon, white for hydrogen, red for oxygen, blue for nitrogen, and


green for calcium.


Figure 9. Optimized conformation and molecular structure for a/b-tP


12 �Mg2þ complex (B3LYP 6-311þþG//B3LYP 6-31G level). Colour code:


gray for carbon, white for hydrogen, red for oxygen, blue for nitrogen, and


green for magnesium.


Figure 10. Optimized conformation and molecular structure for a/b-tP


12 �Cu2þ complex (B3LYP 6-311þþG//B3LYP 6-31G level). Colour code:


gray for carbon, white for hydrogen, red for oxygen, blue for nitrogen, and
pink for copper.


Figure 11. Optimized conformation and molecular structure for a/b-tP


12 �Zn2þ complex (B3LYP 6-311þþG//B3LYP 6-31G level). Colour code:
gray for carbon, white for hydrogen, red for oxygen, blue for nitrogen, and


pink for zinc.
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conformation via association with the a-Phe-a-Ile-b3-hPhg
segment (Fig. 7). It is apparent then that the ionic radius of
the metal is determinant, where the larger Naþ y Kþ ions (102 y
138 pm, respectively)[64] bindmore easily to the terminal b-amino
acid residue inducing only small changes in the peptidic
conformation, whereas the electrostatic stabilization afforded
by the smaller and harder Liþ ion (76 pm radius)[50] upon
coordination to the three carbonyls of the a-Phe-a-Ile-b3-hPhg
segment compensates for the otherwise increased energy of the
folded peptide.
The contrasting binding modes for Naþ and Kþ noticed in Figs


5 and 6 do not modify substantially the original conformation of
a/b-tP 12, since the three a-amino acid residues remain
unaltered. Interestingly, complexation to Liþ does provoke

www.interscience.wiley.com/journal/poc Copyright � 2008

significant folding of the original, ‘lineal’ conformation of the
free peptide (Fig. 7), but the metal affinity studies reported in the
first part of this report indicate that complexation to lithium
cation is not so favorable. That is, coordination to sodium cation
causes little conformational changes in the original peptide, and
the resulting complex seems to be most stable by comparison
with those where metal coordination affects the receptor
peptide’s native conformation. This observation might be
relevant in examination of related substrate–receptor phenom-
ena such as in enzymatic activity where conformational changes
of the native protein structure probably lead to modified
structures in the active adducts.[65]


The complex formed by coordination of the soft Ca2þ ion and
a/b-tP 12 (ionic radius for Ca2þ¼ 100 pm)[64] is calculated to
present the metal ion associated to the a-Phe-a-Ile-b3-hPhg
segment, apparently via coordination to both carbonyl groups, to
the amino group, and to both aromatic rings.[58–63] This
coordination mode gives rise to a folded conformation of the
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peptide where the b-amino acid residue constitutes a ‘side chain’
(Fig. 8).
By the same token, tight Mg2þ ion (ionic radius


for Mg2þ¼ 72 pm)[64] affords a pentacoordinated adduct with
a/b-tetrapeptide 12. In particular, Mg2þ binds to the four
available carbonyl groups as well as the amino group on the
b-amino acid residue, b3-hPhg. This coordination gives rise to a
drastically folded conformation (Fig. 9).[66,67]


Transition metals Cu2þ and Zn2þ are predicted to form
complexes with a/b-tP 12 that resemble those with Ca2þ


and Mg2þ. Thus, adduct a/b-tP 12 �Cu2þ presents partial folding
as a consequence of the coordination of the Cu2þ ion with the
carbonyl groups on the terminal a-Phe and the internal peptidic
carbonyls. Interestingly, the calculated conformation of the a/
b-tP 12 �Cu2þ complex exhibits significant steric hindrance
among the substituents on the peptide, and the anticipated
repulsive interactionmay be responsible for the low affinity of the
complex observed in the experimental ESI-MS study (as
described above).
Finally, the adduct arising from coordination between a/


b-tetrapeptide 12 and transition metal Zn2þ shows a distorted
tetrahedral core with the metal bound to both the carbonyl and
amino groups of the b-amino acid residue in addition to the
carbonyl of the inside phenylalanine residue as well as the
carboxylate group of the terminal phenylalanine residue (Fig. 11).
This molecular structure suggests several unfavorable steric
interactions among the a-Phe-a-Phe segment, and such repulsive
effects may be responsible for the experimentally observed low
abundance of [a/b-tP 12 � Zn2þ] complex.


Summary


Thirty-four novel a/b-tetrapeptides containing both a and b


amino acid residues (a/b-tetrapeptides 1–34) have been
prepared by solid-phase synthesis and using in-parallel meth-
odology. According to the results from analysis of mixtures of
representative a/b-tetrapeptides 12, 18, and 31 in a methanolic
solution containing a mixture of metal ions, it was confirmed
that the ESI-MS method allows the determination of a/
b-tetrapeptide-metal complex formation and the relative affinity
toward specific metal ions. In the case of a/b-tetrapeptides 12
and 18, where the b-amino acid is located at the amino group
terminus or in the inner section, it is observed then that the
relative affinity among the alkali metal mixture is Naþ> Kþ> Liþ,
whereas the relative abundances of adducts produced in the
presence of divalent alkaline earth metals were Mg2þ>Ca2þ. On
the other hand, for transition metals Cu2þ and Zn2þ a/
b-tetrapeptide 12 showed similar affinity whereas the trend
for a/b-tetrapeptide 18 was Cu2þ> Zn2þ. In the case of a/
b-tetrapeptide 31, where the b-amino acid is located at the
carboxylic group terminus the relative affinity among the alkali
metal mixture is again Naþ> Kþ> Liþ. Interestingly, among
divalent metal ions a very large affinity toward Cu2þ and Zn2þ is
observed. Computational modeling (DFT, 6-311þþG level)
provides useful information regarding the likely coordination
sites as well as the conformational changes induced by the metal.
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Evaluation of a new dendrimeric structure
as prospective drugs carrier for
intravenous administration of
antichagasic active compounds
Luciana Fernandeza, Marcelo Calderónc, Marisa Martinellic,
Miriam Strumiac, Hugo Cerecettod, Mercedes Gonzálezd,
Juana J. Silberb and Marisa Santoa*

In the present work, we investigated a first gene

J. Phys. Or

ration of a new dendrimer as candidate for intravenous (iv)
administration of a therapeutic compound (2(-(benzo[1,2-c] 1,2,5-oxadiazol-5(6)-yl (N-1-oxide) methylidene]-1-
methoxy methane hydrazide). This compound presents antichagasic activity but low water solubility. Guest–host
specific interactions results in good drug solubilization. These interactions can be controlled by varying the solution
pH, allowing drug deliverance. Interaction between dendrimer and human serum albumin (HSA), and the hemolytic
potential of dendrimer were evaluated. The dendrimer does not interact with blood proteins, is not hemolytic, and
does not produce damage in the cellular membrane. The results demonstrate that the new dendritic structure could
be an appropriate carrier for the novel antichagasic drug. Copyright � 2008 John Wiley & Sons, Ltd.
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Departamento de Quı́mica Orgánica, Facultad de Quı́mica—Facultad de 1

INTRODUCTION


The hydrophobicity of therapeutic agents limits their application
and formulation development, and the poor solubility in water of
drugs often affects their ability to gain access to the action site in
an appropriate dose.[1] It is possible to facilitate their transport by
encapsulation of the active compound in a specialty designed
molecular or supramolecular structure. The encapsulation of
drugs consists on housing a guest in the microcavities present in
the system that will act as host.[2]


Dendrimers are highly branched macromolecules studied as
drug carriers. They have further precisely controlled structures,
with a generally globular construct, a single molecular weight
and a large number of controllable peripheral terminal groups.[3]


This type of compounds have attracted the attention of the
drug-delivery research community due in part to the belief that
the control over the structure allows to advance in the
development of studies about the absorption, distribution,
metabolism, excretion, and toxicity of this compounds.[4]


Dendrimers can act as drug carriers by conjugation of the guest
with functional groups presented its surface,[5] or by encapsula-
tion of hydrophobic active compounds in dendrimeric nanocav-
ities, allowing the drug transport at concentrations exceeding
their intrinsic water solubility.[6]


In recent years, much effort has been devoted to the
preparation of dendrimers that are designed to be biodegrad-
able, water soluble, and biocompatible.[7] Several dendrimers
based on polylysine have been developed as promising vaccine,
antiviral, and antibacterial candidates.[8] Frèchet et al.[9] have
recently explored polyester dendrimers as candidates for

g. Chem. 2008, 21 1079–1085 Copyright

development of anticancer drug delivery systems. Several other
families synthesized by Schluter et al.[10] might also prove to be
useful for biological applications.
Polyphosphazene-functionalized diaminobutane poly(propy-


leneimine) dendrimers have been prepared and investigated for
their properties as prospective hydrophobic drug delivery
system. These novel dendrimeric compounds exhibit useful
protective and targeting properties.[11] Dendrimers based on
melanine have been modified on their periphery with PEG
(polyethylenglycol) units. The PEGylated dendrimers when
evaluated in vivo showed no toxicity. Also they improve the
solubility and reduce the hepatotoxicity of anticancer drugs
methothexate and mercaptopurine.[12]

� 2008 John Wiley & Sons, Ltd.
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Our previous studies using functionalized polyamide amine
dendrimers were focalized in the analysis of the interactions
between dendrimers and several biologically important guests.[13]


Association constant obtained from changes in the 1H-NMR
chemical shifts of the amide protons in the host indicated two
different interaction sites: inside and on the periphery of the
dendrimer. Furthermore, we analyzed the solubilization and
release of different hydrophobic compounds by interaction with
polyamidoamine (PAMAM) and polypropylenimine (PPI) dendri-
mers.[14] We observed their ability to increase the solubility of
oxadiazol derivatives, with antichagasic activity.[14]


However, to use of dendritic macromolecules in drug delivery,
it is necessary to know their biological properties, such as toxicity
and biocompatibility.[15] It is known that the circulation system is
the most convenient way of drug administration, because an
active compound is able to reach distant tissues within a
relatively short time. Nevertheless, blood constituents can be the
first and unwanted targets of drug action. The active drug
binding to plasma proteins and blood cell walls may produce
serious problems of toxicity, or a significant lost of the amount of
drug available for therapy.[16] Human serum albumin (HSA) is the
most abundant soluble protein constituent of circulatory system.
It has many physiological functions and high affinity for
negatively charged hydrophobic molecules. One of its primary
functions is to participate in absorption, distribution, metabolism,
and excretion of drugs.[17] In the human body dendrimers can
interact with components of the blood and cells. Consequently, it
is necessary to study the effects of dendrimers presence in the
blood, their hematoxicity, and their interaction with HAS.
In the present work, we investigated the first generation of a


new carboxylate ended dendrimer (Fig. 1a), with the purpose of
using it as drug carrier for intravenous (iv) administration of novel
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Figure 1. Chemical structure of (a) dendrimer and (b) 20-(benzo[1,2-c]
1,2,5-oxadiazol-5(6)-yl(N1-oxide) methylidene]-1-methoxy methane


hydrazide (OXMH)


www.interscience.wiley.com/journal/poc Copyright � 2008

antichagasic compounds. Previous studies about the polarity and
accessibility of the dendrimeric structure showed that their
lipophilic inner groups are able to specific association with
hydrophobic guests.[18] Therefore, their potential application as
drug carriers was evaluated by studying their interaction with
20-(benzo[1,2-c] 1,2,5-oxadiazol-5(6)-yl(N1-oxide) methylidene]-1-
methoxy methane hydrazide (OXMH) (Fig. 1b). This compound
presents antitrypanosomal activity. Trypanosoma cruzi is the
etiologic agent of Chagas’ disease, which is endemic in South
America.[19] OXMH have trypanocidal activity but low water
solubility, which limits their therapeutic application.[20] Also, the
interaction between the dendrimer and plasma proteins was
analyzed, and its hemolytic potential evaluated.

EXPERIMENTAL


Materials


HSA (Sigma) was 99% fraction V, molecular mass about 66 kDa.
Phosphate-buffered saline solution (PBS pH¼ 7.4) was prepared
(150mM NaCl; 1.9mMNaH2PO4; 8.1mMNa2HPO4) and methanol
of HPLC grade was obtained from Aldrich. Standard buffers
pH¼ 4 were obtained from Merck. All these compounds were
used without further purification. Ultra-pure water was obtained
from LABCONCO equipment model 90901-01. 20-(benzo-
[1,2-c]1,2,5-oxadiazol-5(6)-yl(N1-oxide)methylidene]-1-methoxy-
methane hydrazide (OXMH) was prepared as previously
described[20] and stored at room temperature under vacuum.


Synthesis of first generation of carboxylic terminated
dendrimer


Dendrimer was synthesized following the reactions shown in
Scheme 1.
In the first step, a nonaester was synthesized by stirring a


mixture of nitrilotriacetic acid (0.561 g, 2.4mmol), Behera’s amine
(3.00 g, 7.2mmol), dicyclohexyl carbodiimide (DCC, 1.488 g,
7.2mmol), and 1-hydroxybenzotriazole (1-HBT, 0.973 g, 7.2mmol)
in DMF (50ml) at room temperature for 48 h. Then, the reaction
was filtered to remove dicyclohexylurea, the solvent evaporated
in vacuum to give a residue, which was dissolved in CH2Cl2 (50ml)
and then sequentially washed with cold aqueous HCl (l0%), water,
NaHC03 (l0%), and brine. The organic phase was dried (MgSO4),
concentrated in vacuo, and chromatographed, eluting with 10%
acetone in CH2Cl2 to furnish.
Amidation of nitrilotriacetic acid was supported (13C NMR) by


the shift of the signal assigned to the quaternary carbon moiety
(CONHC) of Behera’s amine from 52.8 to 57.1 ppm and the
MALDI-TOF molecular peak at m/z 1406.4 ([MþNaþ]).
FT-IR (cm�1): Show two new signals at 1667 and 1535 assigned


to Band I (C——O stretching vibration) and Band II (N—H bending
vibrations), corresponding to amide group. The carbonyl
absorption band of ester appeared at 1739.


13C-NMR (CDCl3): (d ppm)¼ 172.5 (C——O ester); 169.8 (C——O
amide); 80.3 (CH3CO); 58.1 (NCH2CO); 57.5 (CONHC); 29.6
(CH2CH2CO); 29.4 (CH2CH2CO); 27.8 (OCCH3).


1H-NMR (CDCl3): (d ppm)¼ 3.26 (s, 6H, NCH2CO); 2.15 (m, 18H,
CCH2CH2CO); 1.92 (m, 18H, CCH2CH2CO); 1.37 (s, 81H, OC(CH3)3).
In a second step, a solution of the product nonaester (1.061 g,


0.77mmol) in 95% formic acid (50ml) was stirred at 50 8C for 10 h.
After concentration, toluene was added and the solution was
again evaporated in vacuum to azeotropically remove residual

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1079–1085
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formic acid. The crude solid was dissolved in water (20ml) and
then sequentially washed with CH2Cl2. The formation of
dendrimer was supported by the signal at 179.9 ppm (COOH)
in the 13C NMR spectrum and the molecular peak at m/z 878.3
([M–H�]) in neg-FAB.
FT-IR (cm�1): The carbonyl absorption band of acid occurred at


1720.
13C-NMR (D2O): (d ppm)¼ 179.9 (C——O acid); the signals at 80.9


(OCCH3) and 27.9 (OCCH3) were absent. The rest of the signals did
not change with respect to nonaester.1H-NMR (D2O): (d
ppm)¼ the signal at 1.36 (s, 54H, OC (CH3)3) was absent.


Methods


UV-Visible spectroscopic measurements were performed using
Shimadzu U.V.2401PC spectrofotometer at 20.0� 0.2 8C. Spex
Fluoromax apparatus was employed for the fluorescence
measurements at the same temperature. Dendrimer/HAS
fluorescence spectra were taken using excitation wavelength
at l¼ 285 nm, where the albumin tryptophan residue absorbs,
and the emission registered in the 290–500 nm range. NMR data
were recorded using Bruker 400MHz Advance II. Energy-
minimized structures of OXMH and protonated dendrimer were
obtained using Program SPARTAN ’04. The structures were
initially minimized with PM3 followed by the calculation of the
equilibrium structure with Hartree–Fock 3.21G(*).


Association OXMH/dendrimer


Stock solutions of OXMH were prepared dissolving the guest in
methanol at 4� 10�3M, and stored in darkness. Appropriate
amounts of OXMH stock solution were transferred into 5ml
volumetric flasks, and the solvent evaporated off under nitrogen
atmosphere. The samples were diluted to the appropriate volume
with stock dendrimers/buffers solution (dendrimer concentration
1� 10�4M), sonicated for 20min and allowed to equilibrate in
darkness overnight. In this way, the samples were prepared at
constant dendrimer concentration and OXMH concentration
varied from 6� 10�5 to 7� 10�4M, keeping pH and ionic
strength constant. It is worthy to note that sample preparation
conditions clearly affect the nature of OXMH/dendrimer
association. Only the guest/dendrimers complexes are reprodu-
cibly form when OXMH is added slowly to the system which has
the dendrimer and the system is allowed to equilibrate. Stirring
samples, with and without heat, results in further association of
OXMH/dendrimer complexes into a suspension of higher order
species. Sonication prevents the formation of such aggregates.
These results have been observed previously with other guest
dendrimers systems.[14]

J. Phys. Org. Chem. 2008, 21 1079–1085 Copyright � 2008 Joh

Interactions between the dendrimeric structure and HSA


Before examining the fluorescence properties of the protein, the
dendrimer fluorescence emission spectrum was controlled.
However, no background signal due to the dendrimer was
noticeable in the wavelength region of interest. HSA was
dissolved in phosphate buffer at a concentration of 6mmol/L and
stored at room temperature in the darkness. Appropriate aliquots
of the dendrimer stock solutions in methanol were transferred
into 5ml volumetric flasks, and methanol evaporated under
nitrogen. Then, samples were diluted to volume with HSA buffer
phosphate solutions, stirred for 10min, and stored at room
temperature in darkness. Dendrimer concentrations ranged from
3� 10�6 to 6� 10�4M.


Interaction dendrimer–blood red cell


From human blood collected at the UNRC Health Center. A 2%
w/v red blood cell (RBC) solution was prepared and centrifuged at
1500 rpm for 10min at 4 8C. The plasma supernatant was
removed and the erythrocytes were suspended in ice cold PBS.
The cells were again centrifuged at 1500 rpm for 10min at 4 8C.
This procedure was repeated two more times to ensure the
removal of any released hemoglobin. Once the supernatant was
removed after the last wash, the cells were suspended in PBS to
get a 2% w/v RBC solution. The dendrimers were also prepared in
PBS via serial solutions. Dendrimers solution (400ml) in PBS
(1� 10�5–2� 10�3M) or the reference (solution of PBS) were
added to 400ml of the 2% w/v RBC solution in 10 microcentrifuge
tubes for each concentration and incubated for 1 or 24 h at 37 8C.
Complete hemolysis was attained using neat water yielding the
100% control value (positive control). After incubation, the tubes
were centrifuged and the supernatants were transferred to new
tubes. The release of hemoglobin was determined by spectro-
photometric analysis of the supernatant at 414 nm. Results were
expressed as the amount of hemoglobin release induced by the
conjugates as a percentage of the total. On the other hand, the
cell samples were viewed under Axiocam HRC Zeiss optical
microscope using a magnification of 1000�.

RESULTS AND DISCUSSION


Association OXMH–dendrimer


In order to evaluate the potential use of the new dendrimeric
structure as drug delivery vehicle, the interaction with a novel
oxadiazol derivative (OXMH), with therapeutic activity, was
investigated. Since, as stated before, this compound exhibits
potential antichagasic activity. The therapeutic activity can be

n Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 2. Absorption spectra of OXMH in aqueous solution of dendri-


mer at pH¼ 7.4 Dendrimer concentration 1� 10�4M. [OXMH] increases
from 6.8� 10�5 to 6.8� 10�4M. (-------) Solubility of OXMH in water.


Inset: Comparison of absorbance of OXMH, at 363 nm, for various ratios
of [OXMH]/[dendrimer] at pH¼ 7.4


Figure 3. (a) Charge distribution of OXMH and (b) simulated configur-


ation of dendrimer using semiempirical method
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observed at concentrations close to their water solubility.[20] We
study the association of OXMH with a new water soluble dend-
rimer that will increase its solubility and improve its pharma-
ceutical action.
An indication of the existence of the dendrimer-therapeutic


compound association has been obtained by an increase in
solubility of the guest in the dendrimer solution, with respect to
water. Thus, the changes in the guest solubility were followed by
UV–Visible absorption measurements (Fig. 2). The solubility of
OXMH in PBS solution is ca. 2.6� 10�4M. As can observed in
Fig. 2, the presence of 1.4� 10�4M dendrimer increases absor-
bance of OXMH in dendrimer aqueous solutions, when
compared with PBS, and the concentration of OXMH reaches
up to ca. 5.7� 10�4M. This is an evidence that the therapeutic
compound associates with the dendrimeric structure. Dendrimer
concentration is fixed at 10�4M because it is the optimum value
to perform the spectroscopic measurements in this study.
In order to quantify the dendrimer effectiveness to solubilize


the studied compound, the enhancement solubilization factor
(ESF) defined as the number of moles of compound solubilized
per number of moles of dendrimer was calculated, using Eqn
(1).[14]


ESF ¼ ½H�d
½D�w


¼ ½H�o � Sw
½D�w


(1)


where [H]d is the guest concentration in aqueous solutions of the
dendrimer and it is obtained from the leveling of the plot of the
absorbance as a function of the OXMH concentration, as shown
in the inset in Fig. 2. [D]w is the concentration of the dendrimer in
the aqueous solutions. [H]o is the analytical concentration of the
guest and Sw is the aqueous solubility of the guest.
Hence by using Eqn (1), we obtain an ESF factor equal 2 (Fig. 2


inset) for OXMH in the dendrimer at pH¼ 7.4. Since the
dendrimer studied lacks of globular structure to allow the
encapsulation of the guest, the observed increase in solubility
suggests the existence of OXMH–dendrimer specific inter-
actions.[21] Hydrogen bonding between the N-oxide moiety in
the oxadiazol and the hydrogen in the dendrimer amide group

www.interscience.wiley.com/journal/poc Copyright � 2008

facilitates the association of this host–guest system. Moreover,
also oxadiazol derivative is able to donate hydrogen to the amine
and carbonyl groups of the dendrimer. We propose that
hydrogen bond specific interaction could be the possible
mechanism for the solubility enhancement. The hydrogen
bonding donor and acceptor nature of the guest groups, that
can be appreciated from the analysis of the charge density of the
different groups involved in the interaction (Fig. 3a), supporting
this conclusion.
On the other hand, as the interior of the studied dendrimer


consists of amido groups and tertiary amino core (Fig. 1a), the
protonation of these groups will certainly modify the specific
interactions with OXMH. Thus, the specific binding sites in the
interior of dendrimeric structure and in their terminal groups
should be affected by changes in the pH medium, as is actually
observed.
Therefore, it is possible that a portion of the final ramification of


dendrimer is folded into the macromolecule, building an
intramolecular hydrogen bonding between the carboxylic and
internal amide groups. This intramolecular interaction modifies
the dendrimer conformation, and diminishes its ability to
associate with the studied oxadiazol molecule. Semiempirical
calculations were carried out with the protonated form of the
dendrimer (Fig. 3b). As can be observed the dendrimer shows the

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1079–1085
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terminal groups folding to the center of the structure as
proposed.
The comparative study of OXMH–dendrimer association at


pH¼ 7.4 and pH¼ 4 was analyzed as representative systems to
examine more closely the pH influence in the interaction guest
dendrimer. At pH¼ 4, the ESF factor obtained using Eqn (1) is 3
(Fig. 4). The observed difference in the number OXMH associated
to the dendrimer at pH 4 and pH 7.4 is explained as due to the
change of the interactions guest/host with the grade of
protonation of the system. The pKa values of the carboxylic
acids like the ones in the dendrimer terminal groups are close to 5
thus, at pH 4 most of them are protonated while at pH 7.4
practically all are deprotonated. Since the internal amide groups
of the dendrimer can be involved in intramolecular hydrogen
bond, and therefore are not available to interact with the host,
only some surface acid groups can associated with the host.
Moreover, the interaction of carboxylate groups is greater when
the group is protonated and the density of the negative charge is
not delocalized. Consequently, we can explain that the
association OXMH–dendrimer increases when the pH decreases
(3:1 for pH 4 to 2:1 for pH 7) because when the terminal groups
are protonated increases the possibility of interaction with the
host. Figure 5 shows the possible association betweenOXMH and
dendrimer at pH 4 and pH 7.
However, others interaction effects, like solvation energy of the


carboxylic and internal groups, as well as solvation of the OXMH
molecule can play a important role in the solubilization effect
here observed.
At pH¼ 2 (obtained adding hydrochloric acid to solution)


OXMH solubility decreases to similar values to that observed in
the same media without dendrimer. Protonation of the guest
molecule and of the dendrimer is expected which precludes the
host–guest specific association.


1H-NMR spectroscopy studies on the systems allowed to verify
the proposed region for hydrogen bonding interaction. The
1H-NMR assignments for the H bound to carbon in the dendrimer
in water are the following 1H-NMR (D2O): (d ppm) HA¼ 3.30 (s, 6H,
NCH2CO); HB¼ 2.15 (m, 18H, CCH2CH2CO); HC¼ 1.94 (m, 18H,
CCH2CH2CO). Assigning these protons is critical because the shift
of the signal can be used to define the interaction zone.When the
guest associated with the dendrimer, the methylene protons B

J. Phys. Org. Chem. 2008, 21 1079–1085 Copyright � 2008 Joh

(CCH2CH2CO) adjacent to the carboxylic terminal groups shifted
upfield from 2.27 to 2.14 ppm. This is probably due to ring current
effects produced by the aromatic ring of OXMH when this
compound associates with the terminal groups of the dendrimer.


Interaction dendrimer–human serum albumin


HSA is a monomeric protein comprising 585 amino acids, in
which the principal regions of ligand binding sites are located in
the subdomains IIA and IIIA hydrophobic cavities. In this structure
tryptophan residue (Trp-214) is in subdomain IIA. Compounds
bound to HSA could alter the intermolecular forces involved in
the substantiation of the secondary structure, which results in
conformational changes of the protein.[22] Thus, tryptophan
fluorescence measurements usually give information about the
binding of substance to the protein.[17] For HSA, there are only
three intrinsic fluorescent residues: tryptophan, tyrosine, and
phenylalanine. In fact, the observed fluorescence of HSA is mostly
originated by the contribution of tryptophan, because phenyl-
alanine have very low quantum yield, and the fluorescence of
tyrosine is almost totally quenched if it is ionized or near to an
amino group or to tryptophan.[23]


The effect of the presence of the dendrimer first generation in
HSA was evaluated following the tryptophan residues fluor-
escence intensity, before and after addition of the dendrimeric
systems. The protein showed a strong fluorescence emission
band at 342 nm by fixing the excitation wavelength at 285 nm,
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Figure 6. Absorption spectra of hemoglobin in (—) red blood cells treated with PBS and (----) red blood cells treated with double-distilled water. Inset:


Hemotoxicity of dendrimer at 1 h and 24 h. 1-Red blood cells 2% w/v treated with PBS and 7-red blood cells 2% w/v treated with double-distilled water.


Doses of dendrimer increase from 2 to 6 in 1� 10�5–2� 10�3M
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while the dendrimer had no intrinsic fluorescence. With the
addition of 100-fold dendrimer concentration only slight
reduction in the fluorescence intensity of tryptophan residue
in HSA is observed. The results may be indicating that the
interaction between the dendrimer and HAS is very small. As has
been reported,[17] the fluorescence of tryptophan residues is very
sensitive to the changes in their vicinity, thus is widely used to
study variations of the molecular conformations of proteins, and
allow to detect if some substance is added to HSA. The strength
of the interaction between proteins and the dendrimeric
structure depends of the dendrimer surface, as exemplified by
the study of the PAMAM dendrimers on bovine serum albumin
(BSA).[24] These studies showed that the interaction between BSA
and dendrimers are of electrostatic nature and depends largely
on the type of the dendrimers surface groups. Since at pH 7.4, the
pH of blood, HSA present anionic domains,[25] the terminal
negatively charged carboxylic groups of the dendrimers studied
in this work, seem to have low impact on the protein, probably
because they are folded into the molecule.


Interaction dendrimer–blood red cell


RBC lysis is a simple method widely used to study polymer–
membrane interaction. It gives a quantitative measure of
hemoglobin release.[26] The data obtained in such assays also

Figure 7. Control erythrocytes (A), erythrocytes in the presence of 2� 10�
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give a qualitative indication of that potential damage to RBC’s are
due to the dendrimers administered. Regardless of internal
repeat unit structure, cationic dendrimers were generally
hemolytic (producing changes red cell morphology) and
cytotoxic and this depends on molecular weight, generation,
and the number of terminal groups of dendrimer. Furthermore,
they produce changes in red cell morphology after 1 h, even at
low concentration.[27] Conversely, anionic dendrimers, with
carboxylated (—COONa) terminal groups were neither hemolytic
nor cytotoxic over a broad concentration range. In the study
performed in this work hemolysis was controlled spectro-
photometrically at 1 and 24 h. The first generation dendrimer
studied resulted non-hemolytic up to concentration of
2� 10�3M (Fig. 6), and does not show time-dependent
hemolysis. The possible changes in the shape of RBC in response
to interaction with the dendrimer were followed by optical
microscopy. Control cells were discocytes (Fig. 7a).
Figure 7b shows that there is no change of the shape of
erythrocytes with increasing dendrimer concentration. The
surface of normal erythrocytes is negatively charged due to
the presence of glycolipids and some glycated integral and
peripheral proteins. The first generation of carboxylic terminated
dendrimer studied has as well a negative periphery, consequently
the electrostatic repulsion prevents the adhesion to the walls of
blood vessels.

3M of dendrimer (B) at 1 h and (C) at 24 h. (Magnification, 1000�)
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CONCLUSIONS


The results obtained show that the terminal groups of the new
dendrimeric structure are able to associate with the antichagasic
compound. Furthermore, no interaction between dendrimer and
blood constituents was observed. The dendrimer is not hemolytic
and does not produce damage in the cellular membrane. We
conclude that the first generation of carboxylic terminated
dendrimer studied could be an appropriate carrier with potential
use in drug delivery and it is also that there is a good prospect for
releasing it by changing the pH. Therefore, the results encourage
us to conduct the synthesis and evaluation of higher dendrimer
generation.
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Kinetics and mechanisms of gas-phase
elimination of 2,2-diethoxyethyl amine
and 2,2-diethoxy-N,N-diethylethanamine
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The gas-phase elimination kinetics of 2,2-diethoxyet

J. Phys. Or

hyl amine and 2,2-diethoxy-N,N-diethylethanamine (320–380 -C;
40–150 Torr) in a seasoned reaction vessel are homogeneous, unimolecular and obey a first-order rate law.
These elimination processes involve two parallel reactions. The first gives ethanol and the corresponding
2-ethoxyethenamine. The latter compound further decomposes to ethylene, CO and the corresponding amine. The
second parallel reaction produce ethane and the corresponding ethyl ester of an a-amino acid. The following Arrhenius
expressions are given as:
For 2,2-diethoxyethyl amine


log kI ðEtOHÞ ðs�1Þ ¼ ð13:99� 0:27Þ � ð201:1� 3:2Þ kJ mol�1 ð2:303RTÞ�1; r ¼ 0:9995


log kII ðEtHÞðs�1Þ ¼ ð13:77� 0:18Þ � ð203:8� 2:1Þ kJ mol�1 ð2:303 RTÞ�1; r ¼ 0:9996


log kIII ðCH2¼CH2Þðs
�1Þ ¼ ð11:88� 0:09Þ � ð172:2� 1:0Þ kJ mol�1 ð2:303 RTÞ�1; r ¼ 0:9996


For 2,2-diethoxy-N,N-diethylethanamine


log kI ðEtOHÞ ðs�1Þ ¼ ð13:94� 0:20Þ � ð202:3� 2:4Þ kJ mol�1 ð2:303 RTÞ�1; r ¼ 0:9995


logkII ðEtHÞ ðs�1Þ ¼ ð14:03� 0:22Þ � ð203:9� 2:6Þ kJ mol�1 ð2:303RTÞ�1; r ¼ 0:9996


log kIII ðCH2¼CH2Þ ðs
�1Þ ¼ ð12:02� 0:19Þ � ð178:1� 2:3Þ kJ mol�1 ð2:303RTÞ�1; r ¼ 0:9996


Comparative kinetic and thermodynamic parameters of the overall, the parallel and the consecutive reactions lead to
consider two types of mechanisms in terms of a concerted polar cyclic transition state structures. Copyright � 2008
John Wiley & Sons, Ltd.
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INTRODUCTION


Molera et al.[1] were first to report the gas-phase thermal
decomposition of ethylal, dimethyl acetal and diethyl acetal, in a
static system, over the temperature range of 389–530 8C. Ethylal
was believed to decompose mainly by a chain mechanism. In the
case of dimethyl and diethyl acetals a rearrangement process
were assumed to be important. Thus, dimethyl acetal reaction
was found to follow, up to 50% decomposition, a first-order rate
law to yield the products as described in the reaction (1).

g. Chem. 2008, 21 359–364 Copyright �

Further works on aliphatic ketals, the gas-phase pyrolysis
kinetics of methylal[2] were carried out at 472–520 8C, while that
of ethylene methylal and propylene methylal[3] were carried out
at 512–572 8C. These substrates were thought to proceed
through a biradical mechanism as depicted in the reaction (2).
A revisited investigation of methylal thermal decomposition


under a dynamic flow system at 600–732 8C[4,5] showed a more

2008 John Wiley & Sons, Ltd.
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complicated process with different results due to higher working
temperature than in the static system. A complex radical reaction
takes place even in the presence of inhibitors.
Since the gas-phase thermal decomposition of limited number


of ketals have shown to proceed through radical process at very
high temperatures, it seemed interesting to study these type of
organic compounds under homogeneous and molecular elim-
ination. This means, deactivation of the reaction vessel properly
and to suppress any free radical reaction by using an effective
inhibitor. Moreover, it was also thought to examine how
important is the participation of the hydrogen atom present
at the Ca—H bond or Cb—H bond in the transition state
mechanism of ketals described in the Scheme 1. The intramo-
lecular competition for the hydrogen abstraction by the leaving
alkoxy nucleophile may define the lability of the Cb—H bond in
the elimination process. To add more interest in ketals thermal
decomposition reaction, the presence of an electron withdrawing
substituent such as an amino group at the b-carbon (Scheme 1)
may increase the acidities of Cb—H bond for a more facile
participation. Consequently, the present work aimed at studying
the elimination kinetics of some amino ketals in the gas-phase,
but through a molecular process. The amino ketals to be
examined are 2,2-diethoxyethyl amine and 2,2-diethoxy-N,N-
diethylethanamine.

RESULTS AND DISCUSSION


The molecular elimination of the amino ketal substrates in the
gas-phase is described according to the reaction (3).

The experimental stoichiometry of reaction (3) could not be
measured from the ratio of Pf/Po, where Pf and Po are the final and
initial pressures, respectively. This fact is due to parallel and
consecutive process of elimination with both substrates.
However, to verify stoichiometry (3) for 2,2-diethoxyethyl amine
(Table 1, Fig. 1) and for 2,2-diethoxy-N,N-diethylethanamine
(Table 2, Fig. 2), up to 85% reaction, was made by comparing
the extent of decomposition of the substrate from quantitative
chromatographic (GLC) analyses with that obtained from the sum
of the quantitative gas chromatographic (GLC) analyses of
ethanol and ethane formation at the six different temperatures.
Tables 1 and 2 show the quantitative analyses at one of these
temperatures (340 8C).

www.interscience.wiley.com/journal/poc Copyright � 2008

The effect of the surface on the rate of elimination was
examined by carrying out several runs in a vessel packed with
small cylindrical glasses, with a surface-to-volume ratio of
6 relative to that of the normal unpacked vessel which is equal
to 1. The rates of elimination of both substrates were unaffected
in seasoned packed and unpacked vessel. However, clean packed
and unpacked Pyrex vessel showed a marked heterogeneous
effect on the rate coefficients (Table 3)
The effect of different proportions of the free radical inhibitor


cyclohexene on the elimination reactions is given in Table 4. No
induction period was observed and the rates were reproducible
with a relative standard deviation not greater than 5% at a given
temperature.
The total rate coefficients for the amino ketals calculated from


ktotal¼�(2.303 /t) log [Psubstrate/P0)] were found to be indepen-
dent of the initial pressure (Table 5). A plot of log (Psubstrate)
against time gave a good straight line up to 85% decomposition.
The temperature dependence of the total and partial rate
coefficients are given in Table 6 (95% confidence coefficients
from a least-squares method). Therefore, these reactions, carried
out in seasoned vessels, are homogeneous, unimolecular, and
follow a first order rate law. The rate coefficient is expressed by
the following Arrhenius equations (Figs 3, 4).

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 359–36

For 2,2-diethoxyethyl amine


log kI ðEtOHÞ ðs�1Þ ¼ ð13:99� 0:27Þ � ð201:1� 3:2Þ kJ mol�1


ð2:303 RTÞ�1; r ¼ 0:9995


log kII ðEtHÞ ðs�1Þ ¼ ð13:77� 0:18Þ � ð203:8� 2:1Þ kJ mol�1


ð2:303 RTÞ�1; r ¼ 0:9996


log kIII ðCH2¼CH2Þ ðs
�1Þ ¼ ð11:88� 0:09Þ � ð172:2� 1:0Þ kJ mol�1


ð2:303 RTÞ�1; r ¼ 0:9996
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Table 1. Stoichiometry of 2,2-diethoxyethyl amine at 340 8C


Time
(s)


Substrate
(%)


(chrom.)


Ethanol
(%)


(chrom.)


Ethane
(%)


(chrom.)


Ethylene
(%)


(chrom.)


Substrate
(%)


(sum EtOHþ EtH)a


60 5.8 4.1 1.5 0.2 5.6


120 10.1 8.0 3.0 0.7 11.0


180 16.1 11.9 4.4 1.6 16.3


240 20.9 15.2 5.6 2.7 20.8


300 25.1 18.5 6.8 4.0 25.3


360 29.5 21.6 8.0 5.5 29.6


420 34.0 24.5 9.0 7.1 33.5


480 37.1 27.2 10.0 8.9 37.2


900 57.6 42.6 15.7 22.4 58.3


1200 69.9 50.3 18.6 31.8 68.9


1400 75.0 54.3 20.0 37.6 74.3


1600 78.6 57.6 21.3 42.7 78.9


1800 83.1 60.4 22.3 47.2 82.7


1900 84.9 61.5 22.7 49.3 84.2


2000 85.6 62.7 23.0 51.2 85.7


a Reaction (%) estimated from the sum of (%)ethanol and (%)
ethane (GLC) analyses.


Figure 1. Kinetic profile for gas-phase elimination of 2,2-diethoxyethyl


amine at 340 8C


Table 2. Stoichiometry of
2,2-diethoxy-N,N-diethylethanamine at 340 8C


Time
(s)


Substrate
(%)


(chrom.)


Ethanol
(%)


(chrom.)


Ethane
(%)


(chrom.)


Ethylene
(%)


(chrom.)


Substrate
(%)


(sum EtOHþ EtH)a


60 6.2 3.0 2.7 — 5.7


120 10.6 5.7 5.4 0.2 11.1


180 16.2 8.3 7.6 0.5 15.9


240 21.4 10.7 9.8 0.9 20.5


300 23.6 13.1 11.7 1.4 24.8


360 28.5 15.5 13.8 1.9 29.3


420 33.8 17.4 15.8 2.5 33.2


480 37.4 19.0 17.4 3.2 36.4


900 56.2 30.3 27.8 9.0 58.1


1200 69.8 35.8 32.7 13.7 68.5


1400 74.7 38.7 35.2 16.8 73.9


1600 77.1 41.1 37.5 19.9 78.6


1800 82.2 43.1 39.4 22.9 82.5


1900 84.3 43.9 40.1 24.3 84.0


2000 84.5 44.7 40.6 25.7 85.3


a Reaction (%) estimated from the sum of (%)ethanol and (%)
ethane (GLC) analyses.


Figure 2. Kinetic profile for gas-phase elimination of
2,2-diethoxy-N,N-diethylethanamine at 340 8C


Table 3. Homogeneity of elimination reactions at 340 8C


S/V (cm�1)a 104ktotal(s
�1)b 104ktotal(s


�1)c


2,2-Diethoxyethyl amine
1 31.4� 7.92 9.72� 0.15
6 87.5� 15.1 9.81� 0.21
2,2-Diethoxy-N,N-diethylethanamine
1 33.6� 3.10 9.60� 0.08
6 96.2� 10.1 9.47� 0.11


a S¼ surface area, V¼ volume.
b Clean Pyrex vessel.
c Vessel seasoned with allyl bromide.


MECHANISMS OF GAS-PHASE ELIMINATION
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For 2,2-diethoxy-N,N-diethylethanamine


log kI ðEtOHÞ ðs�1Þ ¼ ð13:94� 0:20Þ � ð202:3� 2:4Þ kJ mol�1


ð2:303 RTÞ�1; r ¼ 0:9995


log kII ðEtHÞ ðs�1Þ ¼ ð14:03� 0:22Þ � ð203:9� 2:6Þ kJ mol�1


ð2:303 RTÞ�1; r ¼ 0:9996


log kIII ðCH2¼CH2Þ ðs
�1Þ ¼ ð12:02� 0:19Þ � ð178:1� 2:3Þ kJ mol�1


ð2:303 RTÞ�1; r ¼ 0:9996


An analysis of Table 7, the results of log A values greater than
13.2 for the formation of ethanol [reaction (4), Step 1] and of

J. Phys. Org. Chem. 2008, 21 359–364 Copyright � 2008 John Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 4. Effect of free radical inhibitor cyclohexene on rates
at a 340 8C


P0 (Torr) Pi (Torr) Pi/P0 104kI(s
�1) 104kII(s


�1)


2,2-Diethoxyethyl amine
55 0 0 7.12 2.62


135 71 0.5 7.09 2.61
76 74 1.0 7.16 2.64
91 144 1.6 7.07 2.60
69 163 2.4 7.09 2.61
57 178 3.1 7.11 2.62


2,2-Diethoxy-N,N-diethylethanamine
62 0 0 5.07 4.61


115 63 0.5 5.00 4.55
55 49 0.9 5.06 4.59
43 74 1.7 5.04 4.58
58 145 2.5 5.08 4.62
60 175 2.9 5.02 4.56


P0¼ Pressure of the substrate.
Pi¼ Pressure of the inhibitor.


Table 5. Invariability of the rate coefficients with initial
pressure at 340 8Ca


2,2-Diethoxyethyl amine
Po (mmHg) 55 76 91 135 152
104ktotal(s


�1) 9.74 9.80 9.67 9.70 9.71
2,2-Diethoxy-N,N-diethylethanamine
Po (mmHg) 43 62 80 115 130
104ktotal(s


�1) 9.62 9.80 9.70 9.61 9.60


a Seasoned with allyl bromide.


Table 6. Variation of the rate coefficients with temperaturea


Temp (8C) 104ktotal(s
�1) 104kI (EtOH)(s


�1


2,2-Diethoxyethyl amine
321 2.93� 0.07 2.17� 0,08
331 5.23� 0.19 3.82� 0,16
340 9.72� 0.15 7.10� 0.08
349 18.5� 0.29 13.6� 0.13
360 34.8� 0.12 25.6� 0.30
370 63.6� 0.18 46.2� 0.21
2,2-Diethoxy-N,N-diethylethanamine
321 2.76� 0.09 1.45� 0.05
331 5.15� 0.06 2.71� 0.01
340 9.60� 0.08 5.03� 0.06
349 17.9� 0.16 9.37� 0.07
360 33.4� 0.29 17.5� 0.19
370 62.1� 0.13 32.2� 0.06


a Seasoned with allyl bromide.
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ethane [reaction (4), Step 2] in the elimination of both aminoketal
substrates suggests a commonly accepted value for a four-
membered cyclic transition state type of mechanism.[6,7] This
mechanistic consideration appears to be supported from the
outcome of a positive entropy of activation [DS6¼ (Jmol�1 K�1)].
Therefore Step 1 and Step 2 are determining factor in the
elimination of ethanol and ethane, respectively [reaction (4)]. The
positive entropy of activation for Step 1 and Step 2 of reaction (4)
implies a polar cyclic transition state. In the case of the
intermediate aminovinyl ethyl ether, the elimination process with
a log A of approximately 12.0 [Step 3, reaction (4)] and a very
negative entropy of activation implies a concerted six-membered
cyclic transition state structure.
To rationalize the mechanism of Step 1, the bond polarization


of Ca—bond of the ethoxy group, in the sense Cdþ
a ���Od�, is the


rate-determining step. Consequently, the CH3CH2O group as a
nucleophile will abstract the hydrogen of the b-carbon to
produce through a four-membered cyclic transition state the
ethanol product and the corresponding aminovinyl ethyl ether.
Then, the later product proceeds through a concerted
six-membered cyclic transition (Step 3) to form ethylene and
the corresponding amine. The mechanism of Step 3 is similar to
the well-known gas-phase thermal decomposition of alkyl vinyl
ether.[8–10] In the case of formation of ethane and the
corresponding ethyl ester of the amino acid (Step 2) an
alternative mechanism may be considered. In this pathway, as a
competitive bond polarization of Step1, the direction
of Od� ���Cgdþ of the alkoxy group is the rate determining step.
The Od� may stabilize toward the Ca to form the carbonyl, while
the H atom is forced to migrate to the Cg to form the
corresponding ethyl ester of the amino acid and ethane gas.
Otherwise, the nucleophilicity of Od� from polarization of
the Cgdþ may abstract the labile hydrogen atom of the b-carbon
to form an enolic ester and ethane. The enolic ester will rapidly
produce the corresponding ethyl ester of the amino acid. The
mechanistic consideration described above may need further
investigations in order to decide the most reasonable pathway of
Step 2 in the gas-phase elimination of ketals.

) 104kII (EtH)(s
�1) 104kIII (ethylene) (s


�1)


0.76� 0.05 5.62� 0.08
1.41� 0.08 9.65� 0.09
2.62� 0.20 16.3� 0.31
4.92� 0.11 28.0� 0.15
9.24� 0.17 47.4� 0.13
17.4� 0.14 79.0� 0.16


1.31� 0.04 2.52� 0.01
2.44� 0.05 4.34� 0.12
4.57� 0.03 7.16� 0.10
8.51� 0.10 12.8� 0.33
15.9� 0.11 22.0� 0.30
29.9� 0.08 38.8� 0.17
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Figure 3. Graphic representation of the Arrhenius plot for the gas-phase


elimination of 2,2-diethoxyethyl amine
Figure 4. Graphic representation of the Arrhenius plot for the gas-phase
elimination of 2,2-diethoxy-N,N-diethylethanamine


Table 7. Kinetic and thermodynamic parameters at 340 8C.


Reaction 104k(s�1) Ea (kJmol�1) log (A) (s�1) DS6¼ (Jmol�1 K�1) DH 6¼ (kJmol�1) DG6¼ (kJmol�1)


2,2-Diethoxyethyl amine
Totala 9.72� 0.15 — — — — —
Ethanol 7.10� 0.08 201.1� 3.2 13.99� 0.27 8.60 196.0 190.2
Ethane 2.62� 0.20 203.8� 2.1 13.77� 0.18 4.39 198.7 196.0
Ethylene 16.3� 0.31 172.2� 1.0 11.88� 0.09 -31.79 167.1 186.6


2,2-Diethoxy-N,N-diethylethanamine
Totala 9.60� 0.08 — — — — —
Ethanol 5.03� 0.06 202.3� 2.4 13.94� 0.20 7.64 197.2 192.6
Ethane 4.57� 0.03 203.9� 2.6 14.03� 0.22 9.37 198.8 193.0
Ethylene 7.16� 0.10 178.1� 2.3 12.02� 0.19 -29.11 173.0 190.8


a Total¼ Ethanolþ Ethane.


MECHANISMS OF GAS-PHASE ELIMINATION

Table 7 shows a small difference in the total rate coefficients
between the two substrates. However, since the NH2 has a
greater electron-withdrawing effect than NEt2, then a
faster
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elimination of ethanol is obtained (Step 1 reaction 4, Table 7).
In other words, and as discussed in the ‘Introduction’, the
b-hydrogen of the adjacent Cb—H bond to the NH2 substituent
(Scheme 1) is more labile than NEt2 group for abstraction by the

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


3
6
3







J. R. MORA ET AL.


3
6
4


leaving ethoxy group. Therefore, NH2>NEt2 is assisting the
elimination of ethanol.

EXPERIMENTAL


2,2-Diethoxyethyl amine and 2,2-diethoxy-N,N-diethylethanamine
were acquired from Aldrich. These substrates were better than
98.7% purity, when analyzed by GC–MS (Saturn 2000 Varian)
using a DB-5MS capillary column (30� 0.25mm i.d., 0.25mm film
thickness). The quantitative analyses of the product ethanol,
ethane, ethylene were determined by using a GC Column of
Porapak S, 80–100 mesh, 3mts. The quantitative chromato-
graphic analysis of 2,2-diethoxyethyl amine was carried out
by using a Column of Chromosorb 103, 80–100mesh, 3mts,
while 2,2-diethoxy-N,N-diethylethanamine was performed in a
Column 3% Versamid, 3mts. The verification of the substrates
and identification of the intermediates corresponding
2-ethoxyethenamine and products was examined with the
Varian Saturn GC–MS instrument with a DB-5MS capillary column.


Kinetics


The kinetics were carried out in a static reaction system as
described.[11–13] The rate coefficients were determined by the
quantitative chromatographic analyses of substrates and pro-
ducts. The rate of decomposition of N,N-substituted
2,2-diethoxyethyl amine is given by Eqn (1):


ktotal ¼ � 1


t
ln


Psubstrate
P0


� �
(1)


When estimating each step of the reaction (4), Eqn (2)
describes the formation of ethanol and ethane with time.
For ethanol (Step 1)


dPEtOH
dt


¼ kIðEtOHÞðPsubstrateÞ (2)


For ethane (Step 2)


dPEtH
dt


¼ kIIðEtHÞðPsubstrateÞ (3)


Therefore, the ratio of ethanol/ethane is shown in Eqn (4)


PEtOH
PEiH


¼
kIðEtOHÞ


kIIðEtHÞ
(4)
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The values of the rate coefficients of product formation, kI(EtOH)
and kIIðCH2¼CH2Þ, were determined by Eqn (5)


ktotal ¼ kI ðEtOHÞ þ kII ðEtHÞ
kIðEtOHÞ
kIIðEtHÞ


¼ PEtOH
PEtH


(
(5)


The expression which describes the ethylene formation
(Step 3) is given by Eqn (6)


PðCH2¼CH2Þ ¼ P0


"
kIðEtOHÞ


ktotal
ð1� e�ktotaltÞ


�
kIðEtOHÞ


kIIIðCH2¼CH2Þ � ktotal
ðe�ktotalt � e�kIIIðCH2¼CH2ÞtÞ


#
ð6Þ


In view that the value of kIIIðCH2¼CH2Þ described in Eqn (6) could
not be estimated directly, we have proceeded to use the Newton
Method.[14]


The temperature was controlled by a resistance thermometer
controller, SHINKO DIC-PS 25RT, maintained within �0.2 8C and
measured with a calibrated platinum-platinum-13% rhodium
thermocouple. No temperature gradient was found along the
reaction vessel. The substrates were injected (0.05–0.1ml)
directly into the reaction vessel with a syringe through a silicone
rubber septum.
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Molecular recognition and physicochemical
properties in the discovery of selective
antibacterial minor groove binders
Colin J. Suckling*
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The polyamide minor groove binders (MGBs), distamycin and netropsin, have been known for many years to have
significant biological activities but high toxicity. Strategies are described for the development of more selectiveMGBs
taking advantage of hydrophobic interactions with the minor groove of DNA. The introduction of branched alkyl side
chain substituents, planar aromatic head groups and alkene isosteres of the amides have all been investigated. MGBs
designed using these strategies and built from heterocyclic and aromatic amino acids with the ability to recognise
short sequences of DNA have been found to be potent and selective antibacterial agents. Detailed structural and
strength of binding investigations (NMR, capillary electrophoresis (CE), DNA footprinting, melting temperature
measurement, ITC) show that their activity depends primarily upon molecular recognition in terms of both molecular
shape and specific hydrogen bonding. However the lack of toxicity depends upon their basic tail group structure,
the pKa of which has a major influence on access to bacterial and mammalian cells. Lead compounds are active in vivo
at doses competitive with recently introduced antibacterial drugs. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Minor groove binders (MGBs) are compounds that possess an
inherent curvature that matches approximately the helical curve
of the minor groove of B-DNA. Their discovery was firstly in
natural products, notably the oligoamides distamycin 1 and
netropsin 2, which are composed of short chains of
N-methylpyrrole aminoacids with one or two cationic side
chains.[1,2] Other natural products that bind to the minor
groove include the spirocyclopropylquinone, CC1065, 3[3] and
the tricyclic alkaloid, anthramycin 4.[4] Interest in these
compounds comes not only from questions of molecular
recognition for DNA but also from their potential as templates
principally for anticancer drugs. Several of these templates (1, 3,
4) have been developed into compounds that have been taken
into clinical trials for cancer treatment[5–9] and in all cases, a
major part of their mechanism of action is forming covalent
bonds with nucleophilic atoms of the DNA bases. In the case of
the most active anthramycin derivatives, cross linking the
strands of the DNA duplex occurs. In addition, there is significant
selectivity for specific short sequences of DNA, which is a further
important aspect of molecular recognition. In order to be
effective anticancer drugs, these MGBs must cross the cell
membrane and nuclear membrane to encounter human
genomic DNA in the cell nucleus. Thus for success in discovering
a selective drug, not only must recognition of the target be
considered, in this case DNA, but also the ability of the
compound to reach the target must be recognised. Lipid
bilayers are major components of cell membranes and for
compounds to cross such membranes, their physicochemical
properties become very important; unless an active transport

g. Chem. 2008, 21 575–583 Copyright �

mechanism is available, highly polar molecules would not be
expected to gain access to cells. Therefore in addition to
molecular recognition, which depends upon shape and specific
bonding interactions between DNA and the MGB ligand, it is
important to take account of the lipophilicity and ionic state of
potential drugs. This paper discusses how consideration of both
molecular recognition and physicochemical properties has led
to the discovery of selective antibacterial MGBs. Whilst several
clear concepts have featured in this journey, the choices of
the direction of research have had a substantial empirical
component.

2008 John Wiley & Sons, Ltd.
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Figure 1. Favourable and unfavourable interactions in the binding of


oligoamide MGBs composed of pyrroles and imidazole to DNA
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Oligoamide MGBs


The oligoamides, distamycin 1 and netropsin 2, are highly polar
compounds that nevertheless show significant cytoxic proper-
ties. However their ability to bind to DNA has made possible
extensive studies on the sequence selectivity of binding which in
turn has led to further developments in therapeutic and
diagnostic applications.[8,9] It has been shown that distamycin
and netropsin bind preferentially to AT-rich regions of DNA;
binding adjacent to a GC base pair is hindered by a steric clash
between H3 of the pyrrole rings and the 2-amino group of
guanosine (Fig. 1).

www.interscience.wiley.com/journal/poc Copyright � 2008

Therefore, in order to obtain distamycin and netropsin
analogues that bind to GC segments of DNA, the steric
clash was removed by replacing the N-methylpyrrole by
N-methylimidazole[10–13] (Fig. 1). This seminal discovery has led
to the synthesis of many hundreds of MGBs able to bind
selectively to sequences of 20 and more base pairs and to studies
of the uses of such compounds in controlling the function of DNA
in cells.[14–18] Because of their large size, however, such MGBs are
not normally considered appropriate for development as drugs.
In view of the sequence selectivity obtainable and the


intrinsic activity of distamycin and netropsin, several groups
have sought analogues that might form the basis of
selective antibacterial or antifungal drugs.[19–25] Typical examples
include compounds from Genesoft, 5 and 6 which notably
feature extended and more lipophilic N-terminal groups,
conventionally known as the head groups.[21–24] However the
mechanism by which such compounds achieve antibacterial
selectivity is not known and a quotation from one of Genesoft’s
papers is eloquent: ‘Even though compound 6 appears to kill
bacteria by interacting with A/T-rich DNA target sites
(Kd¼ 7.5 nM) as demonstrated with earlier prototype molecules,
its unique properties cannot be explained in a rational way’.
One factor that does not appear to have been strongly


considered is drugs’ crossing the cell wall of bacteria. Bacterial cell
walls are much more complex than mammalian cell membranes
and consist of several coats including lipid bilayers, as in
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Figure 2. The basic design concept used in the development of the


structures of Strathclyde MGBs. The representation of the DNA minor


groove colours hydrophobic patches grey, negatively charged regions red
and positively charged regions blue and is based upon NMR structures.
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mammalian cell membranes, but importantly cross linked
peptide-glycans which provide the physical strength for
maintaining the integrity of the bacterial cell. The biosynthesis
of these peptidoglycans is the target for the action of b-lactam
antibiotics including the penicillins. The cell walls of the twomain
classes of bacteria, Gram positive and Gram negative, also differ
from each other in terms of detailed molecular structure and
overall architecture; these differences could form the basis for
selectivity of action of a drug between Gram-positive and
Gram-negative bacteria.


STRATHCLYDE MGBs


The Strathclyde concept: first and second strategies


At Strathclyde, we took the view that in order both to maximise
hydrophobic interactions with the minor groove of DNA and to
give the best chance of penetrating a bacterial cell wall, it was
necessary to design MGBs with significantly increased lipophi-
licity than those described so far. The base of the minor groove in
unliganded DNA contains a spine of hydrogen-bonded water
molecules which are replaced by the MGB when it binds. The
walls of the minor groove have substantial hydrophobic patches
suitable for interaction with N-alkyl substituents (Fig. 2). Therefore
to achieve improved binding, whilst leaving hydrogen bonding
opportunities through the amide NHs intact, we firstly introduced
N-alkyl groups larger than methyl, of which isopropyl proved
especially important and secondly, we used C-alkylthiazoles in
place of N-methylimidazoles to accommodate binding at GC
sites. Thiazoles had been introduced before[26] but the use of

J. Phys. Org. Chem. 2008, 21 575–583 Copyright � 2008 John W

C-alkylthiazoles as substitutes for N-alkylimidazoles was novel.
Examples of the compounds made include 7–12 and we have
investigated the binding of these compounds by capillary
electrophoresis (CE).[27] MGB 7, which we call thiazotropsin A,
incorporates both the thiazole and the isopropyl group and, as
discussed below, binds strongly and selectively to DNA. The
lipophilicity of thiazotropsin A as assessed by its log P value of
0.61 is over three log P units more positive than that of distamycin
(1, log P¼�2.94 ).
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Figure 4. The intimate relationship of the formyl head group of the top


molecule of thiazotropsin A (thiazotropsin 2) with the lower molecule


(thiazotropsin 1) and the DNA backbone as shown by NMR.[31] The NOEs
that give rise to this structure are shown by the red, blue and black


coloured arrows that respectively show thiazotropsin 1 to DNA inter-


actions, thiazotropsin 1 to thiazotropsin 2 interactions and intra


thiazotropsin 1 interactions.


Figure 3. Left: canonical B-DNA with a standard width minor groove
(pink and red shaded). Right: oligonucleotide (CGACTAGTCG)2 (blue) with


two molecules of thiazotropsin A bound in an expanded minor groove.


The isopropyl groups pointing out of the minor groove and contributing


strongly to dimer formation and binding are indicated by the red arrows.
This structure was obtained from NMR studies[31].
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Amongst the notable features of thiazotropsin A is the fact that
the thiazole isomer 8 does not bind to DNA,[28,29] which is
attributable to the most unfavourable direct clash between the
isopropyl group and the base of the minor groove of DNA. This
result has not been studied in detail but it is possible that the
exclusion of 8 relates to the side-by-side binding of MGBs to DNA,
a possibility that becomes clearer when further compounds are
considered. MGBs 9, 10 and 11 contain respectively one, two and
three N-isopropyl groups. Whereas both 9 and 10 were found to
bind to AT-rich DNA (30-AAATTATATTAT-50/30ATAATATAATTT-50) by
CE, 11 did not bind. At first sight, this result might appear
paradoxical bearing in mind the above arguments about
hydrophobic interactions, but when the stoichiometry and
geometry of binding of such MGBs to DNA is considered, the
reason is clear. CE showed that these MGBs bind to DNA in 2:1
ratio of MGB to duplex, consistent with X-ray crystallographic
data for a DNA/distamycin complex.[30] In forming the complex,
the minor groove broadens to accommodate two ligand
molecules which are arranged closely side by side and
antiparallel (Fig. 3). Bringing MGB 11 into this arrangement
imposes unfavourable interactions between the N-isopropyl
groups of the two molecules of MGB sufficient to prevent strong
binding to DNA in this mode. These observations also emphasise
the nature of DNA as a dynamic host in molecular recognition,
capable of major conformational changes on ligand binding. It is
important to note that the biological activity of many
DNA-binding drugs can be attributed to the inhibition of binding
of transcription factors and other proteins consequent upon
conformational change.


Thiazotropsins A and B (7 and 12)


In seeking an eventual biological application that might depend
upon a DNA sequence, it was important to establish the sequence
selectivity of our MGBs. In collaboration with Professors Keith Fox
and Tom Brown (University of Southampton) we have studied the
binding of our MGBs to specially designed sequences of DNA that
contain all possible combinations of four base pairs probed by
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DNA footprinting.[27,31] Thiazotropsin A was found to bind
especially strongly to the sequence (A)CTAG(T) and this result
was confirmed in our laboratories by CE using the dodecamer
CGACTAGTCG as target.[28,29] NMR studies using the same DNA
oligomer allowed us to determine the details of binding of
thiazotropsin A to DNA (Figs 3 and 4).[32] Notable features
included a specific hydrogen bond between G and the thiazole
nitrogen and that the antiparallel arrangement avoids steric
hindrance between the C-isopropyl thiazole substituents. The
side-by-side interactions of the two bound MGBs can be seen to
be important from the intimate relationship between the
iso-propyl group of one molecule of thiazotropsin A and the
second molecule’s N-methyl group. As noted above, it can also
be seen that the minor groove has widened to accommodate the
two ligands.
Thiazotropsin B, 12, contains an imidazole in place of the


N-terminal pyrrole of thiazotropsin A; this would be expected to
promote binding to the sequence ACGCGT and strong footprints
were found at this site.[31] Confirmation of the selectivity of
binding came from melting temperature measurements which
showed substantial increases in the range 12–198C but only
when thiazotropsin A bound to its preferred target, ACTAGT, and
thiazotropsin B bound to its preferred target, ACGCGT. We thus
have significant sequence preferences for short MGBs binding to
short oligonucleotides. The increases in melting temperature are
quite large for short oligonucleotides and typical of what we find
for MGBs of this class. In order to determine the strength of
binding corresponding to such melting temperatures, we have
examined the affinity of thiazotropsin A to DNA by isothermal
titration calorimetry. Binding was found to be exothermic with a
Kd approximately 50 nM, indicative of strong binding to its
preferred target sequence and a very acceptable value for a
potential drug. It is worth emphasising, however, that such
selectivity is not absolute in the sense that one might consider
the affinity of a potent inhibitor for an enzyme. MGBs interact
with several closely related sequences in a strand of DNA duplex
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but in general show a preference for one sequence, typically of at
least 100-fold in our experience.


The third and fourth strategies


Having established the significance of N-alkyl groups and
thiazoles in binding MGBs to DNA through the pattern of
heterocyclic groups, attention turned to the head and tail groups.
Conventionally, the head groups of many MGBs are formyl
groups, which cannot contribute to hydrophobic interactions.
Similarly, the tail groups in most studied compounds were simple
tertiary aliphatic amines, which are largely protonated at
physiological pH. The Genesoft scientists[21–24] had recognised

J. Phys. Org. Chem. 2008, 21 575–583 Copyright � 2008 John W

this as shown by their inclusion of hydrophobic head groups and
the substantially less basic alkyl morpholine tail group (5, 6).
Genelabs had also used N-alkyl groups in their compounds.
Table 1 shows a small selection of Strathclyde MGBs to illustrate
the effect of changing the head and chain groups. In general,
hydrophobic head groups with a hydrogen bonding atom or
substituent are required for optimal antibacterial activity
(although not simply for binding to DNA). Conversely, the most
hydrophilic compounds such as thiazotropsin B are inactive.
Bearing in mind that we are dealing with living cells, it would
be expected that biological activity would respond to more than
one property of a potential drug; metabolism may, for example,
be important.
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Table 1. Selected biological activities in relation to structure of Strathclyde oligoamide MGBs


Compound Head group Hydrogen bonding Lipophilic feature
S. aureus MIC


(mg/ml)
A. niger MIC


(mg/ml)


7 Formyl Thiazole C-i-propyl 4.7 76.1
12 Acetyl Imidazole and thiazole C-i-propyl Inactive Inactive
13 3-MeO benzoyl 3-MeO N-pentyl and head group 2.0 Inactive
14 4-MeO phenylacetyl 4-MeO N-pentyl and head group 15.9 15.9
15 3-NO2-pyrrolyl 3-NO2 N-pentyl and head group 31.6 15.8
16 2,3-DiCl pyridyl Pyridine N N-pentyl and head group 8.0 128
17 3-MeO benzamidine 3-MeO and thiazole C-i-propyl and head group 3.1 Inactive
18 2,3-Dichloro benzoyl Morpholine tail group Head group 16.0 Inactive


For comparison, theminimum inhibitory concentration (MIC) of the standard antibacterial drug, ampicillin, against Staphylococcus aureus
in the same tests was 16.1mg/ml. The standard antifungal drug had an MIC of >300mg/ml against Aspergillus niger in the same tests.
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A significant component of the binding energy of MGBs to
DNA can be expected from ionic interactions between the
protonated tail group and the phosphate anions of DNA. It was
therefore of interest to investigate the extent to which this
interaction is important. We therefore prepared the MGB 19,
which bears a 2-pyridyl side chain of pKa� 6, for comparison
with 20, which bears the standard dimethylaminopropyl tail
of pKa� 9.5 (Suckling, Yule, unpublished results). The affinities of
these compounds were evaluated by Tmmeasurements using the
oligonucleotide duplex 30-AAATTATATTAT-50/30ATAATATAATTT-50


as a function of pH. Table 2 shows that the affinity as measured by
the difference between the Tm of the oligonucleotide itself

Table 2. Binding to DNA as a function of pH by MGBs
differing in the pKa of their tail group. The target sequence was
AAATTATATTAT/ATAATATAATTT


pH DTm (8C) of 20 DTm (8C) of 19


5.0 19.6 20.1
7.0 20.1 14.1
9.0 16.1 10.1


Oligonucleotide concentration was 2mM and MGB concen-
tration 4mM in PBS (sodium phosphate, 10mM; sodium
chloride, 0.3M).


Table 3. Antibacterial activity of MGBs as a function of the pKa of


Compound Tail pKa log P logD7.4


1 Amidine 12.4 S2.94 S7.94
20 t-Amine 9.99 �1.98 �4.57
12 t-Amine 9.99 0.85 �1.74
7 t-Amine 9.99 0.61 S1.98
13 t-Amine 9.99 1.25 �1.34
21 Morpholine 7.41 1.10 0.79
22 Morpholine 7.41 2.22 1.91


Log P values are calculated. The bold entries highlight examples
biological activity of new MGBs in this study are given in Table 1.
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compared with that of the MGB complexes decreases substan-
tially for the pyridyl compound 19 at pHs above its pKa as the
degree of protonation decreases. On the other hand, for themore
basic trialkylamino tail group MGB, 20, the difference in Tm
remains more or less constant. The protonation state of the tail
group in alkyl amines is evidently important in binding to DNA.
Tail group pKa is also important in at least one more context,


namely transport across biological cell membranes and cell walls.
As explained in the introduction, the lipid bilayer component of
such structures presents a serious barrier to the passive
transport of polar compounds. Clearly, the ionic state of acids
and bases is very significant in this context and it might
therefore be expected that the pKa of the tail group would
be an important consideration. With our biological data, we can
compare three different types of tail group namely amidines,
such as distamycin (1) itself, simple trialkyl amines, such as
the common dimethylaminopropyl, and N-morpholinoethyl, as
introduced by Genesoft.[21–24] Table 3 summarises the
structures, relevant physicochemical properties and biological
characteristics.
The usual measure of the lipophilicity of a compound is


the octanol-water partition coefficient, expressed as log P.
Compounds with log P in the range 2–4 are usually considered
to be possible drugs. However with ionised compounds, the
fraction ionised at physiological pH (7.4) must be used, taking the
view that non-ionised molecules will more effectively cross
the lipid bilayer by passive diffusion. This is expressed by the

the tail group and its implications for distribution and partition


Structural feature Biological activity


Amidine Toxic
No lipophilic groups Weak antibacterial
Imidazole and C-alkylthiazole Inactive antibacterial
C-alkylthiazole Antibacterial and antifungal
H-bond head and N-pentyl Selective antibacterial
H-bond head and alkene Selective antibacterial
H-bond head and alkene Selective antibacterial


of major significance to the discussion. Numerical values for
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distribution coefficient expressed as logD7.4.[33] The tendency
from the data in Tables 1 and 3 is that antibacterial activity is best
found in those compounds that possess the least basic tail group,
the morpholinoethyl group; these compounds also have the
highest logD. Such an effect has also been found by others.[21–24]


On the other hand, the toxicity of distamycin, which has the
highest pK tail group, an amidine, stands out. Whilst the data are
clear, this leaves a problem to provide a molecular mechanism for
the toxicity of distamycin. A possible solution is that amidines are
transported actively into mammalian cells. There is some
evidence that distamycin binds to AT-rich segments of control
regions in mammalian DNA,[34] the sequence selectivity being
consistent with what we would expect from its structure.
Moreover, many of the anticancer MGBs also have amidine tail
groups and clearly theymust also penetratemammalian cells and
nuclei in order to exert the anticancer activity.[35] The properties
of tail group amidines may therefore be principally due more to
an accident of biology in providing an active transport
mechanism than to the physical chemical properties of the
MGBs themselves. This reinforces the previous comment that
the ultimate biological properties of an MGB depend upon a
balance between many structural factors.
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A fifth strategy: peptide isosteres


The antibacterial activity of most of the compounds in Table 3
was not sufficient to warrant investigation in vivo and we wished
to improve the activity. In order to achieve this, a further
approach to increasing the lipophilicity of our compounds was
introduced, namely a peptide isostere. By replacing an amide
with the isosteric alkene, a compound with essentially the same
geometry but without the hydrogen bond donor and acceptor of
an amide is obtained. This structural change led to an order of
magnitude improvement in the antibacterial activity giving MGBs
21 (1.10log P) and 22 (2.22log P) which are effective at less than
1mg/kg in in vitro tests and at 20–40mg/kg in in vivo tests in mice,
both against Staphylococcus aureus, including methicillin resist-
ant strains (MRSA). The alkene-containing MGBs were also shown
to be bactericidal.[36,37] Moreover, an approximately 1000-fold
higher concentration was required to produce toxicity to
mammalian cell lines than the concentration required to kill
bacterial cells. These most encouraging results made it important
to understand the physicochemical properties of the new MGBs.
There appear to be several parallels with the all amide MGBs,


for example the importance of a hydrogen bonding head group;
MGB 22 is one of our most active compounds and contains a
quinolyl head group but its naphthyl analogue 24 is completely
inactive. Other similar comparisons reinforce the conclusion that
a hydrogen bonding head group is required for antibacterial
activity. But despite this activity and the obvious geometric
similarity between amide and alkene, the actual affinity
of alkene-containing MGBs for DNA cannot be presumed. CE
studies have shown that 22 binds to the DNA oligomers
GCGATATATGCG/CGCTATATACGC in a clean 2:1 ratio (Waigh,
Araya, unpublished results). We have therefore compared
alkene-containing MGBs and their amide partners with hydrogen
bonding head groups known to produce high antibacterial
activity and studied their binding to DNA oligomers by melting
temperature measurements (Donoghue, Suckling, unpublished
results). For example, for the alkene-containing MGB 22 binding
also to GCGATATATGCG/CGCTATATACGC, an increase in Tm on
complexation of 168C was observed; the corresponding figure
for the amide analogue was 188C. From such measurements at
least, the behaviour of alkene-containing MGBs seems similar to
that of their traditional amide analogues. However it is important
to recognise that the selected target oligonucleotide may not be
an ideal binding site for the different MGBs. In anti-infective
applications, for example, other sites in DNAmay be hit and these
points are now under investigation.
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There remains the question of biological selectivity. By
choosing to synthesise alkene-containing MGBs, another signifi-
cant property was consciously built in, namely fluorescence.
Fluorescent labels have been attached to large amide MGBs in
order to follow their distribution into cells but these labels are
additions to the MGB structure and cannot be presumed to
have no effect on uptake into cells and internal distribution
therein.[44,45] In contrast, our fluorescent MGBs are intrinsically
fluorescent and should therefore report accurately their cellular
uptake and location. All of the alkene head groups lead to
fluorescent properties to some extent but the MGB 23 was
both active in antibacterial screens and sufficiently fluorescent for
us to investigate its transport into cells of different types by
microscopy (Ellis, Hunter, Khalaf, Suckling, unpublished results).
These cells were treated with the MGB 23 and it was allowed to
diffuse into the cells if it could. Fluorescence at the expected
wavelength of emission for 23 was observed with S. aureus cells
but no uptake was visible with E. coli cells. This is consistent with
the observed biological activity because 23, like most MGBs of
this type, is inactive against E. coli. A similar experiment was
undertaken with V79 cells, a mammalian cell line. As a control,
the synthetic MGB, DAPI 25, which is a fluorescent, amidine-
containing compound known to penetrate mammalian cells and
nuclei, was used. Whilst it was clear that DAPI does indeed reach
the nuclei of V79 cells, as expected, the other hand, the uptake of
23 by V79 cells was at best weak and penetration into the nucleus
was not observed. Notably, compounds in the polyamide MGB
class with amidine tail groups have proved to be very successful
as anti-tumour agents and are in clinical trials,[8,9] a situation
which emphasises the importance of the tail group.
The great steps forward in potential therapeutic applications of


the alkene-containing MGBs, however, come at a cost. The
solubility of these compounds in physiological buffers such as
phosphate buffered saline (typically phosphate buffer, 10mM pH
7.4, with sodium chloride 50mM) is low. At concentrations
above 50mM, turbidity is observed and in some cases, for
example 21, precipitation as an oil then occurs. That inter-
molecular association should occur with alkene-containing MGBs
is no surprise taking into account the lipophilic head and ionic
tail. With a view to designing out the solubility problem whilst
maintaining DNA binding and antibacterial activity, we have
begun studies of self-association by NMR (Suckling, Parkinson,
Breen, unpublished results). The first experiments in DMSO
solution with 26 showed clearly from concentration and
temperature variation that intermolecular association takes place
with a dissociation constant of approximately 2.5mM. However
the more significant point was that the data did not support
stacking of the hydrophobic sections of the MGBs, as might be
expected from its structure. A more appropriate description was
an infinite planar array. It is not immediately obvious what the
detailed geometry of such an array might be and tiling arrays of
various types are possibilities. Further investigations of these
phenomena in water are in hand.
Taken together, the above results define the structural and


physicochemical properties of compounds required for high
antibacterial activity and suggest ways in which the profiles of
apparently similar MGBs can be modified in order to provide a
useful biological or therapeutic outcome. In summary, for
antibacterial activity, we can identify the following:


� A hydrophobic head group bearing a hydrogen bonding atom
or substituent.

www.interscience.wiley.com/journal/poc Copyright � 2008

� A sequence of aryl or heteroaryl groups that permit antiparallel
binding in the minor groove with a 2:1 ratio.


� A tail group of pKa greater than 5 but less than 9.
� The ability to bind to DNA at least at a single GC site within
predominantly AT-rich sequences.


� Studies of the therapeutic potential and the associated
physicochemical properties of these compounds continue.

Acknowledgements


Financial support from the Synergy Fund, from the Scottish
Executive Proof of Concept Fund and from the University of
Strathclyde is acknowledged with thanks. This paper is an edited
version of a plenary lecture presented at the 2007 European
Symposium on Organic Reactivity in Faro, Portugal.

REFERENCES


[1] L. Grehn, U. Ragnarsson, B. Eriksson, B. Oberg, J. Med. Chem. 1983, 26,
1042–1049.


[2] A. C. Finlay, F. A. Hochstein, B. A. Sobin, F. X. Murphy, J. Am. Chem. Soc.
1951, 73, 341–343.


[3] L. J. Hanka, A. Dietz, S. A. Gerphiede, S. L. Kuentzel, D. G. Martin,
J. Antibiot. 1978, 31, 1211–1217.


[4] W. Leimgruber, A. D. Batcho, F. Schenker, J. Am. Chem. Soc. 1965, 87,
5793–5795.


[5] S. R. Alberts, C. Erlichman, J. M. Reid, J. A. Sloan, M. M. Ames, R. L.
Richardson, R. M. Goldberg, Clin. Cancer Res. 1998, 4, 2111–2117.


[6] D. L. Boger, D. S. Johnson, W. Yun, C. M. Jarby, Bioorg. Med. Chem.
1994, 2, 115–135.


[7] S. J. Gregson, P. W. Howard, D. R. Gullick, A. Hamaguchi, K. E. Corcoran,
N. A. Brooks, J. A. Hartley, T. C. Jenkins, S. Patel, M. J. Guille, D. E.
Thurston, J. Med. Chem. 2004, 47, 1161–1174.


[8] A. J. Ten Tije, J. Verweij, A. Sparreboom, A. van der Gaast, C. Fowst, F.
Fiorentini, J. Tursi, A. Antonellini, M. Mantel, C. M. Hartman, G. Stoter,
A. S. T. Planting, M. J. A. de Jonge, Clin. Cancer Res. 2003, 9,
2957–2964.


[9] A. Fedier, C. Fowst, J. Tursi, C. Geroni, U. Haller, S. Marchini, D. Fink, Br.
J. Cancer 2003, 89, 1559–1565.


[10] B. P. Reddy, S. M. Sondhi, J. W. Lown, Pharmacol. Ther. 1999, 84, 1–111.
[11] B. H. Geierstanger, M. Mrksich, P. B. Dervan, D. E. Wemmer, Science


1994, 266, 646–650.
[12] P. B. Dervan, Bioorg. Med. Chem. 2001, 9, 2215–2235.
[13] J. W. Trauger, E. E. Baird, P. B. Dervan, Nature 1996, 382, 559–561.
[14] S. K. Sharma, J.-N. Billaud, M. Tandon, O. Billet, S. Choi, M. L. Kopka,


T. R. Phillips, J. W. Lown, Bioorg. Med. Chem. Lett. 2002, 12, 2007–2010.
[15] L. A. Dickinson, R. J. Gulizia, J. W. Trauger, E. E. Baird, D. E. Mosier, J. M.


Gottesfeld, P. B. Dervan, Proc. Natl. Acad. Sci. USA 1998, 95,
12890–12895.


[16] L. A. Dickinson, R. Burnett, C. Melander, B. S. Edelson, P. S. Arora, P. B.
Dervan, J. M. Gottesfeld, Chem. Biol. 2004, 11, 1583–1594.


[17] C. Bailly, J. B. Chaires, Bioconjug. Chem. 1998, 9, 513–538.
[18] K. Maeshima, S. Janssen, U. K. Laemmli, EMBO J. 2001, 20, 3218–3228.
[19] A. I. Khalaf, A. R. Pitt, M. Scobie, C. J. Suckling, J. Urwin, R. D. Waigh,


S. C. Young, R. V. Fishleigh, W. A. Wylie, Tetrahedron 2000, 56,
5225–5239.


[20] A. I. Khalaf, A. R. Pitt, M. Scobie, C. J. Suckling, J. Urwin, R. D. Waigh,
S. C. Young, R. V. Fishleigh, J. Chem. Res. 2000, 264–265.


[21] R. W. Bürli, Y. Ge, S. White, S. M. Touami, M. Taylor, J. A. Kiazerman, H. E.
Moser, Bioorg. Med. Chem. Lett. 2002, 12, 2591–2594.


[22] R. W. Bürli, D. McMinn, J. A. Kaizerman, W. Hu, Y. Ge, Q. Pack, V. Jiang,
M. Gross, M. Garcia, R. Tanaka, H. E. Moser, Bioorg. Med. Chem. Lett.
2004, 14, 1253–1257.


[23] R. W. Bürli, P. Jones, D. McMinn, Q. Le, J.-X. Duan, J. A. Kaizerman, S.
Difuntorum, H. E. Moser, Bioorg. Med. Chem. Lett. 2004, 14,
1259–1263.


[24] R. W. Bürli, J. A. Kaizerman, J.-X. Duan, P. Jones, K. W. Johnson, M.
Iwamoto, K. Truong, W. Hu, T. Stanton, A. Chen, S. Touami, M. Gross, V.
Jiang, Y. Ge, H. E. Moser, Bioorg. Med. Chem. Lett. 2004, 14, 2067–2072.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 575–583







THE DISCOVERY OF SELECTIVE ANTIBACTERIAL MGBS

[25] A. I. Khalaf, R. D. Waigh, A. J. Drummond, B. Pringle, I. McGroarty,
G. G.. Skellern, C. J. Suckling, J. Med. Chem. 2004, 17, 2133–
2156.


[26] S. K. Sharma, M. Tandon, J. W. Lown, Tetrahedron 2002, 58,
3417–3421.


[27] I. I. Hamdan, G. G. Skellern, R. D. Waigh, Nucleic Acids Res. 1998, 26,
3053–3058.


[28] N. G. Anthony, K. R. Fox, B. F. Johnston, A. I. Khalaf, S. P. Mackay, I. S.
Mc Graorty, J. A. Parkinson, G. G. Skellern, C. J. Suckling, R. D. Waigh,
Bioorg. Med. Chem. Lett. 2004, 14, 1353–1356.


[29] P. L. James, E. E. Merkina, A. I. Khalaf, C. J. Suckling, R. D. Waigh, T.
Brown, K. R. Fox, Nucleic Acids Res. 2004, 32, 3410–3417.


[30] S. N. Mitra, M. C. Wahl, M. Sundaralingam, Acta Cryst. D 1999, 55,
602–609.


[31] A. J. Hampshire, H. Khairallah, A. I. Khalaf, A. H. Ebraimabadi, R. D.
Waigh, C. J. Suckling, T. Brown, K. R. Fox, Bioorg. Med. Chem. Lett.
2006, 16, 3469–3474.


[32] N. G. Anthony, B. F. Johnston, A. I. Khalaf, S. P. MacKay, J. A. Parkinson,
C. J. Suckling, R. D. Waigh, J. Am. Chem. Soc. 2004, 126, 11338–
11349.


[33] A. I. Khalaf, A. R. Pitt, M. Scobie, C. J. Suckling, J. Urwin, R. D. Waigh,
S. C. Young, R. V. Fishleigh, K. R. Fox, J. Med. Chem. 2000, 43,
3257–3266.


[34] A. Taylor, K. A. Webster, T. A. Gustafson, L. Kedes, Mol. Cell. Biochem.
1997, 169, 61–72.

J. Phys. Org. Chem. 2008, 21 575–583 Copyright � 2008 John W

[35] A. Lansiaux, F. Tanious, Z. Mishal, L. Dassoneville, A. Kumar, C. E.
Stephens, Q. Hu,W. D. Wilson, D. W. Boykin, C. Bailly, Cancer Res. 2002,
62, 7219–7229.


[36] A. I. Khalaf, R. D. Waigh, C. J. Suckling, UK Patent Application
0619325.4 (30 September 2006).


[37] C. J. Suckling, D. Breen, A. I. Khalaf, E. M. Ellis, I. S. Hunter, G. Ford, C. G.
Gemmell, N. Anthony, J.-J. Helsebeux, S. P. Mackay, R. D. Waigh, J. Med.
Chem. 2007, 50, 6116–6125.


[38] J. M. Gottesfeld, C. Melander, R. K. Suto, H. Raviol, K. Luger, P. B.
Dervan, J. Mol. Biol. 2001, 309, 615–629.


[39] B. Dudouet, R. Burnett, L. A. Dickinson, M. R. Wood, C. Melander, J. M.
Belitsky, B. Edelson, N. Wirts, C. Breihn, P. B. Dervan, J. M. Gottesfeld,
Chem. Biol. 2003, 10, 859–867.


[40] K. S. Crowley, D. P. Phillion, S. S. Woodard, B. A. Schweitzer, M. Singh, H.
Shabany, B. Burnette, P. Hippenmeyer, M. Heitmeier, J. K. Bashkin,
Bioorg. Med. Chem. Lett. 2003, 13, 1565–1570.


[41] S. K. Sharma, A. T. Morrissey, G. G. Miller, W. H. Gmeiner, J. W. Lown,
Bioorg. Med. Chem. Lett. 2001, 11, 769–772.


[42] E. J. Fechter, B. Olenyuk, P. B. Dervan, J. Am. Chem. Soc. 2005, 127,
16685–16691.


[43] G. Nickols, C. S. Jacobs, M. E. Farkas, P. B. Dervan, Nucleic Acids Res.
2007, 35, 363–370.


[44] K. Kayser, K. Baumgartner, H. J. Gabius, Anal. Quant. Cytol. Histol.
1996, 18, 115–120.


[45] K. Jansen, P. N. Lincoln, Biochemistry 1993, 32, 6605–6612.

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


5
8
3








Research Article


1
0
8


Received: 29 June 2007, Revised: 19 September 2007, Accepted: 20 September 2007, Published online in Wiley InterScience: 19 December 2007

(www.interscience.wiley.com) DOI 10.1002/poc.1290

Lack of the neighboring group rate effect
in solvolytic reactions that proceed
via participation
Sandra Jurića and Olga Kronjaa*

J. Phys. Or

In order to investigate the influence of solvent polarity on the rate effect of double bonds in reactions that proceed via
an extended p-participation mechanism, the solvolysis rates (kU) of the benzyl chloride derivative 1 and tertiary
chloride 2 that have doubly unsaturated side chains weremeasured in absolute ethanol, 80% v/v. aq. ethanol and 97%
wt. aq. trifluoroethanol. The rates of the corresponding saturated analogs 1S and 2S (kS) were measured in 80% aq.
ethanol and 97%wt. aq. trifluoroeth‘anol, while those in pure ethanol were calculated according to LFER equation log
k¼ sf (EfþNf). In solvents with moderate ionizing power (ethanol and 80% aq. ethanol) the expected rate effects were
obtained (kU/kS>1), while in solvent with high ionizing power (2,2,2-trifluoroethanol) absence of the rate effect was
observed (kU/kS�1), indicating that in the kS process the solvation of the transition state is very important, while in kD
process the breaking of the C—Cl bond is not appreciably developed in the transition state and the solvent effect is
marginal. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Neighboring group participation in SN1 reactions occurs when
the group adjacent to the reaction center acts as an intra-
molecular nucleophile. Assistance of the neighboring group may
cause charge delocalization and thus lower the reaction barrier.
The fact that solvolysis of a compound with a suitably located
neighboring group is enhanced in comparison to the solvolysis of
a corresponding compound lacking that group has been taken as
important evidence for the existence of the anchimeric
assistance. Probably the most cited example is the acetolysis
of anti-7-norbornenyl tosylate, which is 1011 faster than the
acetolysis of the saturated analog.[1] Furthermore, the lack of rate
enhancement was often taken as proof that solvolysis follows the
kC route (unassisted process) rather than the kD pathway (assisted
process).[2]


Assistance of the double bond(s) located properly to partici-
pate in forming hexa- or pentacyclic transition states in solvolytic
displacement reactions has been investigated widely.[3] Even
though other kinetic methods indicate that the p-participation of
double bond(s) is operative, solvolysis rates (80% aq. ethanol) of
several substrates with unsaturated side chains (kU) are virtually
equal to the rates of their saturated analogs (kS) or are only
moderately enhanced.[4] In this work, we set out to re-examine
the solvolytic behavior of benzyl and tertiary substrates 1 and 2,
and to find out how the ratio of the rates of a compound that
solvolyses by way of double bond assistance and by the SN1 route
(kU/kS) depends on the solvent. Solvolysis rates of chlorides 1S
and 2S having the same number of carbon atoms in the alkyl side
chains were used as a reference for the unassisted SN1 process.

g. Chem. 2008, 21 108–111 Copyright � 2007 John W

Compounds 1/1S and 2/2S have been chosen because the
extended p-participation of both double bonds for 1 and 2
were established unambiguously.[5] Thus, both substrates
solvolyse with smaller entropy and enthalpy of activation than
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Table 1. Solvolysis rates of chlorides 1, 2, 1S, and 2S and
kU/kS ratios


Compound Solventa t (8C) k� 10�4 (s�1)b kU/kS
c


1S EtOH 25 3.05� 10�4 d


80EtOH 68 2.72 (3)
62 1.36 (2)
58 94.5 (3)
25 0.0200e


97TFE 19 1.81 (4)
25 4.16 (1)
30 7.48 (2)
35 13.0 (2)


1 EtOH 25 0.626 (3) 2050
80EtOH 25 2.24f 112
97TFE 25 4.61g 1.1


2S EtOH 25 1.14� 10�3 d


80EtOH 25 0.123h


97TFE 25 8.03 (3)
2 EtOH 70.7 11.3 (5)


60.8 3.97 (5)


LACK OF NEIGHBORING GROUP RATE EFFECT

do the corresponding reference compounds that proceed
by way of one p-bond participation (DDHz ¼�36 kJmol�1,
DDSz ¼�95 J K�1mol�1 for 1; DDHz ¼�21 kJmol�1, DDSz ¼
�88 J K�1mol�1 for 2; the side chain in the reference compounds
with one neighboring double bond is E-4-methyl-4-hexenyl)
indicating that the second double bond also participates in the
rate determining step. The slope of the Hammett plot obtained
with the series of 1 is considerably smaller (rþ¼�1.76� 0.04;
substituents on the phenyl ring were: p-methoxy, p-methyl, H,
m-bromo, and p-bromo) than that obtained with the correspond-
ing reference chlorides with one double bond in the side chain
(rþ¼�3.93� 0.10) and saturated side chain 1S (rþ¼�6.28�
0.25), supporting considerably less charge at the reaction center.
Similarly, the b-deuterium kinetic isotope effects (KIEs) indicate
pronounced charge delocalization from the reaction center for
chloride 2. Thus, ethanolysis of the hexadeuterated saturated
analog 2S (two deuteromethyl groups adjacent to the reaction
center) produced reference KIE (kH/kD¼ 1.80� 0.03). The effect
was reduced (kH/kD¼ 1.37� 0.03) for the corresponding hex-
adeuterated tertiary chloride with one double bond suggesting a
concerted monocyclization, while the hexadeuterated chloride 2
solvolysed without a significant secondary b-deuterium KIE
(kH/kD¼ 1.01� 0.04).

51.6 1.42 (1)
25 0.0507e 44


80EtOH 60 16.6 (7)
50 8.74 (5)
35 3.25 (1)
25 1.59e 13


97TFE 25 17.1 (1) 2.1


a EtOH is absolute ethanol, 80EtOH is 80% v/v aqueous ethanol,
97TFE is 97% wt. 2,2,2-trifluoroethanol.
b The uncertainties of the last reported figure (standard devi-
ation of the mean) are shown in parentheses; the rate con-
stants lacking standard errors are extrapolated or taken from
literature.
c kU is the rate of the compound with an unsaturated side
chain, kS� is the rate of the compound with an saturated side
chain.
d Rates calculated according to equation log k¼ sf (EfþNf ).
e Extrapolated value.
f Reference [5c].
g Reference [5a].
h Reference [5b].
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RESULTS AND DISCUSSION


In order to investigate the influence of solvent ionizing power on
the kU/kS ratio, the solvolysis rates of the unsaturated compounds
1 and 2 were measured by potentiometric titration in absolute
ethanol (EtOH), 80% aq. ethanol (80EtOH) and 97% wt. aq.
2,2,2-trifluorethanol (97TFE), or were taken from the literature
(Table 1). The solvolysis rates of 1S and 2S in 80EtOH and 97TFE
have been measured or taken from literature.[6] However, the
rates of the reference compounds 1S and 2S in pure ethanol are
too slow to be measured by conventional methods at conven-
tional temperatures. In order to get data for solvolysis rates in
pure ethanol, recent findings have been employed to calculate
the solvolysis rates of the substrates that follow an SN1 pathway
(1S and 2S).
According to a general reactivity scale developed by studying


the solvolysis rates of a large variety of benzhydryl substrates with
different leaving groups in different solvents, the absolute rate of
the heterolysis reaction (SN1) can be calculated according to the
following equation:[7]


log k ¼ sfðEf þ NfÞ (1)


in which: k is the first-order rate constant (s�1); sf is the nucleo-
fuge specific slope parameter; Nf is the nucleofugality parameter;
and Ef is the electrofugality parameter. The nucleofugality (Nf ) is
defined for a leaving group and solvent pair, while the
electrofugality parameters Ef are independent variables and
refer to the carbocation generated in heterolysis reaction (SN1). Ef
parameters for the corresponding carbocation of the saturated
model compounds 1S and 2S were easily calculated from the
known reaction rates (kS) for 1S and 2S in 80EtOH and in 97TFE at
258C (Table 1), and from earlier determined nucleofuge specific
parameters for chloride (Nf¼ 3.28 and sf¼ 0.98 in 80EtOH and
Nf¼ 5.56 and sf¼ 0.82 in TFE). By applying Eqn (1), the following
average electrofugality parameters were obtained: Ef¼�9.38�
0.34 for corresponding carbocation of 1S and Ef¼�8.81� 0.37
for the corresponding carbocation of 2S. From these Ef values and

J. Phys. Org. Chem. 2008, 21 108–111 Copyright � 2007 John W

from the nucleofuge specific parameters for chloride (Nf¼ 1.87
and sf¼ 1.00), the solvolysis rates of 1S and 2S in pure ethanol
were calculated.
Let us discuss the reliability of the calculated rate constants in


pure ethanol obtained for the saturated reference compounds 1S
and 2S by using the Eqn (1). The LFER presented above has been
developed using benzhydryl derivatives.[7a] Because of the
different steric and electronic interactions between the electro-
fuge and the nucleofuge in the substrates 1S and 2S, as well as
the different solvation of differently delocalized carbocations,
deviation from the correlation may occur. The scope of the above
equation has been examined for various electrofuges by calcu-
lating the Efs for a variety of carbocations from the solvolysis rates
of different chlorides or bromides in standard solvents.[7b] It was
demonstrated that for aryl substituted carbocations, as is
generated in solvolysis of 1S, the agreement of Efs are better
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than � 0.3. Therefore, the rate constant calculated for 1S is
reasonably reliable and can be taken as a valid reference value.
The largest scatter in Ef was obtained for tert-butyl cation (Ef¼
�8.21� 0.68). Since compound 2S produces a tertiary aliphatic
carbocation, it can be predicted that the deviations of Ef in
different solvents is up to � 0.7. Nevertheless, even though the
calculated rate constant for 2S is less reliable, the error is below
one order of magnitude.
The absolute reaction rates (measured and calculated) and


kU/kS ratios are presented in Table 1. In a solvent with moderate
ionizing power, like absolute ethanol, participation of the double
bonds causes enhancement of the reaction rate in both cases.
However, as the ionizing power of the solvent increases, the kU/kS
ratio decreases, so in 97TFE no rate effects were observed. A
similar observation that the kU/kS ratio is decreased in a solvent
with larger ionizing power was reported for biomimetic
cyclization of substrates with triple bond.[8]


The fact that the kU/kS ratio depends on the solvent can be
rationalized if the manner of stabilization in the kC and kD
processes is considered. In the kC route that 1S and 2S follow,
solvation is the most important variable that influences the rea-
ction rates. Therefore, the solvolysis rates of the saturated
substrates increase with ionizing power of the solvent, because of
the more efficient stabilization of the carbocation and the leaving
group generated in the transition state. On the other hand, even
at the first glance it is obvious that the rate constants of the
substrates that proceed via assistance of the double bonds
depend only marginally on the solvent ionizing power. For
example, solvolysis of benzyl chloride 1 is only about eight times
faster in 97TFE than in EtOH, while the difference of the ionizing
power of those solvents is well above 4 (DY¼ 4.49, DYOTs¼ 5.36).
The stabilization of the intermediate carbocation generated from
1 and 2 comes from charge delocalization, which lowers the
energy of the carbocation intermediate. Therefore, according to
the Hammond postulate, the reaction proceeds through an
earlier transition state. In this earlier transition state, the breaking
of the C—Cl bond is less advanced than in the transition state of
solvolysis of the saturated model, and the solvation is less
important. If the charge is delocalized to more atoms, the
transition state is more shifted toward to starting structure. Since
in the carbocation intermediate generated from chloride 1 the
charge is additionally delocalized to the phenyl group by reso-
nance, it is easy to understand why the solvolysis rates of benzyl
chloride 1 are even less influenced by solvent ionizing power
than that of tertiary substrate 2.
If the energy of stabilization by solvation in the saturated


substrates is close in magnitude to the energy of stabilization

Figure 1. Eyring plots obtained with 1 and 1S in 97TFE and 80EtOH
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caused by charge delocalization in substrates that proceed via
the neighboring group participation mechanism, then the
enhancement of the reaction rate of the substrates in which
participation occurs is only moderate. Since the transition state
stabilization caused by charge delocalization depends very little
on the solvent used, the existence or absence of the neighboring
rate effect is determined by the efficiency of the carbocation and
leaving group stabilization via an unassisted process. Thus, in
EtOH whose ionizing power is the smallest, the barrier difference
between the nonassisted and assisted process is the largest
because of the least effective stabilization of the transition
structure produced from 1S and 2S, and the kU/kS ratio is the
largest (Table 1). Enhancement of the rate of the saturated
substrates due to solvation causes a less pronounced rate effect
(kU/kS) in 80EtOH. Absence of the rate effect (kU/kS� 1) is
observed in 97TFE whose ionizing power is the largest among
three solvents used, caused by electrostatic and electrophilic
solvation of the developing chloride ion.[9]


The lack of the rate effect or even an inverse rate effect can be
rationalized if the Eyring plots are considered (Fig. 1). The slope of
the unassisted process is much steeper than that of the assisted
process, due to the relatively small DHz of the later caused by
intramolecular bond formation. In Fig. 1 log k of 1 and 1S in 97TFE
and 80EtOH are plotted against 1/T. Intersection of the plots in
97TFE is at 298C, indicating that above this temperature the
saturated reference solvolyses faster than the unsaturated analog
(kU/kS< 1). Even though only a moderate rate effect is obtained
with 1 in 80EtOH, the plot indicates that in all possible experi-
mental conditions kU/kS> 1, since the intercept of the plots is at
1098C, which is above the boiling point of the solvent mixture. As
the barrier between the assisted and unassisted process
increases, the intersection of Eyring plots are shifted to higher
temperatures and normal rate effects can be observed at all
experimental temperatures (kU/kS> 1).
In order to rule out the possibility that the lack of the rate effect


in 97TFE indicates a qualitative change in the mechanism of
solvolysis, we have considered the relevant parameters earlier
measured with benzyl chloride 1. Thus, if the fraction of the
reaction that proceeds by extended participation is considerably
decreased in 97TFE, rþ for 1 would be decreased up to �4, as is
obtained for a compound that proceeds via simple p-partici-
pation. However, in both solvents measured, 80EtOH and 97TFE,
those parameters are essentially the same (rþ¼�1.45� 0.03 in
80EtOH and rþ¼�1.76� 0.04 in 97TFE), indicating a similar
amount of the positive charge on the reaction center.
In conclusion, according to the findings above it can be


predicted that for reactions that proceed via distinct neighboring
participation, the kD/kS ratio is sensitive to solvent ionizing power.
Therefore, only a large rate effect (kD/kS: 1) can be taken as
valid proof for neighboring group participation. Moderate or
even inverse rate effects can conceal some considerable
participation, and ambiguous results can be clarified if the
changes in kD/kS are considered after switching to a different
solvent, or by changing the experimental temperature.

EXPERIMENTAL SECTION


Substrate preparation


Substrate 1 was prepared according to known reaction
scheme.[5a,5c]

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 108–111







LACK OF NEIGHBORING GROUP RATE EFFECT

2,6,10-trimethyl-6,10-dodecadiene-2-ol


The Grignard reagent, prepared from Mg (120mg, 4.9mmol) and
1-bromo-4,8-dimethyl-4,8-decadiene[5c] (690mg, 2.82mmol) in
ether (10mL) was cooled to 08C and a solution of acetone
(164mg, 2.82mmol) in 10mL ether was added dropwise. Stirring
was continued at room temperature for 1 h. The Grignard comp-
lex was hydrolyzed with saturated aqueous NH4Cl. The water
layer was washed with ether three times and the combined ether
layers were dried over Na2SO4. The crude product was purified by
column chromatography on silica gel. The pure 2,6,10-
trimethyl-6,10-dodecadienol obtained (22.5%) was in the form
of viscous oil.


1H NMR (CDCl3)¼ d 1.22 (s, 6H, (CH3)2COH), 1.56–1.62 (m, 9H,
C——CCH3), 1.99–2.08 (m, 10H, CCH2C), 5.16–5.22 (m, 2H, C——CH);
13C NMR (CDCl3)¼ d 13.07, 15.36, 15.76, 26.32, 30.33, 34.30, 39.39,
41.67, 70.99, 118.34, 124.39, 135.32, 135.58.


2-methyl-tetradecan-2-ol


The procedure is the same as described above. From 120mg
(4.9mmol) of Mg, 702mg (2.82mmol) of 1-bromododecane and
164mg (2.82mmol) of acetone was obtained 205mg (31.8%) of
pure alcohol.


1H NMR (CDCl3)¼ TM0.96 (t, 3H, CH3CH2), 1.26 (s, 6H,
(CH3)2COH), 1.29–1.40 (m, 22H, CCH2C),


13C NMR (CDCl3)¼
TM14.09, 21.33, 23.18, 30.33, 32.39, 39.39, 72.11.


1-phenyl-tridecanol


The procedure is the same as described above. From 120mg
(4.9mmol) of Mg, 702mg (2.82mmol) of 1-bromododecane and
299mg (2.82mmol) of benzaldehyde, 505mg (64.8%) of pure
alcohol was obtained.


1H NMR (CDCl3)¼ TM0.96 (t, 3H, CH3CH2), 1.29–1.53 (m, 22H,
CCH2C), 4.50 (t, 1H, Ar-CHOH), 7.19 (s, 5H, Ar-H); 13C NMR
(CDCl3)¼ TM14.18, 23.50, 23.94, 30.15, 40.00, 71.15, 126.31, 129.32,
133.66.
2-chloro-2,6,10-trimethyl-6,10-dodecadiene (2), 2-chloro-2-


methyl-tetradecan (2S), and 1-phenyl-tridecanylchloride (1S)
were prepared from the corresponding alcohol and thionyl
chloride. The alcohol was dissolved in 10–15mL of petroleum
ether (bp 40–608C) and the solution was cooled to �158C, and
SOCl2 was added dropwise. The reaction mixture was stirred for
2 h under reduced pressure (about 520–560mmHg) to remove
liberated HCl and SO2 continuously. Then, the petroleum ether
was evaporated and crude chloride was used for kinetic
measurements. Further purification proved to be unnecessary
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since the solvolysis rates were found to be independent of
contamination.


Kinetic measurements


Solvolysis rates were followed in absolute ethanol (EtOH), 80%
(v/v) aqueous ethanol (80EtOH) and 97% (wt.) aqueous 2,2,2-
trifluoroethanol (97TFE) titrimetrically by means of a pH-stat
(end-point titration, pH¼ 6.85). Typically, 0.02mmol of the
chloride was dissolved in 20mL of the solvent that was thermo-
stated at the required temperature (� 0.058C), and the liberated
HCl was continuously titrated by using a 0.008M solution of
NaOH in the same solvent mixture. Individual measurements
could be described by the first-order law from 15% up to at least
85% completion. First-order rate constants were calculated from
about 100 determinations using a nonlinear least-squares
program. Measurements were usually repeated 3–4 times.
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S. Borčić, K. Humski, V. Imper, O. Kronja, M. Orlović, E. Polla, J. Chem.
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Structural and vibrational study
of 2-(20-furyl)-1H-imidazole
A. E. Ledesmaa, S. A. Brandána, J. Zinczukba, O. E. Piroca,
J. J. López Gonzálezd and A. Ben Altabefa*,y

The 2-(2(-furyl)-1H-imidazole (1) has been prepared
nuclear magnetic resonance spectroscopies. Two

J. Phys. Or

and characterized using infrared, Raman, and multidimensional
conformations of this species obtained by rotation of 1808,


approximately, around the C—C inter-ring bond are detected. Likewise, the crystal and molecular structure of 1
has been analyzed by X-ray diffraction methods and it evidenced that both conformations are present in the lattice
with equal occupancy and linked in alternate way to the N—H---N bonded polymeric chains along the crystal [101]
direction. Theoretical calculations have been carried out by employing the density functional theory (DFT)/B3LYP
method, in order to optimize the geometry in gas phase of both conformers and to support the assignments of the
vibrational bands of 1 to their normal modes. For a complete assignment of the compound, DFT calculations were
combined with Pulay’s SQMFF methodology in order to fit the theoretical frequency values to the experimental one.
The nuclearmagnetic resonance spectrum observed for 1 is successfully comparedwith the calculated chemicals shifts
at B3LYP/6-311þþþþG** level of theory for the two conformers. Furthermore, natural bond orbital (NBO) analysis and
topological (AIM) calculations for an oligomer, containing three alternated units of the N—H---N bonded chain found
in the crystal, reveals the characteristics of the hydrogen bonds present in the polymeric structure. Copyright� 2008
John Wiley & Sons, Ltd.

Supporting information may be found in the online versi

on of this article.
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Ciencias Bioquı́micas y Farmacéuticas, Suipacha 531, 2000 Rosario, Santa Fé,
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INTRODUCTION


The aromatic heterocyclic compounds are of a great chemical
interest because they are present in the skeleton of bio- and
macromolecules. Thus, they have been widely studied in
chemistry from different points of view. These molecules
currently present complex spectra due to large size. The
computational quantum chemistry has been extensively used
as a tool to analyze, elucidate their molecular structures, and to
carry out the assignment of the vibrational spectra.
The furylimidazoles compounds can be found as structural


units of numerous types of drugs and polymers and for this they
are of a great importance in biochemistry and pharmacology.[1–3]


Recently, a chromophore that contains the furan and imidazole
rings in its structure, isolated from the bovine serum albumin, was
used as an adduct for the reaction of amino groups of proteins
with glucose to form stable Amadori products without the aid of
enzymes.[4] Moreover, (2-furyl) imidazoles have been used to
study tautomeric preferences in histamines with great biological
activity.[5] They are also important constituents in the synthesis
reactions in organic chemistry.[6–9]


There are few data in the literature about molecular properties
of furylimidazoles. Recently, Vázquez et al.[10] have reported the
theoretical molecular structure of the isomeric series
(2-furyl)-imidazoles using ab initio HF and MP2 calculations. So
far, no data are available on the vibrational spectra of these
compounds in the literature.

g. Chem. 2008, 21 1086–1097 Copyright

In the present work, we report the use of X-ray diffraction to
determine the crystal structure of the 2 (20-furyl)-1H-imidazole
molecule (1). Moreover, theoretical density functional theory
(DFT), natural bond orbital (NBO),[11–13] and topological
(AIM)[14,15] calculations were performed to analyze the energies
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Figure 2. View of a N—H---N bonded polymer chain in solid


2-(20-furyl)-1H-imidazole. The central monomer is related with the right


and left side monomers through a crystallographic inversion center and a


two fold axis rotation, respectively. The H-bonding is indicated by dashed
lines


STUDY OF 2-(20-FURYL)-1H-IMIDAZOLE

and the geometric parameters of its two conformers in the gas
phase as well as the magnitude of the intramolecular
interactions. Furthermore, the possible charge-transfer and the
intermolecular bond path in a part of the polymeric chain in solid
state formed by three alternated units of such conformers were
analyzed. We have obtained crystals of this compound by
improving the procedure proposed by Stoyanov et al.[16] In
addition, the multidimensional NMR spectrum observed for 1 is
successfully compared with the calculated chemical shift at
B3LYP/6-311þþG** level of theory for the two conformers.
IR and Raman spectra data and DFT/B3LYP/6-311þþG**


calculations for the two conformers of 1, combined with Pulay’s
SQMFF methodology[17], have been used to carry out a complete
and reliable vibrational analysis of the 2 (20-furyl)-1H-imidazole. In
order to investigate the stability of the most stable conformer,
additional calculations of the electrostatic potential (ESP)[18,19]


derived from atomic charges were performed for both
conformers.

EXPERIMENTAL METHODS


The synthesis of 1 from 2-(20-furyl)-4,5-1H-dihydroimidazole
(J. Zinczuk, S. A. Brandán, O. Piro, A. E. Ledesma, J. J. López
González, A. Ben Altabef, submitted). was reported by Stoya-
nov.[16] In the present work, a mixture of 2-(20-furyl)-
4,5-1H-dihydroimidazole (1.5 g, 11mmol) and Pd/C 5%
(400mg) in dodecane (30ml) was boiled, stirring for 3 h at
210 8C. The mixture was cooled, diluted with twice its volume of
chloroform, and the catalyst filtered off. The solvent was removed
under reduced pressure to give 1.050 g of a light brown solid
residue and product mixtures were purified, using a silica
230–400 mesh, in a column chromatography of 3 cm diameter
and 12 cm high. A mixture of hexane and ethyl acetate (1:1) and
triethylamine (1%) was used as a mobile phase. Finally, the solid
was crystallized in cool ethanol. Yield: 468mg, 32%; m.p.:
168–169 8C. Literature[16]: 169.5–170 8C.
The solid state structure was solved by X-ray diffraction


methods. The data were collected on an Enraf-Nonius CAD4
diffractometer with EXPRESS[20] and reduced with XCAD4.[21] The
structure was solved by direct methods with a SHELXS[22]


program and its non-H atom refined by full-matrix least-squares
with SHELXL.[23] The hydrogen atoms were located in a difference
Fourier map and isotropically refined at their found positions. The
molecular plots of the compound (Figs. 1 and 2) were drawn with
ORTEP.[24]

Figure 1. Molecular diagram of 2-(20-furyl)-1H-imidazole showing the


labeling of the non-H atoms and their ellipsoidal displacements at a 50%
probability level. The N—H bonds are represented by dashed lines


because both conformers are present in the crystalline structure
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The infrared spectrum of the solid substance in KBr pellets,
from 4000 to 200 cm�1 was recorded on a FTIR Bruker Vector
22 spectrophotometer, equipped with a Global source and DGTS
detector with a resolution of 1 cm�1 and 200 scans. The Raman
spectrum was recorded with a Bruker RF100/S spectrometer
equipped with a Nd:YAG laser source (excitation line of 1064 nm,
800mW of laser power) and a Ge detector at liquid nitrogen
temperature. This last spectrum was recorded, likewise, with a
resolution of 1 cm�1 and 200 scans. Nuclear magnetic resonance
spectra were recorded for diluted solutions in DMSD-d6 using a
Bruker 400 FT spectrometer at 400MHz. All spectra were
measured at 300 K.

1


COMPUTATIONAL DETAILS


The potential energy curve associated with the rotation around
the O—C4—C1—N1 dihedral angle (Fig. 1) for the molecule has
been studied using the DFT method with the hybrid correlation
functional B3LYP[25,26] with 6-31G* basis set, presenting in both
cases two stable structures of CS (planar) and C1 (quasi planar)
symmetries (Fig. 3). The optimized geometries for the two
conformations of 1 in the curve of potential energy were
obtained using the B3LYP method and the 6-31G*, 6-31G**,
6-311G*, and 6-311G** basis sets. NBO electron calculations for
the two conformations of 1 were performed at the B3LYP/
6-311þþG** level using the NBO 3.1 program.[27] Atomic partial
charges were calculated for both conformers from the ESP
according to the Merz–Singh–Kollman Scheme [28] at the same
level theory. All calculations were performed using the GAUSSIAN
03 program.[29] The use of molecular surfaces based onmolecular
electron density such as the molecular ESP[30,31] has a long
tradition in the qualitative interpretation of the chemical
reactivity and is very useful to elucidatemolecular interactions.[19]


The force field in Cartesian coordinates calculated at B3LYP/
6-311þþG** level for the two stable conformations of 1 were
useful to get their corresponding harmonic vibrational frequen-
cies. The resulting force fields were transformed to ‘natural’
internal coordinates with the MOLVIB program.[32,33] The valence
simple internal coordinates used for defining the above cited
natural coordinates are shown in Fig. 1. The natural coordinates
are shown in Table S1 (Supplementary Material) which were
defined as proposed by Pulay et al.[17] with the labeling of the
atoms corresponding to Fig. 1. Following the SQMFF pro-
cedure[34–37], the harmonic force field for two conformers of this
compound evaluated at B3LYP/6-311þþG** level were scaled
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Figure 3. Theoretical structures and atoms numbering for anti (C1) and syn (CS) conformers of 2-(20-furyl)-1H-imidazole.
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transferring the recommended scaled factors of Rauhut and
Pulay.[35,36] In order to get a better visualization of the nature of
the different molecular vibrations of both conformers of 1, the
Gauss View program for molecular graphical representations was
used.[38]


The calculated chemical shifts of the 1H NMR and 13C NMR for
two conformers were obtained by GIAO method[39] using the
B3LYP/6-311þþG** level of theory, as it is routinely used for NMR
chemical shift calculations on fairly large molecules.[40,41] The
calculations have been performed using the geometries
optimized for this level of theory and using TMS as reference.
The trimer species, with three units of both conformers linked


alternately as shown in Fig. 2, was optimized at B3LYP/
6-311þþG** calculation and then, at this same level of theory,
a NBO analysis was carried out. Moreover, for this species, the
bond critical points (BCP) were topologically analyzed at B3LYP/
6-311þþG** level using the AIM 2000 program.[14,15] The total
energy for trimer species using 6-311þþG** basis set was
corrected for basis set superposition error (BSSE) by the standard
Boys–Bernardi counterpoise method.[42]

www.interscience.wiley.com/journal/poc Copyright � 2008

RESULT AND DISCUSSION


Structural analysis


Crystal and molecular structure

A summary of crystal data and refinement results for 1 are shown
in Table 1. A molecular diagram of 1 is shown in Fig. 1. As
expected, the molecule is planar (RMSD root mean square
deviation of atoms from the least-squares plane equal to 0.053 Å).
The comparison of the experimental geometrical parameters
determined by X-ray diffraction in this work for 1 and reported
from X-ray diffraction, too, for both imidazole and furan
molecules[43,44] can be observed in Table 2. The formally double
C(4)—C(5) and C(6)—C(7) bonds in the furyl group present
lengths of 1.343(3) and 1.319(4) Å, being shorter than those of the
formally single C(5)—C(6) bond [1.413(3) Å]. The experimental
values of 1 are slightly different from those reported by others
authors for both rings. It is important to observe that in 1 the
lengths of the C—C and C——C bonds compared with the furan
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Table 1. Crystal data and structure refinement results for
2-(20-furyl)-1H-imidazole


Empirical formula C7H6N2O
Formula weight 134.14
Temperature 296 (2) K
Wavelength 1.54184 Å
Crystal system, space group Monoclinic, C2/c (# 15)
Unit cell dimensions a¼ 20.259 (2) Å


b¼ 5.793 (1) Å
c¼ 12.006 (2) Å
b¼ 112.54 (1)8


Volume 1301.4 (3) Å3


Z, calculated density 8, 1.369 Mg/m3


Crystal size 0.22� 0.20� 0.20mm3


( range for data collection 4.73–67.928
Reflections collected/unique 1453/1146 [R(int)¼ 0.0434]
Observed reflections [I> 2s(I)] 1002
Final R indicesa [I> 2s(I)] R1¼ 0.0525, wR2¼ 0.1476
R indices (all data) R1¼ 0.0581, wR2¼ 0.1557
Largest peak and hole 0.250 and �0.242 e.A�3


a R indices defined as R1¼SjjFoj � jFcjj/SjFoj and wR2¼
[Sw(jFoj2� jFcj2)2/Sw(jFoj2)2]1/2.


Table 2. Experimental geometrical parameters (bond
distances in Å and bond angles in degrees) for the
2-(20-furyl)-1H-imidazole*, imidazole, and furan molecules


Parametera Furanb Imidazolec This work*


Bond lengths (Å)


O—C(7) 1.368(6) — 1.363 (3)
O—C(4) 1.368(6) — 1.361 (2)
C(4)—C(5) 1.322(6) — 1.343 (3)
C(5)—C(6) 1.428(3) — 1.413 (3)
C(6)—C(7) 1.322(6) — 1.319 (4)
N(1)—C(1) — 1.313 (30) 1.342 (3)
N(1)—C(3) — 1.382 (30) 1.374 (3)
N(2)—C(1) — 1.364 (30) 1.339 (2)
N(2)—C(2) — 1.377 (30) 1.369 (3)
C(2)—C(3) — 1.364 (30) 1.345 (3)


Bond angles (8)


C(7)—O—C(4) 106.17 (60) — 106.6 (2)
C(5)—C(4)—O 110.14 (40) — 109.2 (2)
C(4)—C(5)—C(6) 106.76 (24) — 107.1 (2)
C(7)—C(6)—C(5) 106.76 (24) — 106.6 (2)
C(6)—C(7)—O 110.14 (40) — 110.6 (2)
C(1)—N(1)—C(3) — 104.93 105.6 (2)
C(1)—N(2)—C(2) — 106.90 105.7 (2)
N(1)—C(1)—N(2) — 111.99 111.6 (2)
N(2)—C(2)—C(3) 105.48 108.7 (2)
N(1)—C(3)—C(2) 110.69 108.4 (2)


a The labeling of the atoms is the corresponding to Fig. 1.
b Reference [44].
c Reference [43].
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molecule are between 0.003 and 0.021 Å, while the C—Odistance
practically is not altered by the imidazolic part. On the other
hand, the lengths C—N and C——C of the imidazolic part in 1
cannot be compared with the corresponding lengths of
imidazole molecule due to the fact that experimental lengths
in this compound are an average of the two conformations.
All but the nitrogen H-atoms fulfill the requirements of the


symmetric center for the C2/c space group. Both conformers are
present in the lattice with equal occupancy and alternated
arrangement in the N—H---N bonded polymeric chains along the
crystal [101] direction. Only three units of the polymeric structure
are shown in Fig. 2. A givenmonomer (unit 1) on a chain is on one
side H-bonded to an inversion related molecule (unit 3)
[d(N1H---N10)¼ 2.049 Å, <(N1—H---N10)¼ 164.98] and on the
other side (unit 2) to a twofold rotation related one
[d(N200H---N2)¼ 1.972 Å, <(N200—H---N2)¼ 164.78]. These results
are closer to the obtained values for related molecules.[45–47] This
arrangement implies a slight crystal symmetry breaking by the
nitrogen H-atoms of both inversion centers and the twofold
rotation axes of the C2/c group. Crystallographic data for the
structure were deposited into the Cambridge Crystallographic
Data Center as supplementary publication number CCDC 665861.


Geometry optimization


The calculated potential energy curve using the DFT/B3LYP/
6-31G* method as mentioned in step 3 was performed. Two
different stable conformations were obtained according to syn
and anti position of oxygen atom with respect to the N—H bond,
named syn (CS) and anti (C1) conformers, respectively. The
labeling of the atoms for both conformers is showed in Fig. 3. The
energy differences among them at this calculation level
(3.85 kcal/mol) are lightly next to those reported for these
compounds with the MP2 method (3.38 kcal/mol) by Vázquez

J. Phys. Org. Chem. 2008, 21 1086–1097 Copyright � 2008 Joh

et al.[10] The energy barrier is higher in ca. 2.0 kcal/mol for DFT/
B3LYP compared to the MP2 method. These values are closer to
the typical sp3 carbon atoms bonds (3.2 kcalmol�1) than to the
value for such a bond in typical conjugated system
(7 kcalmol�1).[48] A similar result has been obtained for the
styrene molecule by Granadino-Roldán et al.[49] The total and
relative energies of the two stable conformations of 1 for different
basis sets are presented in Table S2. In all cases, the calculations
predict that the energy of the syn conformer is lower than the
one corresponding to anti conformer in the approximation of
the isolated molecule in gas phase while the X-ray analysis
indicate that both conformations are present with equal
population in the solid phase.
The calculated parameters for both conformers with the B3LYP


levels of theory at different basis sets and the corresponding
standard deviations expressed as the RMSD are listed in Table S3.
In general, for the two optimized conformations, the results with
the different theoretical calculation employed are in reasonable
agreement among them and also with those values obtained
from the X-ray data. The standard deviation for the geometrical
parameters for all the calculation levels used are practically
independent of the basis set employed. The calculations predict
values for the O13—C7—C2—N1 and C10—C7—C2—N3
dihedral angles of 179.78 in the anti conformer while the values
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for the C10—C7—C2—N1 and O13—C7—C2—N3 dihedral
angles are 0.38. In the syn conformer the two rings are coplanar
with dihedral angles of 1808.The stability of the syn conformer in
relation to the anti conformer was investigated using the ESP
maps [18,19] because these surfaces are important for describing
overall molecular charge distributions as well as anticipating sites
of electrophilic addition.[19] The molecular ESP values for two
conformers using 6-31G* and 6-311þþG** basis sets are given in
Table S4 while Fig. 4 shows the ESP maps for anti and syn
conformers. The red color represents negatively charged areas of
the surface (i.e., those areas where accepting an electrophile is
most favorable). The atomic charges derived from the ESPs (MK)
and natural atomic charges were also analyzed and the
corresponding values are given in Table S5. Note that both
charges are very similar, except the MK charges for both
conformers using 6-311þþG** basis set. The important factor
responsible for the lesser stability of the anti conformer is the
electrostatic repulsion between the two lone pairs on N3 and
O13. Hence, a strong red color on both atoms is observed in the
corresponding Fig. 4. On the other hand, in the syn conformer the
two eclipsed C10–H14 and N1–H6 bonds are absent and only a
red color on the N3 atom of the imidazoline ring is observed.
Moreover, the electrostatic repulsion between N3 and O13 is
replaced by a decreased repulsion between N1 and O13 (the
N1–O13 distance in this conformer is shorter than in C1 (N1–O13
2.79–2.8 Å) and by a possible stabilizing electrostatic interaction
between O13 and H6 (distance O13–H6 2.5 Å). For the anti

Figure 4. Calculated electrostatic potential surfaces on the molecular


surfaces of anti and syn conformers of 2-(20-furyl)-1H-imidazole. Color
ranges, in a.u.: from red�0.09 to blueþ0.09. B3LYP functional and 6-31G*


basis set. Isodensity value of 0.005.


www.interscience.wiley.com/journal/poc Copyright � 2008

conformer the dipolar moment value is 4.08 D, while in the syn
conformer the dipolar moment is 2.91D (Figure S1 of the
Supporting Material). The elevated value of the dipolar moment
for the anti conformer could explain its experimental stability, as
observed by Sambrano et al.[50] for the M4 tautomer of
5-methylcytosine and by Brandán et al.[51] for the imino-hidroxy
tautomer of 1,5-dimethylcytosine.

NBO analysis


The stability of the conformers of 1 was also investigated by NBO
calculations[11–13,25]. The energies and occupancies of bond
orbital and the lone pairs of oxygen and nitrogen atoms for the
two conformers are presented in Table S6. The second order
perturbation energies E (2) (donor! acceptor) that involve the
most important delocalization are given in Table 3. After a
careful analysis of the results, we found that the contribution
of the DE


ð2Þ
s�s� and DE


ð2Þ
p�p� are higher for anti conformer


than syn conformer. The stabilizations energies for the
LP(1)N1!p*C2—N3 and LP(1)N1!p*C4—C5 charge-transfers
are greater for syn conformer than anti conformer while a
contrary effect for the stabilization energies of lone pairs of the O
atom for syn conformer is observed (Table 3). The energies for the
charge-transfer from the lone pair of the O atom are smaller than
the corresponding ones to the N atom, in agreement with the
larger electronegativity of the O atom, as was observed by
Alabugin et al.[52] for six-member saturated heterocycles and
cyclohexane.
For the trimer species, the energies and occupancies of the


NBO orbitals and two contributions (LP(1)N(2)! s* N(200)—H and

Table 3. Stabilization energies (E (2)) associated with main
delocalizations of 2-(20-furyl)-1H-imidazole


E (2) (kcal/mol)


(Donor! acceptor) Anti Syn


sC2—C7! s*N1—C2 0.70 1.04
sC2—C7! s*C2——N3 3.05 2.69
sC2—C7! s*C7——C10 4.92 3.99
sC7——C10! s*C2—C7 5.23 4.65
sC7—O13! s*C7——C10 1.12 0.83
pC2——N3!p*C7——C10 11.91 10.69
pC4——C5!p*C2——N3 13.73 13.42
pC7——C10! p*C11——C12 16.15 16.91
p*C2——N3!p*C4——C5 (#) — 167.61
p*C2——N3!p*C7——C10 (#) — 191.78
LP(1)N1! p*C2——N3 46.50 48.55
LP(1)N1! p*C4——C5 30.80 31.11
LP(1)O13! s*C2—C7 0.99 0.78
LP(1)O13! s*C11——C12 3.05 2.81
LP(2)O13! p*C7——C10 28.91 26.17
LP(2)O13! p*C11——C12 27.61 25.64


(#), the elevated values of E (2) in the syn conformer not explain
the higher stability of syn conformer because the occupancies
are the same in both conformers (see Table S6).
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Figure 5. Infrared (upper) and Raman spectra (bottom) of the solid substance
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LP(1)N(10)! s* N(1)—H) to the delocalization energy (Fig. 2) are
shown in Table S7. The NBO analysis predicts different charges for
each monomer unit in the H-bonded trimer. Unit 3 presents a
slightly positive charge (0.04315 a.u.); unit 2 presents a negative
charge (�0.04435 a.u.) while unit 1 presents a practically null
charge (0.00122 a.u.). For those first contributions, the N2 atom of
unit 1 is an electron charge donor and the H atom bonded to N200


of unit 2 is an acceptor while for the second contribution, the H
atom bonded to N1 of unit 1 is an acceptor and the N10 atom of
unit 3 is an electron charge donor. The occupancies of
the s*N—H antibonding orbital in the trimer are higher than
in the monomers (Table S7) and their corresponding energy
shows the same tendency.

1


Topological analysis for the H-bonded trimer species


The existence of bond paths between three alternated monomer
units in 1was examined employing the AIM program. We focused
our attention on the H-bonded trimer as shown in Fig. 2,
optimizing its geometry at B3LYP/6-311þþG** level. In Table S8,
the main topological properties obtained by the AIM program for
two critical points N2(1)---H—N200(2) and N10(3)---H—N1(1) are
shown. The experimental N—H---N bond lengths in the solid
have been also included in the same Table and are compared
with the corresponding calculated bond lengths. Both distances
predicted by calculations are similar between them, but smaller
than the obtained values from the X-ray data (1.972 Å for
N2(1)---H—N200(2) bond length and 2.049 Å for N10(3)---H—N1(1)
bond length). Also, the calculated electron density values for
each critical point are 0.0326 and 0.0307 a.u., respectively.
Moreover, the above mentioned charge-transfers for the
2-(20-furyl)-1H-imidazole could contribute to the electron proper-
ties in conjugated rings, as in the furan molecule reported by
Montejo et al.[53] These results are in excellent agreement with
the NBO properties analyzed in the previous section.

J. Phys. Org. Chem. 2008, 21 1086–1097 Copyright � 2008 Joh

Vibrational analysis


The experimental structural analysis show that the anti and syn
conformers appear with the same population in the solid phase
of 1. Thus, the bands associated to the different normal modes of
both monomers should be observed in the vibrational spectra of
the solid. For a complete assignment of the experimental bands
of 2-(20-furyl)-1H-imidazole, the theoretical calculations for each
conformer at the B3LYP/6-311þþG** level combined with Pulay’s
SQMFF methodology[34–36] and a comparison with related
molecules[54–57] were considered. Both conformers have 42
normal modes of vibration active both in infrared and Raman
spectra. For the anti conformer those modes are arranged by
symmetry species: 29 A0 þ 13 A00 while for the syn conformer all
modes have A symmetry. The recorded infrared and Raman
spectra in solid phase for 1 are shown in Fig. 5. The average IR
spectrum of the two monomers was simulated (Fig. 6) by
summing the population-weight of both conformers calculated
by using B3LYP/6-311þþG** frequencies and intensities in a
similar form to the one employed by Tuttolomondo et al.[58]


for CH3SO2OCH2CH3. This calculated spectrum reproduces the
experimental spectrum reasonably well, and for the agreement
between the observed IR spectrum and the calculated one taking
into account the conformational population, thus let us
concludes that both conformers are present in the solid phase.
The assignments of the vibrational normal modes for the two
conformers are shown in Table 4.
In general, all modes are strongly mixed among them. We


discuss below the assignment of the bands for both conformers
of the compound in two spectral regions.


Assignment of the bands


Region 4000–1000 cm�1. The broad band observed in the
infrared spectra at 3440 cm�1 can be assigned to the N—H
stretching vibration. The form of this band shows the probability

n Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 6. Comparison between the refined average calculated (upper) and experimental infrared spectra (bottom) of 2-(20-furyl)-1H-imidazole. The


calculated spectrum was obtained from B3LYP/6-311þþG** using average frequencies and intensities for both conformers
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of the H bonding, as observed in the X-ray data. The group of
bands in the 3150–3000 cm�1 region in the infrared and Raman
spectra of the solid substance can be assigned to C—H stretching
modes. The bands at 3149, 3118, 3109, 3088, and 3011 cm�1 are
associated to them. These bands appear shifted at lower
frequencies in relation to the furan and imidazole molecules.
The numerous bands between 3000 and 2200 cm�1 can be
attributed to O---H hydrogen bonding formed by spatial
arrangement of the molecules in the polymeric chains along
the lattice crystal as shown in the molecular packing of the
Figure S2.
The bands at 1625 and 1504 cm�1 were mainly assigned to


C——C stretchings of the furanic part associated to both
conformers. The corresponding C——C stretchings of the
imidazolic part are assigned to the bands at 1547/1538 cm�1


associated with syn and anti conformers, respectively.
In agreement with the calculation, the bands at 1462/


1453 cm�1 in the infrared spectrum of solid phase were assigned
to N——C stretching modes for anti and syn conformers,
respectively.
The three C—N stretchings are assigned to the pairs of bands


at 1428/1393, 1365/1358, and 1159/1133 cm�1 as can be seen in
Table 4. The band at 1380 cm�1 in the IR spectrum is mainly, for
their P.E.D. contribution associated to C—C stretching mode for
both conformers.
In 1300–1000 cm�1 region, the in plane deformation, bC—H


and the C—O stretching modes are expected. The bands
observed at 1300/1260; 1229/1222; 1106/1102; 1084; and
1010 cm�1 are associated to bC—H modes of both conformers
while the bands at 1181 and 1075 cm�1 are related to C—O
stretchings. The IR band at 1065 cm�1 is associated to in
plane deformation, bN—H for two conformers as shown in
Table 4.


Region below 1000 cm�1. In this region, the imidazole and furan
deformation rings are predicted for the calculation with higher

www.interscience.wiley.com/journal/poc Copyright � 2008

P.E.D. contribution. Hence, the pairs of bands at 965/952 and
927/911 cm�1 are associated to the bR1 (i) and bR2 (i) modes of
the imidazolic part for both conformers. The furan bR1 (f ) and bR2
(f ) deformation modes for two conformers are assigned to the
bands at 897 and 894 cm�1, respectively. One important
observation is that the experimental frequencies difference
between the two imidazole deformation ring modes for the
compound is 41 cm�1, in agreement to the reported value by
King et al.[55] for the imidazole molecule (40 cm�1).
The five IR bands between 883 and 719 cm�1 are easily


assigned to the C—H out of plane deformation, gC—H, for the
two conformers because are clearly predicted by the theoretical
calculations, as shown in Table 4.
In accordance to the frequencies reported at 603 and 600 cm�1


by Klots et al.[56] for the two furan ring torsions, the bands at 665
and 650 cm�1 were assigned to torsion modes for both
conformers. For the imidazole ring those modes were assigned
to the pairs of bands at 624/622 and 593/591 cm�1. Newly, the
observed frequencies difference between the two imidazole
torsion ring modes for the compound is 31 cm�1, according to
the reported value by King et al.[55] for the imidazole molecule
(30 cm�1).
The N—H out of plane deformation modes, gN—H, are


predicted for two conformers at different frequencies, therefore,
both modes are assigned to the bands at 524 and 470 cm�1 for
syn and anti conformers, respectively.
The remaining inter-ring modes are observed at lower


frequencies. The two expected inter-ring bending, bC—C of
the two conformers were assigned indistinctly, to the IR band at
461 cm�1 and the Raman band at 153 cm�1. The calculations
predict the inter-ring C—C stretching mode for anti conformer at
388 cm�1 and for syn conformer at 392 cm�1, for this reason the
band observed at 402 cm�1 in the infrared spectrum is assigned
to these modes.
Finally, the shoulder observed in the Raman spectrum at


119 cm�1 was assigned to the butterfly mode, defined by
Fogarasi et al.[59] for the two rings systems. As the calculations

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1086–1097
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Table 5. Scaling factors force fields of
2-(20-furyl)-1H-imidazole


Coordinates


Initial valuesa Final valuesb


Anti, syn Anti Syn


nN—H 0.887 0.887 0.887
nC—H 0.919 0.903 0.900
nC—C 0.923 0.973 0.960
nC——C 0.923 0.976 0.959
nC—N 0.923 0.963 0.961
nC——N 0.923 0.963 0.961
nC—O 0.923 0.973 0.960
bN—H 0.887 0.890 0.874
bC—H 0.951 0.951 0.951
bC—C 0.995 0.995 0.995
bR 0.995 0.985 0.984
tR 0.942 0.974 0.958
gC—H 0.975 0.975 0.978
gN—H 0.975 0.975 0.979
gC—C 0.942 0.942 0.942
Butt 0.942 0.995 0.995
tR 0.942 0.942 0.942


Abbreviations: n, stretching; b, in the plane deformation,
bR, ring deformation; g , out of plane deformation; tR, ring
torsion; Butt, butterfly
a References [35,36].
b This work.


Table 6. Scaled force constants of 2-(20-furyl)-1H-imidazole


Description


2-(20-Furyl)-1 H-Imidazolea


Anti Syn Furana Imidazolea


f (C—C) 5.57 5.44 5.56 —
f (C——C) 7.93 7.49 7.91 752
f (C—N) 5.89 6.47 — 6.29
f (C——N) 7.25 7.92 — 8.24
f (N—H) 6.55 6.55 — 6.84
f (C—H) 5.23 5.23 5.42 5.39
f (C—O) 6.38 6.36 5.66 —
bR 0.37 0.47 0.38 0.40
tR 0.66 0.68 0.60 0.70
f (bC—H) 0.49 0.48 0.45 0.46
f (bN—H) 0.55 0.47 — 0.44
f (gC—H) 0.36 0.37 0.36 0.36
f (gN—H) 0.13 0.19 — 0.17
f (t Butt) 0.75 0.82 — —
f (tw ring) 0.03 0.10 — —


Units in mdyn Å�1 for stretching and mdyn Å rad�2 for angle
deformations.
a Calculated at DFT/B3LYP/6-311þþG** level theory in this
work.
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1


predict, the band observed in the Raman spectrum at 81 cm�1


can be assigned to the inter-ring tC—C twisting mode.
The vibrational analysis shows that, in general, the observed


frequencies for the compound are shifted toward lower
frequencies than the corresponding reported for the furan and
imidazole molecules. This fact can be related to the hyperconju-
gation effect, which is higher in this compound than the furan
and imidazole molecules.


Force field


The scaling procedure wasmade following themethod described
in the computational details section. The RMSD obtained
comparing the experimental and calculated frequencies from
B3LYP/6-311þþG** are 70.0 cm�1 for anti conformer and
69.7 cm�1 for the other conformer, which were decreased until
25.0 and 22.9 cm�1 respectively, when using the scale factors
from References [35,36] and, finally until 12.3 and 9.1 cm�1,
respectively, when using the final scale factors from the
refinement to the experimental data. The initial and final scale
factors values are observed in Table 5. We can see that only a few
modes have a participation of �50% of a single coordinate,
whereas other modes represent very complex vibrations in which
several coordinates are involved. The SQM force field was
employed to calculate the internal force constants which are
compared with the corresponding calculated values of the furan
and imidazole compounds at B3LYP/6-311þþG** level. The

J. Phys. Org. Chem. 2008, 21 1086–1097 Copyright � 2008 Joh

scaled force constants are given in Table 6. The comparison
among them shows that in general the force constants of the
2-(20-furyl)-1H-imidazole compound are in agreement with
those calculated by us in this work for the furan and imidazole
compounds. The observed differences could be attributed to the
strong hyperconjugatives effects between the two rings.

NMR results


A comparison between the experimental and calculated chemical
shifts for the C and H atoms are given in Tables S9 and S10,
respectively. The comparison shows that the calculated
13C chemical shifts from CSGT are in accordance with the
experimental values, while the closest values were obtained with
the GIAO method and the 6-311þþG** basis set. Furthermore,
the calculated shifts with all methods for the C(2), C(7), and C(1)
atoms are higher than the experimental values. One important
observation is that the results obtained from the conformational
average have better agreement with data experimental, as
expected, due to the presence of the two conformers in the
solution. On the other hand, the calculated shifts with the two
methods used for the H atom show significant differences with
the experimental results. The addition of the polarization and
diffuses functions at the basis set improves the results; however,
the CSGT method predicts shifts fairly different than the GIAO
method for this atom. This disparity would be attributed to the
fact that the GIAOmethod uses basis functions which depend on
the field while the CSGT method achieves gauge invariance by
performing a continuous set of gauge transformations, for each
point, obtaining an accurately description of the current
density.[40,41]

n Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc


0
9
5







A. E. LEDESMA ET AL.


1
0
9
6


CONCLUSIONS


We summarize here the main conclusions of the present work:

� W

w


e have determined the crystal and molecular structure of the
substance by X-ray diffraction methods and characterized it by
infrared and Raman spectroscopic techniques in the solid state
and also by NMR in solution.

� D

FT calculations suggest the existence of two molecular con-
formations syn (C1) and anti (CS), being the Cs conformation
the most stable in gas phase, while in solid phase and solution
the two conformations are in equal populations.

� N

either the calculated equilibrium energy nor the computed
bond lengths and angles of the two conformers show signifi-
cant variations with the different basis sets employed.

� T

he differences in the stability between both conformers were
explained in terms of the partial charges of the atoms deter-
mined from the best fit of the ESP of each molecule.

� T

he present work reveals the existence of intermolecular
contacts between adjacent molecules in the crystal, as
observed by the X-ray diffraction results. Those intermolecular
contacts have been interpreted by NBO and topological
analysis calculations.

� T

he calculated harmonic vibrational frequencies for 1 are
consistent with the observed solid state infrared and Raman
spectra. The presence in the crystal of both conformers was
detected in the IR spectrum and a complete assignment of the
vibrational modes was accomplished.

� A

n SQM force field was obtained for syn and anti conformers of
2-(20-furyl)-1H-imidazole after adjusting the theoretically
obtained force constants to minimize the difference between
observed and calculated frequencies.
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Standard molar enthalpies of formation
of dimethylbenzophenones
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The standard (p0¼ 0.1MPa) molar enthalpy of
the standard molar energy of combustion, in oxy

J. Phys. Or

formation of 3,4-dimethylbenzophenone was derived from
gen, at T¼ 298.15K, measured by static bomb combustion


calorimetry. The Calvet high temperature vacuum sublimation technique was used to measure the enthalpy of
sublimation of the compound. From these experimental parameters, the standard molar enthalpy of formation of
3,4-dimethylbenzophenone, in the gaseous phase and at T¼ 298.15K, was derived asS(17.1W 2.9) kJmolS1. Density
functional theory was used to investigate the gas-phase molecular energetics of the 12 dimethylbenzophenones.
Molecular geometries and vibrational frequencies were computed at the B3LYP/6-31G(d) level of theory. The
larger 6-311RG(2d,2p) basis set was used to compute the energy of all dimethylbenzophenones and of the other
compounds that were considered for the estimation of the standard molar enthalpies of formation at T¼ 298.15K.
The calculations show that the 2,2(- and 4,4(-dimethylbenzophenones are the least and most stable isomers,
respectively. Finally, the calculated enthalpy of formation of the benzophenone that was also studied experimentally,
3,4-dimethylbenzophenone, is S16.7 kJmolS1, which is in excellent agreement with the experimental result.
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INTRODUCTION


The derivatives of benzophenone (diphenylketone) are import-
ant intermediates for manufacturing high-value products that
can be drugs, dyes, inks or pesticides and are also used for the
absorption of UV radiation in skin protectors.[1–7] Furthermore,
they are also used in the protection of other materials, such as
plastics, perfumes or cosmetics, by acting as UV light stabilizers
and by preventing the formation of free radicals.
Despite their wide range of applications and importance, only


a few studies may be found in the literature concerning the
thermochemistry of benzophenone derivatives: Inagaki et al. [8]


used a static bomb calorimeter to determine the enthalpy of
combustion of the solid 2,4,6-triisopropyl benzophenone and
measured its vapour pressures with the aim of determining its
enthalpy of sublimation; Colamina et al.[9] also used static bomb
calorimetry to determine the standard molar enthalpy of
formation of crystalline 4-methylbenzophenone; Ribeiro da Silva
et al.[10,11] used a combination of experimental and compu-
tational approaches for the study of the molecular energetics of
the three monomethylbenzophenones and of all possible
monochloro and dichlorobenzophenones. No other thermo-
chemical data were found for other benzophenone derivatives.
This work reports the standard (p0¼ 0.1MPa) molar enthalpy


of formation in the condensed state, at T¼ 298.15 K, for
3,4-dimethylbenzophenone. The value was derived from the
experimental determination, by static bomb calorimetry, of its
energy of combustion and the standard molar enthalpy of

g. Chem. 2008, 21 365–371 Copyright �

sublimation, which was measured by high temperature Calvet
calorimetry. Also presented is a computational study of the
molecular energetics of all dimethylbenzophenones either with
two methyl groups attached to the same ring or with a methyl
group attached to each aromatic ring. There are six possible
isomers for each case with the following names: 2,3-, 2,4-, 2,5-,
2,6-, 3,4- and 3,5-dimethylbenzophenone when the two methyl
groups share a single ring of the parent benzophenone
compound, and 2,20-, 2,30-, 2,40-, 3,30-, 3,40- and 4,40- dimethyl-
benzophenone in the cases where there is a single methyl group
per ring.

EXPERIMENTAL DETAILS


Materials


3,4-Dimethylbenzophenone [CAS 2571-39-3], studied in this
work, was obtained commercially from Aldrich Chemical Co. with

2008 John Wiley & Sons, Ltd.
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a nominal mass fraction purity of 0.99. The compound was
purified by repeated sublimation under reduced pressure until
the combustion results were consistent and the carbon dioxide
recovery ratios in the combustion experiments were satisfactory.
The average ratio of the mass of carbon dioxide recovered to that
calculated from the mass of sample, together with the standard
deviation of the mean was (1.0003� 0.020). The specific density
of the sample was estimated as the average of the two literature
values for 4-methylbenzophenone,[12,13] as r¼ 1.176 g cm�3.


Combustion calorimetry


The combustion experiments were performed with an isoperibol
calorimetric system. The bomb calorimeter, subsidiary apparatus
and technique have been described previously in the litera-
ture.[14,15]


Combustion of certificated benzoic acid NBS standard
reference material, sample 39j, was used for the calibration of
the bomb. Its massic energy of combustion is�(26 434� 3) J g�1,
under certificate conditions.[16] The calibration results were
corrected to give the energy equivalent e (calor) corresponding to
the average mass of water added to the calorimeter: 3119.6 g.
From six calibration experiments, e (calor)¼ (15 905.7�
0.96) J K�1, where the uncertainty quoted is the standard
deviation of the mean.
In all combustion experiments, 1.00 cm3 of water was


introduced into the bomb, a twin-valve static combustion bomb,
type 1105 from Parr Instrument Company, made of stainless steel,
with an internal volume of 0.340 cm3. The bomb was purged
twice to remove air, before being charged with 3.04MPa of
oxygen.
For all experiments, the calorimeter temperatures were


measured to �(1� 10�4) K, at time intervals of 10 s, with a
quartz crystal thermometer (Hewlett Packard HP 2804A),
interfaced to a PC. After the start of the experiment at least
100 readings, at time intervals of 10 s, were taken, followed by the
ignition of the crystalline sample in the pellet form which was
made at T¼ (298.150� 0.001) K, by the discharge of a 1400mF
capacitor through the platinum ignition wire; after the ignition,
100 readings were taken for both the main and after periods.
For the cotton thread fuse of empirical formula CH1.686O0.843,


the massic energy of combustion was assigned to
�Dcu


0¼ 16 240 J g�1,[17] a value that has been confirmed in
our laboratory. The electrical energy for ignition was determined
from the change in potential difference across a capacitor when
discharged through the platinum ignition wire. The corrections
for nitric acid formation were based on�59.7 kJmol�1,[18] for the
molar energy of formation of 0.1mol dm�3 HNO3(aq) from N2, O2


and H2O(l). All the necessary weighings were made in a Mettler
AE 240 microbalance, sensitivity �(1� 10�6) g; corrections from
apparent mass to true mass were made. An estimated pressure
coefficient of specific energy: (@u/@p)T¼�0.2 J g�1MPa�1 at
T¼ 298.15 K, a typical value for most organic compounds,[19] was
assumed. The massic energy of combustion, Dcu


0, was calculated
by the procedure given by Hubbard et al.[20] The amount of
3,4-dimethylbenzophenone used in each experiment was
determined from the total mass of carbon dioxide produced
during the experiments (Mettler Toledo AT 201 balance,
sensitivity �(1� 10�5) g) taking into account that formed from
the combustion of the cotton thread fuse.
The relative atomic masses used throughout this paper were


those recommended by the IUPAC Commission in 2005.[21]

www.interscience.wiley.com/journal/poc Copyright � 2008

Microcalorimetry Calvet


The standard molar enthalpy of sublimation of 3,4-dimethy-
lbenzophenone was measured using the vacuum sublimation
drop-microcalorimetric technique.[22,23] The apparatus and
technique were recently described.[23] Samples of about
3–6mg of the crystalline compound, contained in a small thin
glass capillary tube sealed at one end, and a blank capillary with
similar mass, were simultaneously dropped at room temperature
into the hot reaction vessel in the Calvet high-temperature
microcalorimeter (Setaram HT 1000), held at T¼ 401 K, and then
removed from the hot zone by vacuum sublimation. The thermal
corrections for the glass capillary tubes were determined in
separate experiments, and were minimized, as far as possible, by
dropping tubes of nearly equal mass, to within�10mg, into each
of the twin calorimeter cells. The observed enthalpy of
sublimation D


g;401 K
cr;298:15 KHm was corrected to T¼ 298.15 K using


values of D401 K
298:15 KH


0
mðgÞ estimated by a group method including


o-xylene, benzene, acetone and methane species, Eqn 1, based
on data of Stull et al.[24] For these measurements, the
microcalorimeter was calibrated in situ using the reported
standard molar enthalpies of sublimation of naphthalene
(72.6� 0.6) kJmol�1,[25] at T¼ 298.15 K.

COMPUTATIONAL DETAILS


In the present work, the same computational density functional
theory approach used in previous studies dealing with
substituted benzophenones was used.[10,11] In those works, the
B3LYP method – Becke’s three-parameter hybrid functional using
the non-local correlation due to Lee et al.[26,27] – was combined
with two different basis sets. The 6-31G(d) basis set was used for
the optimization of the geometry of all compounds and also for
the calculation of vibrational frequencies. The calculation of the
frequencies permitted the confirmation that all optimized
geometries were true minima on the potential energy surface,
and the correction of the energies calculated with the larger
6-311þG(2d,2p) basis set for T¼ 298.15 K. All these calculations
have been performed by means of the Gaussian 98 computer
code.[28]

RESULTS AND DISCUSSION


Results for the combustion experiments of the compound are
given in Table 1, where Dm(H2O) is the deviation of the mass of
water added to the calorimeter from 3119.6 g, the mass assigned
to e (calor), andDUS is the energy correction to the standard state.
The remaining quantities are as previously defined.[20] For the
static bomb measurements, as samples were ignited at
T¼ (298.150� 0.001) K


DUðIPBÞ ¼ �f"calor þ DmðH2OÞcpðH2O; lÞ þ "fgDTad


þ DUðignÞ (2)


where DU(IBP) is the energy associated to the isothermal bomb
process, ef the energy of the bomb contents after ignition,
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Table 1. Results of combustion experiments at T¼ 298.15 K


1 2 3 4 5 6 7


m(cpd) (g) 0.66648 0.59665 0.60988 0.59728 0.59980 0.60415 0.58587
m0(fuse) (g) 0.00240 0.00255 0.00231 0.00241 0.00243 0.00260 0.00281
DTad (K) 1.55118 1.38854 1.41831 1.38997 1.39554 1.40571 1.36408
ef (J K


�1) 16.30 16.06 16.22 16.19 16.19 16.21 15.87
Dm(H2O) (g) 0.0 0.1 0.0 0.0 0.0 0.0 0.0
�DU(IBP) (J)a 24 696.70 22 107.40 22 581.05 22 129.79 22 218.46 22 380.45 21 717.18
DU(fuse) (J) 38.98 41.41 37.51 39.14 39.46 42.22 45.63
DU(HNO3) (J) 9.19 8.06 0.32 0.28 0.31 0.33 0.34
DU(ign) (J) 1.19 1.18 1.17 1.16 1.17 1.14 1.12
DUS (J) 13.89 12.26 12.53 12.25 12.31 12.39 12.00
�Dcu


0 (J g�1) 36 962.31 36 949.08 36 942.82 36 964.44 36 956.29 36 953.59 36 969.31


m(cpd) is the mass of compound burnt in each experiment;m0(fuse) is the mass of fuse (cotton) used in each experiment; DTad is the
corrected temperature rise; ef is the energy equivalent of contents in the final state; Dm(H2O) is the deviation of mass of water added
to the calorimeter from 3119.6 g;DU(IBP) is the energy change for the isothermal combustion reaction under actual bomb conditions;
DU(fuse) is the energy of combustion of the fuse (cotton); DU(HNO3) is the energy correction for the nitric acid formation; DU(ign) is
the electrical energy for ignition; DUS is the standard state correction; Dcu8 is the standard massic energy of combustion.
a
DU(IBP) already includes the DU(ign).


Table 2. Derived standard molar energy DcU
0
m, standard molar enthalpy of combustion DcH


0
m and standard molar enthalpy of


formation Df H
0
m for 3,4-dimethylbenzophenone, 3,4-DMBZPH, at T¼ 298.15 K with p0¼ 0.1MPa


DcU
0
m ðcrÞ (kJmol�1) DcH


0
m ðcrÞ (kJmol�1) Df H


0
m ðcrÞ (kJmol�1)


3,4-DMBZPH �7771.1� 2.0 �7778.5� 2.0 �125.0� 2.8


FORMATION ENTHALPIES OF DIMETHYLBENZOPHENONES

DU(ign) the ignition energy andDTad is the adiabatic temperature
rise.
The individual values of the massic energies of combustion,


�Dcu
0, yield the mean value, hDcu


0i¼�(36 956.8� 3.5) J g�1,
where the uncertainty is the standard deviation. Here, Dcu


0 refers
to the idealized combustion reaction yielding CO2(g) and H2O(l)
according to


C15H14OðcrÞ þ 18O2ðgÞ ! 15 CO2ðgÞ þ 7H2OðlÞ (3)


Table 2 lists the derived standard molar energy and enthalpy
of combustion and standard molar enthalpy of formation for
the 3,4-dimethylbenzophenone in the condensed phase, at
T¼ 298.15 K. In accordance with normal thermochemical prac-

Table 3. Microcalorimetric standard (p0¼ 0.1MPa) molar enthalpie


Number of
experiments T (K) D


g;T
cr H0


m ðTÞ (kJmol�1


3,4-DMBZPH 6 401 134.5� 0.8


J. Phys. Org. Chem. 2008, 21 365–371 Copyright � 2008 John W

tice,[29,30] the uncertainties assigned to the standard molar
enthalpies of combustion are, in each case, twice the overall
standard deviation of the mean and include the uncertainties in
calibration and in the values of auxiliary quantities used. To derive
DfH


0
mðcrÞ from DcH


0
mðcrÞ, the standard molar enthalpies of


formation of CO2(g) and H2O(l), at T¼ 298.15 K, �(393.51�
0.13) kJmol�1,[31] and �(285.830� 0.042) kJmol�1,[31] respect-
ively, were used.
Measurements of the standard molar enthalpy of sublimation


of 3,4-dimethylbenzophenone, by microcalorimetry, as well the
respective uncertainty, taken as twice the standard deviations of
the mean, are given in Table 3. The combination of the derived
standard molar enthalpy of formation in the condensed phase
with the standard molar enthalpy of sublimation yields the

s of sublimation, at T¼ 298.15 K, for 3,4-dimethylbenzophenone


) D
T
298:15KH


0
m ðgÞ (kJmol�1) D


g
crH


0
m ð298:15 KÞ (kJmol�1)


26.6 107.9� 0.8
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Figure 1. Optimized most stable configurations for the dimethylbenzophenones. Selected distances are in Å and angles in degrees.
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standard molar enthalpy of formation, at T¼ 298.15 K, in the
gaseous phase for 3,4-dimethylbenzophenone as DfH


0
mðgÞ ¼


� 17:1� 2:9ð Þ kJmol�1.
The B3LYP/6-31G(d) approachwas used for the full optimization


of the structures of all possible dimethylbenzophenones.
The most stable final states are depicted in Fig. 1 together with
some selected geometrical parameters. The most striking
difference found between the calculated distances and angles
for the different isomers is related to the torsion of the phenyl
rings with respect to each other and also to the C——O bond; the
torsion is measured in Fig. 1 by the CCCC dihedral angle involving

www.interscience.wiley.com/journal/poc Copyright � 2008

atoms 1–4. As expected, due to the interaction between the
methyl substituents and the carbonyl bond, the torsion is greater
in the cases where the CH3 groups are attached in the ortho
position with the C——O bond, reaching a maximum value in
the case of 2,6-dimethylbenzophenone. In the latter situation,
the plane of the double substituted ring is normal to the plane
passing through C3—C——O. If themethyl groups are also attached
in ortho positions but in different rings, that is in the case of
2,20-dimethylbenzophenone, the calculated CCCC angle lies
between the values found for 2,6-dimethylbenzophenone and
for the different 2,N-dimethylbenzophenones (N¼ 3, 4, 30 and 40).

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 365–371







Figure 2. Most stable geometries for the introduction of chlorine and
methyl groups entering positions 2 and 3 in benzophenone.
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In the other cases, where the methyl groups enter atmeta or para
positions in the aromatic ring(s), the CCCC dihedral angles are
�508; notice that the CCCC angle calculated for benzophenone is
50.08.[10,11]


When compared with the structures previously optimized for
the dichlorobenzophenones,[11] the most stable conformations
found for the dimethylbenzophenones present the methyl
groups syn to the C——O bond, while that is not the case with
the chlorinated compounds where the chlorine atoms prefer to
be anti to the carbonyl group as shown in Fig. 2. This suggests
that the steric interaction between the chlorine and the carbonyl
group is much more destabilizing than that found between
chlorine and the opposite ring; a reverse order is found for the
methyl derivatives of benzophenone.
The consideration of the B3LYP/6-311þG(2d,2p)//B3LYP/


6-31G(d) enthalpies for all dimethylbenzophenones (given as
Supplementary Material) shows that the least stable dimethyl-
benzophenone is the 2,20-isomer while the 4,40 doubly
methylated benzophenone is the most stable of the compounds
studied.
The enthalpies of formation of all the dimethylbenzophenones


were estimated by using the B3LYP/6-311þG(2d,2p)//B3LYP/
6-31G(d) approach to compute the enthalpies of the following

Table 4. Computed enthalpies of the working reactions (DHR) use
dimethylbenzophenones


Compound Reaction


2,3-Dimethylbenzophenone 5
2,4-Dimethylbenzophenone 6
2,5-Dimethylbenzophenone 7
2,6-Dimethylbenzophenone 6
3,4-Dimethylbenzophenone 5
3,5-Dimethylbenzophenone 6
2,20-Dimethylbenzophenone 4
2,30-Dimethylbenzophenone 4
2,40-Dimethylbenzophenone 4
3,30-Dimethylbenzophenone 4
3,40-Dimethylbenzophenone 4
4,40-Dimethylbenzophenone 4


Values are in kJmol�1.
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reactions:


dimethylbenzophenone þ 2 benzene


! benzophenone þ 2 toluene (4)


dimethylbenzophenone þ benzene


! benzophenone þ ortho�xylene (5)


dimethylbenzophenone þ benzene


! benzophenone þ meta�xylene (6)


dimethylbenzophenone þ benzene


! benzophenone þ para�xylene (7)


and by considering the experimental standard molar
enthalpies of formation in the gas-phase, T¼ 298.15 K, of
benzene,DfH


0
m ¼ 82:6� 0:7ð Þ kJmol�1 gð Þ ,[32] of benzophenone,


DfH
0
m gð Þ ¼ 49:9 � 3:0ð Þ kJmol�1,[33] of toluene (methylbenzene),


DfH
0
m gð Þ ¼ 50:5� 0:5ð Þ kJmol�1,[32] of ortho-xylene (1,2-dim-


ethylbenzene), DfH
0
m gð Þ ¼ 19:0� 1:1ð Þ kJmol�1,[33,34] of meta-


xylene (1,3-dimethylbenzene), DfH
0
m gð Þ ¼ 17:2� 0:8ð Þ kJ-


mol�1,[33,34] and of para-xylene (1,4-dimethylbenzene),
DfH


0
m gð Þ ¼ 17:9� 1:0ð Þ kJmol�1.[33,34] Reaction (4) was used to


estimate the enthalpies of formation of the compounds with a
methyl group in each ring while Reactions (5)–(7) were used to
estimate the enthalpies of formation of the compounds with two
methyl groups inserted in the same ring. More precisely, Reaction
(5) was used to estimate the enthalpies of formation of 2,3- and
3,4-dimethylbenzophenones, Reaction (6) was used for the 2,4-,
2,6- and 3,5-dimethylbenzophenones compounds and, finally,
Reaction (7) was used for the 2,5-dimethylbenzophenone isomer.
The enthalpies of reaction calculated for each of the dimethyl-
benzophenones are reported in Table 4 together with the
estimated enthalpies of formation.
Most importantly, the calculated result for the


3,4-dimethylbenzophenone is in excellent agreement with the
experimental value, the difference between these two quantities
being only 0.4 kJmol�1. In fact, the calculated result is within the
uncertainty interval associated with the experimental one.

d to calculate the enthalpies of formation (DHf ) of the 12


DHR DHf


�11.0 �2.7
�5.1 �10.4
�6.5 �8.3


�14.4 �1.1
3.0 �16.7
1.0 �16.5


�19.6 4.3
�10.9 �4.4
�9.3 �6.0
�2.9 �12.4
�1.6 �13.7
�0.6 �14.7
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Table 5. Enthalpic increments for the double methylation of benzophenone and benzoic acid


Compound


X¼ Benzophenone X¼ Benzoic acid


D D
b


Df H
0
m ðgÞ D(methylation) Df H


0
m ðgÞ D(methylation)


X 49.9� 3.0[33] �294.4� 0.7[33,36,37]


2,3-(CH3)2X �2.7a 52.6 �345.8� 1.7[33] 51.4� 1.8 �1.2
2,4-(CH3)2X �10.4a 60.3 �355.0� 1.7[33] 60.6� 1.8 0.3
2,5-(CH3)2X �8.3a 58.2 �351.1� 1.7[33] 56.7� 1.8 �1.5
2,6-(CH3)2X �1.1a 51.0 �341.6� 1.7[33] 47.2� 1.8 �3.8
3,4-(CH3)2X �16.7a 66.6 �362.4� 1.7[33] 68.0� 1.8 1.4
3,5-(CH3)2X �16.5a 66.4 �364.5� 1.7[33] 70.1� 1.8 3.7


Values are in kJmol�1.
a Estimated values from this work.
b Difference between the enthalpies of methylation of the different dimethylbenzoic acids and similarly substituted dimethylben-
zophenones.
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Therefore, this close agreement suggests that the computational
approach used is reliable for the purposes of the present study
and the estimates for the other dimethylbenzophenones may be
considered as good estimates for the enthalpies of formation of
these compounds. As it can be seen from the results reported in
Table 4, there are several compounds for which similar enthalpies
of formation were estimated; further, the difference between the
most stable and the least stable isomer is 21 kJmol�1. As a result
of the similar torsion of the rings with respect to the carbonyl
group for 3,4-, 3,5-, 3,30-, 3,40- and 3,50-dimethylbenzophenones
when compared with unsubstituted benzophenone, these
dimethyl isomers are those for which a more negative enthalpy
of formation is estimated. However, the torsion of the rings is not
the only cause for the destabilization of the compounds since
2,6-dimethylbenzophenone is not the least stable species,
probably suggesting that there is a better electron delocalization
in one of the unsubstituted rings in the case of the 2,6-dimethyl
compound, when compared with the 2,20-dimethyl isomer where
there is a methyl group per aromatic ring. Despite the different
positioning of the chlorine substituents in 2,20-dichloro-
benzophenone, as shown in Fig. 2, the latter species was also
the least stable of the dichlorobenzophenones. However, in that
work, the 4,40-dichlorobenzophenone was themost stable isomer
while in the case of the dimethylbenzophenones, double
substitutions at positions 3 and 4 or 3 and 5 are slightly
preferred. Nevertheless, this analysis is difficult since the
differences between the enthalpies calculated for the com-
pounds listed above are smaller than the uncertainty that may
affect thermodynamic values computed with the B3LYP
approach,[10,11] despite the fact that in the present work the
same computational methodology yielded an excellent estimate
of the standard molar enthalpy of formation in the gas-phase for
the 3,4-dimethylbenzophenone compound.
The enthalpic variations for the insertion of two methyl groups


in the same ring of benzophenone are compared with the
enthalpic increments for methyl insertion at similar positions in
the ring of benzoic acid. These increments are compiled in
Table 5. The smallest D value when X is benzophenone is found
for 2,6-dimethylbenzophenone while the higher one is found for
the 3,4-isomer. The analysis of the results reported in Table 5
shows similar D values when X is benzophenone or benzoic acid,

www.interscience.wiley.com/journal/poc Copyright � 2008

which is much more evident if one considers the DD values given
in the last column of Table 5. These findings suggest that
the carbonyl group has a similar role both in the ketone and in the
acid, that is the carbonyl group has the ability to accommodate
incoming charge from the contiguous methyl groups. Recently, it
was observed in 2-R-3-methylquinoxaline-1,4-dioxides that the
presence of electron donors (X is benzyl) or electron acceptors (X
is p-nitrobenzyl) in R¼—C(——O)X substituents has similar
effects on the electronic density of the quinoxaline ring. In fact,
identical N—O bond dissociation enthalpies were calculated for
2-benzoyl-3-methylquinoxaline-1,4-dioxide and 2-p-nitrobenzoyl-
3-methylquinoxaline-1,4-dioxide.[35] Furthermore, the computed
N—O bond dissociation enthalpies in 2-tert-butoxycarbonyl-3-
methylquinoxaline-1,4-dioxide are also close to the values
calculated for 2-benzoyl-3-methylquinoxaline-1,4-dioxide suggest-
ing that the different kinds of effects (mesomeric or inductive)
associated with the substituents introduced at the position 2 of the
quinoxaline ring affect neither the electronic nor the structure of
the heteroatomic ring.
From the experimental standard gas-phase enthalpies of


formation of toluene, benzene and benzophenone given above,
the standard molar enthalpy of formation of 3,4-dimethylb-
enzophenone can be also estimated from the standard molar
enthalpy of gaseous benzophenone, (49.9� 3.0) kJmol�1, by
adding twice the value for the increment in enthalpy for methyl
substitution into benzene, that is �(32.1� 0.9) kJmol�1. The
estimated value is DfH


0
m(g)¼�(14.3� 3.1) kJmol�1, which is in


good agreement with the experimental result.

SUPPLEMENTARY MATERIAL


Table SM1 with the absolute enthalpies calculated for all
compounds considered in the present work. This material is
available free of charge in Wiley Interscience.
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Do general nucleophilicity scales exist?y
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Comprehensive nucleophilicity scales including p-, n- and s-nucleophiles have been constructed using benzhydrylium
ions and structurally related quinonemethides as reference electrophiles. It is shown how the correlation (Eqn (1)) log
k20-C¼ s(ERN), where s and N are nucleophile-specific parameters and E is an electrophile-specific parameter, has
recently been employed to characterize further classes of nucleophiles (phosphines, amines, isonitriles, trifluoro-
methanesulfonyl-substituted carbanions) and electrophiles (2-benzylideneindan-1,3-diones and benzylidenebarbi-
turic acids). Practical applications of the reactivity parameters E, N and s for developing Friedel–Crafts alkylations in
neutral alcoholic or aqueous solution and for characterizing nucleophilic organocatalysts will be discussed. Even-
tually, a new correlation equation will be presented, which includes Eqn (1), the Ritchie equation (nucleophilic
additions to stabilized carbocations), and the Swain–Scott equation (nucleophilic substitutions of methyl halides) as
special cases. Copyright � 2008 John Wiley & Sons, Ltd.
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The answer to the title question is plain: A general nucleophilicity
scale cannot exist! It is well-known that carbocations and protons
show selectivities towards alkenes, arenes and amines, which
differ considerably from those of metal cations or halogens X2. In
this lecture it will be shown, however, that useful rankings of
nucleophiles can be made on the basis of kinetic experiments,
when only carbon electrophiles are considered as reaction
partners.
One of the major problems experienced in daily life is also


encountered in chemical kinetics: You never have the proper
tools (Fig. 1). Every kineticist has made this experience: One has
an excellent idea. But when attempting to check it, one realizes
that the reaction is either too fast or too slow for the available
kinetic equipment.
In order to eliminate this problem we set up working stations


that cover all conceivable time regimes for bimolecular reactions:
Conventional kinetics – we use submersible probes with fibre
optics – for reactions which take 10 s to several days, stopped-
flow techniques for reactions from 10ms to several seconds, and
nanosecond Laser-flash spectroscopy which allows us to reach
the diffusion limit, that is, to study the fastest possible
bimolecular reactions in solution (Fig. 2).
In the next step, we have selected a reference electrophile


[(p-MeOC6H4)2CH
þ], a reference solvent (CH2Cl2), and a reference


temperature (20 8C) for constructing a comprehensive nucleo-
philicity scale applicable to these conditions. Figure 3 illustrates
the limitations of this approach. Whereas one can differentiate
the nucleophilic reactivities of slightly activated arenes and
alkenes, allylsilanes, allylstannanes and silylated enol ethers
under these conditions, more reactive and less reactive
nucleophiles cannot be characterized with this reference
electrophile. Nonactivated arenes and alkenes on the very left
of Fig. 3 do not react at all, while carbanions and enamines on
the very right react with the same rates: The rate constants for the
very fast reactions are not determined by the rate of the
bond-forming step, but by the rates with which the molecules
diffuse through the solution. The consequence is obvious: A

g. Chem. 2008, 21 584–595 Copyright �

single electrophile allows one to compare only a rather limited
group of compounds, which differ by less than 14 orders of
magnitude in reactivity. Whichever electrophile will be selected
as reference, most nucleophiles will always be outside of this
window.[1]


For that reason, we have decided to select not one, but more
than 30 structurally related electrophiles, each of which allows
one to compare a different group of nucleophiles. Imagine a
nucleophile that undergoes a diffusion-controlled reaction with
the most electrophilic carbocation shown in Fig. 4; it will react
within minutes with the ditolylcarbenium ion, within a day with
the dianisylcarbenium ion and within a couple of thousand years
with Michler’s hydrol blue. The reaction with the weakest
electrophile shown in Fig. 4 is expected to require approximately
a million times the age of the universe.
When we want to determine the reactivity of a rather weak


nucleophile, for example, toluene, we can study the rates of its
reactions with strong electrophiles. Electrophiles in the medium
range can be used for characterizing nucleophiles of intermedi-
ate reactivity, and weak electrophiles may be used for
characterizing strong nucleophiles. We are presently extending
these scales towards even weaker electrophiles and expect that
we will soon arrive at an electrophilicity scale that covers 40
orders of magnitude.
The core for these reactivity scales has been established in


2001/2002.[2–4] Figure 5 shows rate constants (log k) for the
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Figure 1. You never have the proper tools (Reproduced by permission
of Werner Tiki Küstenmacher, Gröbenzell, Germany)


Figure 2. Tools for following the kinetics of a rea


Figure 3. Construction of a nucleophilicity scale w


solvent at a given temperature
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reactions of each of the reference electrophiles (benzhydrylium
ions and structurally related quinone methides) with a series of
carbon nucleophiles. The vertical lines in Fig. 5 correspond to 29
nucleophilicity scales, each one with respect to another
electrophile. A least-squares minimization procedure according
to Eqn (1) was then employed to arrange the vertical lines in a
way that the measured rate constants match the diagonal lines
optimally. Rate constants greater than 107–108M–1 s–1 deviate
from the linear correlations, because the diffusion limit is
approached, and are not considered for the construction of the
correlation lines. Details of the correlation method have been
reported previously.[2]


log k20 �c ¼ sðN þ EÞ (1)

ction


ith respect to a certain electrophile in a certain
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Figure 4. The benzhydrylium scale: Basis for a quantitative model of polar organic reactivity
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Each of the electrophiles is thus characterized by an
electrophilicity parameter E and each of the nucleophiles is
characterized by the nucleophilicity parameter N (¼ negative
intercept on the abscissa) and the slope parameter s. For historic
reasons (our work started with kinetics of the reactions of
carbocations with alkenes) the bis(4-methoxyphenyl)carbenium
ion was assigned E¼ 0 and 2-methylpent-1-ene was assigned
s¼ 1.0. We have previously discussed that it is advantageous to
characterize nucleophilicities by N, the intercept on the abscissa
(instead by the intercept on the ordinate), because the intercept
on the x-axis, other than that on the y-axis, is always within or
close to the experimentally relevant range.[5–8]


One referee raised the question whether linear free
energy relationships should work over such a wide range. As

Figure 5. Fit of second-order rate constants for electrophile nu
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mentioned earlier,[9,10] we are also astonished by these long
linear ranges. The Leffler–Hammond effect should cause a
downward- bending and the frontier orbital effect should cause
an upward-bending as onemoves from bottom left to top right in
Fig. 5. We thus need two nonlinear effects which compensate
each other to explain the long linear correlations. Not
satisfactory! Theoreticians are challenged to provide a better
explanation.
The electrophilicity scale established in 2001/2002 (Fig. 6) has


been employed in the following years to identify the reactivities
of numerous classes of nucleophiles by plotting log k against the
electrophilicity parameters E of Fig. 6 and determining N and s
according to Eqn (1) by least squares minimization. Because this
topic has already been reviewed,[1] we will now demonstrate the

cleophile combinations (20 8C) to Eqn (1)
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Figure 6. Benzhydrylium ions and structurally related quinonemethides


as reference electrophiles


Figure 7. Exponential decay of absorbance during the reaction of a


benzhydrylium ion and a triarylphosphane (dichloromethane, 20 8C)


Figure 8. Effect of phosphane concentration on the decay of absor-


bance during the reaction with a benzhydrylium ion (dichloromethane,
20 8C)
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method of determining the nucleophile-specific parameters N
and s with examples published since the appearance of that
review and will discuss applications of the scales.
When a benzhydrylium salt is mixed with a high excess of a


triarylphosphane,[11] a fast, exponential decay of the benzhy-
drylium absorbance is observed (Fig. 7). When less electrophilic
benzhydrylium ions are employed, a complete consumption of
the benzhydrylium ions is only observed at very high phosphane
concentrations (Fig. 8) due to the reversibility of these reactions.
Experiments of this type have then been performed with


different phosphanes and different benzhydrylium ions. For the
evaluation, log kwas plotted versus E, and the negative intercepts
on the abscissa yield the nucleophilicity parameters N which
allow us to compare the nucleophilic reactivities of phosphanes
with those of carbanions, enamines and enol ethers (Fig. 9).
Extensive studies of the reactivities of amines, amino acids and


simple di- and tripeptides in water were performed analo-
gously.[12,13] Plots of log k versus the electrophilicity parameters
E of the benzhydrylium ions were linear, and the negative
intercepts on the abscissa again provided the nucleophilicity
parameters N of amines which can now be compared with those
of carbanions and enamines (Fig. 10).
The order of the nucleophilicities N of amines is in full accord


with the results of previous kinetic investigations.[14–18] By
determining their reactivities towards benzhydrylium ions, it has
become possible to include N-nucleophiles in the comprehensive
nucleophilicity scales based on Eqn (1). Our investigations
corroborate that pKaH is a very poor measure for relative amine
nucleophilicities. Thus, aniline is much more nucleophilic than
ammonia despite its 105-fold lower basicity. On the other hand,
secondary amines are 102–103 times more nucleophilic than
typical primary alkyl amines despite the fact that their pKaH values
are almost identical (Fig. 11).
The benzhydrylium method has recently been employed to


characterize the nucleophilicities of isocyanides (Fig. 12).[19,20] We
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Figure 9. Determination of nucleophilicity parameters for P-nucleophiles


Figure 10. Determination of nucleophilicity parameters for primary and secondary amines in water
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find an exponential decay of the benzhydrylium absorbances,
when benzhydrylium ions are combined with a large excess
of isocyanides. From the slopes of the linear plots of the
pseudo-first-order rate constants versus the isocyanide concen-
trations we obtain the second-order rate constants, and trapping
of the initial reaction products with silylated ketene acetals
proves that the reaction, which we have monitored photometri-
cally, is the formation of the nitrilium ions (Fig. 12).

www.interscience.wiley.com/journal/poc Copyright � 2008

The same type of experiment is now done with different
isonitriles and different benzhydrylium ions, and one can see that
the nucleophilic reactivities of isonitriles are only slightly affected
by the substituents. The nucleophilicities of isonitriles are
comparable to those of allylsilanes and silylated enol ethers
(Fig. 13).
Stefan Berger[21] investigated the nucleophilicities of trifluoro-


methanesulfonyl-stabilized carbanions, which have previously

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 584–595







Figure 11. Correlation of nucleophilicityN and Brønsted basicity pKaH of
amines in water


Figure 12. Absorption decay at 593 nm for the reaction of Ar2CH
þ BF4


�


(R¼N(CH3)CH2CF3) with tert-butyl isocyanide (dichloromethane, 20 8C)
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been reported by Terrier to have unique properties, because the
conjugate CH acids (sulfones) are more acidic in DMSO than in
water.[22–24] One can see that the plots of log k versus E (Fig. 14)
are similar to the correlations discussed above. The magnitudes
of the N and s parameters are comparable to those of other
stabilized carbanions.
We were astonished, however, by the location of these


carbanions in an N versus pKaH plot (Fig. 15). It is well-known that
even within the class of carbanions the relationship between
nucleophilicity and Brønsted basicity is rather poor.[25,26] Because
Terrier had shown that the trifluoromethanesulfonyl group does
not stabilize carbanions by resonance effects and that these

Figure 13. Determination of nucleophilicity parameters for iso


www.interscience.wiley.com/journal/poc Copyright � 2008

carbanions have an sp3-hybridized carbanion centre,[22–24] we
had expected their reactions with electrophiles to have low
intrinsic barriers with the consequence that these carbanions
appear at the upper edge of this ‘correlation corridor’. The
opposite is true: All trifluoromethanesulfonyl-substituted carba-
nions sit at the lower edge of the ‘correlation corridor’, that is,
these carbanions react via high intrinsic barriers. We have
concluded therefore that in DMSO the major contribution to the
intrinsic barriers for these reactions comes from the desolvation

cyanides in dichloromethane
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Figure 14. Determination of nucleophilicity parameters for trifluoromethanesulfonyl-stabilized carbanions in DMSO


Figure 15. Correlation between nucleophilicity N and Brønsted basicity
pKaH of carbanions in DMSO
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of the carbanions and not from the nonperfect synchronization of
resonance stabilization.[21]


Figure 16 summarizes that the benzhydrylium method allows
us to directly compare reactivities of nucleophiles of widely
differing structure.[27–31] In a variety of studies, we have shown
that this order of nucleophilicities also holds for reactions with
other types of carbocations (excluding exceedingly bulky systems
such as tritylium ions) though the correlations are now of lower
quality.[8,32]


Figures 17 and 18 show examples how to use these scales in
practice. Figure 17 compares nucleophilicities of p-systems with
those of solvents.[33] Because the nucleophilicity parameters of
solvents refer to first-order rate constants, we called them N1. If

www.interscience.wiley.com/journal/poc Copyright � 2008

1M solutions of the p-nucleophiles are considered, the two scales
become directly comparable, and one can see that many
p-systems are more nucleophilic than 2,2,2-trifluoroethanol (TFE)
and that several of them are even more nucleophilic than water.
We had, therefore, concluded that it should be possible to


generate carbocations under SN1 conditions in aqueous or
alcoholic solution and trap the intermediate carbocations by
p-systems which are more nucleophilic than the corresponding
solvents. Friedel–Crafts alkylations in neutral aqueous or alcoholic
solutions should result (Fig. 18). This has, indeed, been realized.
When p-methoxybenzyl chloride was added to solutions of


xylene, mesitylene or anisole in trifluoroethanol buffered
by NH4HCO3, good yields of Friedel–Crafts products have been
obtained.[34,35] Because arenes have higher s parameters, these
products were isolated even when the N values of the arenes
were slightly smaller than N of trifluoroethanol (Fig. 19).
Indoles and pyrroles are so nucleophilic that they even trap


carbocations which are generated under SN1 conditions in
aqueous acetone (Fig. 20).[36] Treatment of these hetarenes with
allyl bromides in aqueous acetone in the presence of ammonium
hydrogencarbonate as an acid quencher yielded the products of
electrophilic aromatic substitution in good yields. It will be hard
to find conditions for the allylation of indoles and pyrroles which
are milder than those described in Fig. 20. It has to be mentioned,
however, that the reaction is not highly regioselective, and that in
most cases the preferred b-attack is accompanied by approxi-
mately 10% of a-attack.
It has been shown that the nucleophilicity parameters derived


from reactions with benzhydrylium ions (e.g. Fig. 16) also hold for
reactions with electron-deficient arenes[37,38] and ordinary
Michael acceptors[39] though these correlations are of lower
quality than those used for the characterization of nucleophiles
(e.g. Figs 5, 9, 10, 13 and 14). Two more recently investigated
groups of Michael acceptors are benzylideneindan-1,3-diones[40]


and benzylidenebarbituric and -thiobarbituric acids.[41]


Figures 21 and 22 illustrate that plots of (log k)/s versus N are
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Figure 16. Comparison of the reactivities of different types of nucleophiles (in dichloromethane if not mentioned otherwise;


mixtures of solvents are given as v/v)
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linear with slopes of 1.0 as required by Eqn (1). We can thus
assume that the nucleophilicity parameters N and s derived by
the benzhydrylium ion method also hold for a large variety of
reactions with Michael acceptors.
Figures 21 and 22 show that the rate constants for


trifluoromethanesulfonyl substituted carbanions as well as for
the 1-nitroethyl and the 2-nitropropyl anion are generally
below the correlation lines. Asghar and Crampton[42] reported
that these types of carbanions also react more slowly than
expected with sterically demanding electrophiles such as 1,3,5-
trinitrobenzene and assigned these deviations to steric effects.
Because benzylidene-indan-1,3-diones, benzylidene-barbituric
and benzylidene-thiobarbituric acid can be expected to have
larger steric requirements than the benzhydrylium ions which
were used as reference electrophiles for calibrating the
nucleophilicity parameters of these carbanions, steric effects
may also account for some of the deviations from the correlation
lines in Figs 21 and 22.
Combinations of nucleophiles with electrophiles are the


key-steps of many organocatalytic cycles as illustrated for the

www.interscience.wiley.com/journal/poc Copyright � 2008

Baylis–Hillman reaction in Fig. 23 (steps 1 and 2). We, therefore,
set out to employ the benzhydrylium tool for examining the
efficiency of organocatalysts.[43–45]


Figure 24 shows that N and s for DMAP (4-dimethylamino-
pyridine) can be determined from the second-order rate
constants (determined by the stopped-flow technique) of the
reactions of DMAP with benzhydrylium ions of �10� E��7.[43]


We failed, however, to determine the nucleophilicities of DABCO
(1,4-diazabicylo[2.2.2]octane) and quinuclidine analogously.
Benzhydrylium ions with E>�9 reacted so fast that they could
not be followed by the stopped-flow method while carbocations
with E<�9 did not react at all with DABCO and quinuclidine.
Therefore, ns-laser flash techniques have been employed to
measure the reactivities of the bicyclic amines. Figure 24 shows
that they react 103 times faster than DMAP.[44,45]


On the other hand, Fig. 25 shows that the equilibrium
constants determined with respect to benzhydrylium ions follow
just the opposite order. DMAP, the considerably weaker
nucleophile, is a 650-fold stronger Lewis base than DABCO.[44,45]


In summary, DABCO is a 103 times better nucleophile and a 106
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Figure 17. Comparison of the nucleophilicities of p-nucleophiles and


solvents (AN: acetonitrile, TFE: 2,2,2-trifluoroethanol; mixtures of solvents


are given as v/v)


Figure 18. Acid-free Friedel–Crafts alkylations: Trapping of the
intermediates of SN1 solvolysis reactions by p-nucleophiles


Figure 19. Electrophilic benzylations in buffered trifluoroethanol


solutions


Figure 20. Allylations and benzylations of indole


Figure 21. Correlation of (log k)/s with the nucleophilicity parameter N
for the reactions of four 2-benzylideneindan-1,3-diones with carbanions


in DMSO at 20 8C. The correlation lines are fixed at a slope of 1.0, as


required by Eqn (1). Rate constants for reactions with the anions of


2-nitropropane (N¼ 20.61) and of nitroethane (N¼ 21.53) are put in
parentheses because they were not included for the calculation of the


correlation lines
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Figure 22. Plot of (log k)/s versus N for the reactions of benzylidene


barbituric and thiobarbituric acids with selected carbanions (DMSO,


20 8C). The correlation lines are fixed at a slope of 1.0, as required by
Eqn (1)


Figure 23. Catalytic cycle for an amine-catalyzed Baylis–Hillman


reaction


Figure 24. Characterization of the nucleophilicities of organocatalysts


(in acetonitrile at 20 8C)


Figure 25. Comparison of the carbon basicities of DABCO and DMAP
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times better nucleofuge than DMAP. If side reactions, initiated by
these amines are unimportant, one can conclude that DABCO will
be the superior organocatalyst in Baylis–Hillman reactions if the
rates of addition (step 1) or elimination (step 4) are crucial but
that DMAP will be superior if reactivity is controlled by the
concentration of the zwitterionic intermediate.[46,47]


Hoz and Speizman[48] as well as Pross[49] pointed out that the
relative reactivities of CN�, OH� and N�


3 in water towards
carbocations (Ritchie’s Nþ) are opposite to those towards methyl
halides (Swain-Scott n) and concluded that nucleophilicity with
respect to Csp2 centres is not related to nucleophilicity with
respect to Csp3 centres. This conclusion was contradicted by
Richard who reported linear correlations between Ritchie’s Nþ
and Swain–Scott’s n parameters.[50] Analogously, Bunting found
that the reactivities of amines towards the N-methyl-4-
vinylpyridinium ion (Csp2-electrophile) correlate linearly with

www.interscience.wiley.com/journal/poc Copyright � 2008

the reactivities towards methyl 4-nitrobenzene-sulfonate
(Csp3-electrophile).


[15]


Figure 26 plots (log k)/s for the reactions of O-, N-, P- and
C-nucleophiles with the S-methyl-dibenzothiophenium ion
towards the nucleophilicity parameters N. A good linear
correlation over a wide range of reactivity is observed,[51,52]


showing that the nucleophilicity parameters N and s, which have
been derived from reactions with benzhydrylium ions, are also
relevant for SN2 reactions of these nucleophiles. A similar
correlation has been reported for reactions with methyl
iodide.[51,52]


However, the slope of the correlation shown in Fig. 26 does not
equal 1 as required by Eqn (1), indicating that the benzhy-
drylium-based nucleophile-specific parameters N and s can only
be applied for SN2 reactions when an additional, electrophile-
specific slope parameter sE is added.


[51,52] For the same reason as

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 584–595
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Figure 26. Reactions of the S-methyldibenzothiophenium ion with sol-


vents and solutions of nucleophiles in methanol (rate constants are from


References [33,51–53])


Figure 27. Relationships between the different correlation equations for
electrophile nucleophile combinations
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discussed in the context of Fig. 5, sE is put before the parentheses
which comprise the sum of E and N. For the sake of clarity, the
nucleophile-specific parameter s defined in Eqn (1) is now
renamed as sN, but it should be emphasized that no new
parameterization is performed and that the nucleophile-specific
parameters N and swhich have been derived from reactions with
benzhydrylium ions can now be employed for describing SN2
reactions. The analogy of this correlation with the extended
Winstein–Grunwald equation,[54–56] which also employs nucleo-
phile- and electrophile-specific sensitivity parameters is obvious.
Figure 27 shows that the general correlation equation given on


top simplifies to Eqn (1) if only reactions of nucleophiles with
carbocations are considered (sE¼ 1). In previous work,[32] we have
already reported that most of the nucleophiles studied by Ritchie
have nucleophile-specific slope parameters of sN� 0.6. Figure 27

www.interscience.wiley.com/journal/poc Copyright � 2008

shows that substitution of this value into our 1994 correlation
(Eqn (1)) converts it into the Ritchie equation. Interestingly, water
has a higher value of sN¼ 0.89 than most other nucleophiles with
a lone pair of electrons. Therefore, water which was originally
selected as the reference nucleophile by Ritchie (Nþ¼ 0), does
not match the Ritchie equation well. Ritchie[57] noticed this
behaviour during the development of his scales and later
replaced water by hydroxide (Nþ¼ 4.75) as the reference
nucleophile.
Swain and Scott[58] also predominantly used nucleophiles with


sN� 0.6 for their studies of SN2 reactions. When sN is substituted
by this number in the general equation on top of Fig. 27, an
expression is obtained which is equivalent to the Swain–Scott
equation.
It has thus been shown that the Ritchie and the Swain–Scott


equations are special cases of the general relationship on top of
Fig. 27. Future work has to concentrate on merging of these
correlations and interpretations of the physical basis of sE, sN, E
and N.
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The effects of selected metal ions on the gas-phase acidity of weak organic acids have been explored using the DFT
andMoller–Plesset Perturbation Theory (MP2) calculations. The three organic acids selected for this study were acetic
acid (aliphatic), benzoic acid (aromatic), and glycine (amino acid). The acidities of these compounds are compared
with the acidity of their LiR-, NaR-, and KR-complexed species. The results indicate that upon complexation
with LiR, NaR, and KR at 298K, the gas-phase acidity of acetic acid, for example, varies from 345.3 to 218.8,
230.2, and 240.1 kcal/mol, respectively (i.e., its dissociation becomes much less endothermic). These values indicate
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INTRODUCTION


Gas-phase acidity of organic compounds (Eqn (1)) has been
extensively investigated because it eliminates the effects of
solvent and thus lets us study the intrinsic factors which influence
the acidity of an organic compound.[1,2] These factors include the
electronic effects of various groups present in acid. For example,
gas-phase acidities of aliphatic acids seem to increase with the
size of the alkyl group likely due to the greater polarizabilities of
the larger groups. But this order is contrary to that found in
solution because the larger anions are less tightly solvated than
the smaller anions. On the other hand, the pK values determined
in the solution are influenced by the solvent and other conditions
of the measurement. The nature of solvent in which the extent or
rate of deprotonation is determined has a significant effect on the
apparent acidity.[3]


Acidities in the gas phase also provide the data with which one
can compare calculations based on high-level molecular orbital
theory and thus test the origins of structural effects on the acidity.
The large endothermic value of the DH for proton dissociation
(e.g., DH


0


acid of Eqn (1)) in the gas phase shows both inherent
instability of the conjugate base and also the electrostatic
attraction between the oppositely charged conjugate base and
proton. Gas-phase acidities vary over a wide range, for instance,
from 420 to 350 kcal/mol for hydrocarbons and from 340 to
309 kcal/mol for carboxylic acids.[4] These acidities enhance by
withdrawing groups, such as chloro and fluoro groups, that will
delocalize negative charge in the conjugate base.[5]


It is well known that Lewis acids play important role as catalysts
and include the alkalic-metal cations and divalent ions such
as Mg2þ, Ca2þ, Zn2þ, and so on.[6] The catalytic activity of metal
ions originates in the formation of a donor–acceptor complex
between the cation and the reactant, which must act as a Lewis
base.[7] For instance, in many synthetic reactions, Lewis acids are

g. Chem. 2008, 21 112–118 Copyright �

used to enhance the enolization of an aldehyde or ketone as well
as to enhance the electrophilicity of the carbonyl carbon.[8]


Ren et al. have reported the effect of the Lewis acid BF3 on the
gas-phase acidity of acetaldehyde.[9] They found computationally
and experimentally that the acidity of acetaldehyde complexed
with BF3 increases about 50 kcal/mol (Equivalent to 36 pKa units
in solution). The gas-phase acidity of acetaldehyde was found to
be 365.8 kcal/mol, while its complex with BF3 was found to
be 316 kcal/mol. This makes the acetaldehyde–BF3 complex
approximately as acidic as HI (314 kcal/mol) in the gas phase.
However, to our best of knowledge, a survey of the literature


shows no report concerning the effects of metal cations (as Lewis
acids) on the acidity of organic acids in the gas phase. The aim of
this study is to computationally illustrate to what extent the Lewis
acids (such as Liþ, Naþ, and Kþ) can increase the acidity of weak
organic acids in the gas phase. The acidities of three sample
acidic compounds (denoted by RCOOH in Eqn (1)) including
acetic acid (aliphatic), benzoic acid (aromatic), and glycine (amino
acid) were first calculated based on Eqn (1). Then, using the same
computational methods, the acidities of the metal-complexed
species of these three sample acids (denoted by [RCOOHM]þ,
where Mþ includes Liþ, Naþ, or Kþ) were also calculated based
on Eqn (2). Ultimately, DH


0


acid (RCOOH) (i.e., the acidity of free
acid) has been compared with DH


0


acid [RCOOHM]þ (i.e., the acidity
of metal-complexed acid) based on the following dissociation

2007 John Wiley & Sons, Ltd.







Table 1. Experimental and computed DHacid values at 298 K
in kcal/mol. The basis set for all calculation levels is
6–311þþg**


Experimental B3LYP MPWLPW91 MP2


Acetic acida 348.1� 2.2 345.3 347.8 353.4
Benzoic acidb 340.2� 2.2 338.4 340.2 346.2
Glycinec 341.6� 2.1 340.1 342.5 349.2


a Reference [26].
b Reference [27].
c


DRASTIC METAL ION INFLUENCE ON ACIDITY

Eqns (1) and (2):


(1)


Or briefly: RCOOH!RCOO�þHþ
DH0


rxn ¼DH0
acid(RCOOH)


(2)


Or briefly: [RCOOHM]þ!RCOOMþHþ
DH0


rxn ¼DH0
acid

Reference [11].

COMPUTATIONS


Calculations were carried out using Spartan software.[10] For
glycine and its Liþ-, Naþ-, and Kþ-complexed species, we used
their most stable conformers as reported in the literature. For
acetic acid and benzoic acid and their Liþ-, Naþ-, and Kþ-
complexed species, the conformer search was performed using
the 6-31g* basis set and three levels of theory including the
Becke three parameter hybrid exchange and Lee–Yang–Parr
correlation density functional (B3LYP),[11,12] second-order Mol-
ler–Plesset Perturbation Theory (MP2),[13,14] and MPW1PW91.[15]


All three methods gave the same geometry for the lowest energy
conformer (LEC) of each species. The LEC of each species was
then optimized using B3LYP, MP2, and MPW1PW91 and the
6-311þþg(d, p) basis set. This basis set was selected for all
calculations as it contains both polarized basis set and diffuse
functions. Diffuse functions are particularly important for systems
where electrons are relatively far from the nucleus including
molecules with lone pairs and anions.[16–19] All of the resulting
energetic quantities include zero-point energies and have been
adjusted to 298.15 K. The computed thermochemical values at
298 and 0 K are respectively given in the text and Supporting
Information. Tables and figures given in Supporting Information
are denoted by S.

Table 2. DHacid at 298 K for [RCOOHM]þcomplexes in kcal/
mol. The basis set for all calculation levels is 6–311þþg**


B3LYP MPWLPW91 MP2


Acetic acid
Liþ 218.7 220.7 227.0
Naþ 230.2 232.7 239.6
Kþ 240.1 240.9 —


Benzoic acid
Liþ 220.6 221.8 226.3
Naþ 231.0 231.9 238.0
Kþ 240.0 241.2 247.2


Glycine
Liþ 233.7 235.8 240.8
Naþ 239.9 242.2 247.7
Kþ 245.2 247.2 253.8


1


RESULTS AND DISCUSSION


Acidity of free acid


To calculate the acidity of acetic acid, benzoic acid, and glycine,
the LECs (or minima) for the acid RCOOH and its conjugate base
RCOO� were first explored. For glycine, the most stable con-
former was used, as reported by Hu. et al.[20] In this conformer, the
O—H group adopts the trans position with respect to the main
skeleton which allows intramolecular hydrogen bonding
between the C——O and NH2 groups.
The LECs of these sample acids and their conjugate bases were


then optimized by B3LYP, MPW1PW91, and MP2 levels using
the basis set 6-311þþg(d, p). The representative optimized
structures for RCOOH are given in Fig. 1S (in Supporting
Information). The absolute energies for RCOOH and RCOO� are
given in Table 1S. Subsequently, based on Eqn (1), the acidity of
RCOOH was calculated using


DH0
acidðRCOOHÞ ¼ DU þ DðPVÞ


¼ U½RCOO�� þ U½Hþ� � U½RCOOH� þ 2:5RT (3)

J. Phys. Org. Chem. 2008, 21 112–118 Copyright � 2007 John W

In Eqn (3), U is the calculated absolute energy and 2.5RT is the
kinetic energy contribution of Hþ at 298 K. U[Hþ]¼ 0 because Hþ


has no electron. This contribution is zero at 0 K. The computed
acidities at 298 and 0 K are given in Table 1 and Table 2S,
respectively. The experimental acidity values for the three acids
studied herein are also provided in Table 1. As is apparent from
this table, the computed acidity values at the B3LYP and
MPW1PW91 levels are in good accordance with the experimental
values.


Acidity of metal-complexed acid


The acidities of the three metal-complexed acids were calculated
based on Eqn (2). The energetically possible conformers of each
[RCOOHM]þ and those of its conjugate base RCOOM were first
explored. For Liþ-, Naþ-, and Kþ-complexed glycine, we used the
LECs reported by Russo and co-workers.[16] All three compu-
tational levels provided the same geometry for the LECs of
[RCOOHM]þ and RCOOM, whereas for [RCOOHM]þ we could not
find the LECs by the MP2 method.
The LECs of the [RCOOHM]þ and RCOOM species were then


reoptimized using B3LYP, MPW1PW91, and MP2 levels using the
basis set 6-311þþg(d, p). The representative structures for the
LECs of [RCOOHM]þ and RCOOM optimized at the B3LYP level;
the energies of the optimized structures are respectively given in
Figs. 2S and 3S, and Table 3S. Based on Eqn (2), the acidity of
[RCOOHM]þ at 298 K was calculated by using Eqn (4) whose
results are given in Table 2. The computed acidity values at 0 K are

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 3. Metal ion affinities (MIAs) of RCOOH and RCOO� in
kcal/mol at 298 K. The basis set for all calculation levels is
6-311þþg**


B3LYP MPW1PW91 MP2


Acetic acid
Liþ 43.9 43.1 45.2
Naþ 30.1 29.5 31.5
Kþ 21.8 20.6 —


Acetate
Liþ 169.1 170.3 171.6
Naþ 145.2 144.6 145.3
Kþ 127.0 127.5 —


Benzoic acid
Liþ 47.0 45.7 45.4
Naþ 32.5 31.5 30.6
Kþ 23.6 23.1 21.5


Benzoate
Liþ 164.8 164.1 165.3
Naþ 139.8 138.8 138.8
Kþ 121.9 122.0 120.5


Glycine
Liþ 59.7 57.9 62.7
Naþ 39.1 39.6 43.1
Kþ 28.6 27.9 30.8


Glycine (anion)
Liþ 165.6 165.3 167.6
Naþ 140.9 140.17 141.1
Kþ 122.9 123.3 122.6
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given in Table 4S.


DH0
acid½RCOOHM�þ ¼ DU þ DðPVÞ


¼ U½RCOOM� þ U½Hþ� � U½RCOOHM�þ þ 2:5RT (4)


A comparison of Tables 1 and 2 demonstrates how drastically
the acidity (DH


0


acid) of acetic acid, benzoic acid, and glycine
increases upon complexation with Liþ, Naþ, and Kþ. For instance,
the B3LYP results given in Tables 1 and 2 indicate that upon
complexation with Liþ, Naþ, and Kþ at 298 K, respectively: (a) the
acidity of acetic acid has changed from 345.3 to 218.8, 230.2, and
240.1 kcal/mol; (b) the acidity of benzoic acid has changed from
338.4 to 220.6, 231.0, and 240.0 kcal/mol; and (c) the acidity of
glycine has changed from 340.1 to 233.7, 239.9, and 245.2 kcal/
mol. Thus, the acidity values of a weak organic acid such as acetic
acidmay be enhanced bymore than 100 kcal/mol (i.e., it becomes
less endothermic) when it is complexed with Liþ, Naþ, or Kþ. It is
worth mentioning that these acidity values are even less
endothermic than the DH


0


acid of the most acidic compound
(which is considered a super acid) in the gas phase, made recently
by Strittmatter et al. with a DH


0


acid of 252.6� 3.1 kcal/mol.[23]


Based on Eqn (2), both the acid RCOOH and its conjugate base
RCOO� can combine with the ionic metal Mþ to make the
corresponding complexes [RCOOHM]þ and RCOOM, respectively.
However, as qualitatively expected, the reason the acidity of a
metal-complexed weak organic acid is so drastically enhanced is
due to the higher metal affinity of the conjugate base RCOO�


compared with that of the acid RCOOH. This is due to higher
electrostatic attractions present in RCOOM between Mþ and the
negative charge on oxygen (see Eqn (2)). To quantitatively
explore this matter, we have calculated the metal ion affinities
(MIAs) of the acid RCOOH and its conjugate base RCOO�, the
results of which are given in the following section.


Metal ion affinities of the acid RCOOH and its conjugate
base RCOOS


MIAs for RCOOH and RCOO� were calculated using the following
reactions:

(5)


(6)

In Eqns (5) and (6), the absolute energies of all species except
that of Mþ are given in Table 3S. The absolute energies of Mþ


were also calculated at B3LYP, MPW1PW91, and MP2 levels using
the basis set 6-311þþG** whose results are given in Table 5S. The
MIAs of RCOOH and RCOOM were calculated by using Eqns (7)
and (8), respectively.[16]


MIA ðRCOOHÞ ¼ �DU � DðPVÞ


¼ �U½RCOOHM�þ þ U½RCOOH� þ U½Mþ� þ 2:5RT (7)

www.interscience.wiley.com/journal/poc Copyright � 2007

MIA ðRCOO�Þ ¼ �DU � DðPVÞ


¼ �U½RCOOM� þ U½RCOO�� þ U½Mþ� þ 2:5RT (8)


In Eqns (7) and (8), U is the computed absolute energy and
2.5RT is the kinetic energy contribution of Mþ at 298 K. The MIAs
of RCOOH and RCOO� were calculated for each acid at B3LYP,

MPW1PW91, and MP2 levels using the basis set 6-311þþg(d, p).
These computed MIAs at 298 and 0 K are given in Table 3 and
Table 6S, respectively.
As shown in Table 3, for all three acids, theMIA of the conjugate


base RCOO� is much higher than that of the acid RCOOH.
Moreover, for all acids examined herein, the MIAs of both RCOOH
and RCOO� decrease from Liþ to Kþ. For example, as given in
Table 3, the Liþ, Naþ, and Kþ affinities for acetic acid are res-
pectively 43.8, 30.1, and 21.8 kcal/mol at B3LYP/6-311þþg(d, p).
The Liþ, Naþ, and Kþ affinities for the acetate anion are

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 112–118







Table 4. B3LYP/6-311þþg** O–H bond dissociation energies
(BDE), electron affinities (EA), and DHacid in kcal/mol


EA BDE DHacid


Acetic acid 73.0 104.7 345.3
Liþ 208.5 113.6 218.8
Naþ 192.5 109.1 230.2
Kþ 181.3 107.9 240.1


Benzoic acid 80.2 104.9 338.4
Liþ 199.1 106.1 220.6
Naþ 188.4 105.8 231.0
Kþ 178.9 105.3 240.0


Glycine — — 340.1
þ


DRASTIC METAL ION INFLUENCE ON ACIDITY

respectively 169.1, 145.2, 127.0 kcal/mol at B3LYP/6-311þþg(d, p).
These trends in the MIAs of RCOOH and RCOO� are in accordance
with the hard–soft acid–base concept.[21] The better matched the
donor and acceptor, the stronger the complexation. For instance,
for the Liþ-acetate complex, the hard–hard electrostatic inter-
actions between Liþ and O� result in stronger metal complexation,
as compared with the Naþ-acetate and Kþ-acetate complexes.
It is also interesting to mention that several linear correlations


between various calculated thermochemical values and the
atomic numbers (Z) of the metal ions of Liþ, Naþ, and Kþ were
found. For instance, using the data given in Table 3, we obtained
the linear plots shown in Figs. 4S–9S. Such a linear correlation
between measured MIA and Z for the metal complexes of many
biomolecules with Liþ, Naþ, Kþ could be found using the data
given in literature.[22]

Li 186.0 106.0 233.7
Naþ 172.9 99.2 239.9
Kþ 162.8 94.5 245.2

The homolytic O—H bond dissociation energy (BDE) of


[RCOOHM]R


As discussed above, the acidity of a weak acid is drastically
enhanced upon metal complexation. Another interesting feature
could be the effect of the ionic metal complexation of a weak acid
on O—H BDE. We have calculated the O—H BDE for a
metal-complexed acid based on the following homolytic bond
dissociation reaction:


(9)


or briefly


RCOOHMþ ! RCOOM�þ þ H� DH0
rxn


¼ BDE


The O—H BDEs for various metal-complexed acids can be
calculated using the following equation[24]:


BDEðO� H of RCOOHMþÞ


¼ DH0
acidðRCOOHMþÞ � IPðH�Þ þ EAðRCOOM�þÞ (10)


Eqn (10) is derived from the following thermodynamic cycle:
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In this thermodynamic cycle, DH
0


acid (RCOOHMþ) was already
calculated and given in Table 2 and IP(H


.
)¼ 313.58 kcal/mol.


The only parameter to be calculated is EA (RCOOM
.þ), which is


the electron affinity of the radical cation RCOOM
.þ. This


value has been calculated using the computed absolute
energies of RCOOM and RCOOM


.þ (Table 3S). The calculated
EA (RCOOM


.þ), DH
0


acid [RCOOHM]þ, and the O—H BDE of
[RCOOHM]þ (obtained from Eqn (10)) are given in Table 4. As
shown in Table 4, upon Liþ, Naþ, and Kþ complexation, the O—H
BDEs of acetic acid and glycine change remarkably. The OH
BDE for benzoic acid, however, does not vary considerably
upon complexation with these three metal ions. To get an
insight into origin of these trends in the calculated OH BDEs of
[RCOOHM]þ, we have also calculated DH


0


rxn for the following
isodesmic reaction 11. This DH


0


rxn value (designated by DH
0


rad)
indicates to what extent the metal ion affects the OH BDE of the
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acid:

(11)


Table 5. B3LYP/6311þþg** DHrad at 298 K in kcal/mol


Mþ RCOO.þ RCOOHMþ! RCOOHþ RCOOM.þ


Acetic acid Liþ 8.9


Naþ 4.4


Kþ 3.2


Benzoic acid Liþ 1.2


Naþ 0.9


Kþ 0.4

The absolute energies of each species in Eqn (11) (Table 3S)
were used to calculate the DH


0


rad values for acetic acid and
benzoic acid whereMþ is Liþ, Naþ, or Kþ. These resulting values at
298 and 0 K are given in Table 5 and Table 7S, respectively. As
seen in Table 5, DH


0


rad values for acetic acid are 8.9, 4.4, and
3.2 kcal/mol whenMþ is Liþ, Naþ, or Kþ, respectively. On the other
hand, the small DH


0


rad values for benzoic acid indicate that Eqn
(11) for benzoic acid is almost thermoneutral and thus its OH BDE
does not greatly vary upon its complexation with Liþ, Naþ, or Kþ.
This suggests that the phenyl group, as a mild electron-donating
group, can compensate some of the electron deficiency of

Table 6. B3LYP/6-311þþg** theoretical and experimental values for DHacid, electron affinities (EA), and O–H bond dissociation
energies (BDE) in kcal/mol


DHacid EA BDE


Exp Calc Exp Calc Exp Calc


HCO�
2
a 345.3� 2.2 80.3� 0.3 112.4� 2.2


CH3CO
�
2
b 348.1� 2.2 345.3 77.3� 1.8 73.0 111.8� 1.8 104.7


C6H5CO
�
2
c 340.2� 2.2 338.3 85.3� 2.3 80.2 111.9� 3.2 104.9


d
333.4� 2.8 91.1� 2.3 110.9� 3.6


e


328.4� 5.2 96.2� 1.6 111.0� 5.4


f
309.9� 5.0 111.8� 1.2 108.1� 5.1


CH3CO
�
2 Li


þ 218.8 208.5 113.6


CH3CO
�
2 Na


þ 230.2 192.5 109.2


CH3CO
�
2 K


þ 240.1 181.3 107.9
C6H5CO


�
2 Li


þ 220.6 199.1 106.1


C6H5CO
�
2 Na


þ 231.0 188.4 105.8


C6H5CO
�
2 K


þ 240.0 178.9 105.3


NH2CH2CO
�
2 Li


þ 233.7 186.0 106.0
NH2CH2CO


�
2 Na


þ 239.9 172.9 99.2


NH2CH2CO
�
2 K


þ 245.2 162.8 94.5


a Reference [25].
b Reference [26].
c Reference [27].
d Reference [28].
e Reference [29].
f Reference [30].
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Figure 1. B3LYP/6-311þþg** proton affinity versus electron affinity (EA)
of corresponding radical [DHacid¼ (�1.0261� EA)þ 424.46, R2¼ 0.99]
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—COO radical produced upon its metal complexation. This
observation is also in accordance with the charge distribution
(Table 8S) on the oxygen and hydrogen atoms in acetic acid and
benzoic acid and their metal complexes. As seen in Table 8S, the
polarity of OH bond in acetic acid changes significantly upon its
metal complexation and thus its OH BDE is altered. However, for
benzoic acid, the polarity of OH bond does not vary notably upon
metal complexation and thus its OH BDE is almost unaffected.
We have recently reported[24] that for several classes of


compounds (such as alcohols, carboxylic acids, amines, etc.) a
linear correlation exists between the acidity DH


0


acid and the EA in
Eqn (12). This linear correlation can greatly facilitate the
measurement of each unknown term in Eqn (12) because it
reduces the number of unknowns from 3 to 2.


BDEðRCOOHÞ ¼ DH0
acidðRCOOHÞ � IPðH�Þ þ EAðR�Þ (12)


In this work we found that a linear correlation also exists
between DH


0


acid [RCOOHM]þ and EA (RCOOM
.þ) in Eqn (10)


for the three metal-complexed acids studied herein. The
corresponding plots and their linear equations are given in
Figs. 10S–12S. Thus, for a metal-complexed acid, these plots and
their linear equations simplify determination of the OH bond
energies as well as electron affinities and DH


0


acid. More
importantly, by combining the computed results for DH


0


acid


[RCOOHM]þ and EA (RCOOM
.þ) with the experimental values of


DH
0


acid (RCOOH) and EA (R
.
) of some other carboxylic acids (given


in Table 6), we also obtained a linear plot shown in Fig. 1. This
indicates that the linear correlation between DH


0


acid (RCOOH) and
EA (R


.
) of a weak organic acid is sustained even when it is


complexed with the metal ions Liþ, Naþ, and Kþ.

1


CONCLUSION


The results of this study indicate that, upon metal complexation,
the gas-phase acidity of the studied weak organic acid drastically
increases to the extent that it converts the weak acids of interest
to a super acid. For instance, DH


0


acid of H2SO4 (known as a super
acid in the gas phase) is 299.0 kcal/mol.[31,32] However, the
acidities of all three weak acids examined herein are considerably
enhanced (they become less endothermic, on average, by almost
110 kcal/mol) when the acid is complexed with the metal
ions Liþ, Naþ, and Kþ. The homolytic OH BDE of the examined
organic acid may also vary upon metal complexation. The other
interesting result of this study concerns the existence of linear
plots for various thermochemical parameters discussed herein.

J. Phys. Org. Chem. 2008, 21 112–118 Copyright � 2007 John W

These include the linear correlations of MIA versus the atomic
number (Z) of the metal ion and of DH


0


acid [RCOOHM]þ versus EA
(RCOOM


.þ).

SUPPORTING INFORMATION


Computed absolute energies, computed thermochemical values
at 0 K, charge distribution, structures of B3LYP LECs, plots for MIA
versus atomic number (Z) of metal, and plots for B3LYP/
6-311þþg** proton affinity versus EA.
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The reaction of nitrosodicyclohexylamine
with organolithiums
Alvaro J. Vázqueza, Cristian Rodrı́gueza and N. Sbarbati Nudelmana*

The detailed study of the reaction of N-nitrosami
conditions, allowed the development of a useful meth

J. Phys. Or

nes with organolithium compounds, under different reaction
odology for the synthesis of substituted hydrazones and trialkyl


hydrazines. The reaction proved to be very sensitive to the reaction conditions, and different main products can be
obtained by fine tuning of several variables. With the purpose of searching into the reaction mechanism, a careful
isolation, characterization, and quantitative determination of several minor products was carried out. N,N-
dicyclohexylamine, N-cyclohexylidencyclohexyl amine, and N,N,N(-dicyclohexylalkylhydrazines, were the main side
products identified after the work up of the reaction mixtures. With the same aim, the kinetics of the reaction of
N-nitrosodicyclohexylamine with n-BuLi, was determined at temperatures in the range 0 -C room temperature. Under
the conditions leading to the trialkyl hydrazine, the results show an abrupt slowdown of the reaction rate, after a short
reaction time. This result, together with other observations, such as the recovering of hydrazone even when using
high [RLi], is indicative of equilibrium involving different species in the reaction mixture. The isolation of reduction
products, as well as additional experiments carried out with lithium dialkylamides and NO, allowed suggestion of an
overall mechanistic scheme for the complex consecutive and parallel reactions, that is consistent with the afforded
evidences. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


New reactions on nitrosamines are being actively studied
specially on their relationship with carcinogenetic andmutagenic
properties;[1] recent studies showed that they are mainly
mutagenic through methylation of DNA.[2] There is special
concern on the important roles that environmental nitrosamines
play in the etiology of human cancer.[3] The tobacco-specific
nitrosamine, (nicotine-derived nitrosamine ketone, NNK) found in
cigarette smoke induces lung tumors in mice,[4] and esophageal
and gastroduodenal cancer in animals,[5,6] nitrosamines have
been also found in several food and beverages.[7–9]


On the other hand, hydrazones and hydrazines are receiving
renewed interest due to the recent discovery of remarkable
biological activities. These derivatives are well-known among
pesticides, drugs, amino acid precursors, and synthetic building
blocks for heterocyclic synthesis.[10] Several similar compounds
were shown to be effective for the treatment of various
diseases;[11] and hydrazine-based derivatives are found to be
potent agents against hepatitis, AIDS, and SARS.[12,13] Some
systematic synthetic methods have been recently developed,
using protective group methodology, but they demand many
steps (and the production of significant residues) for obtaining
the end product;[14,15] development of cleaner tandem meth-
odologies are desired.[16,17]


We recently reported the insertion of NO into the N—Li bond
of lithium dialkylamides[18] and the present paper describes an
extension of this reaction based on tandem additions of
organolithium reagents. Mechanistic studies on the addition of
RLi on a carbon–oxygen double bond are abundant in the

g. Chem. 2008, 21 1098–1104 Copyright

literature, but few dealt with the addition of lithium amides.[19]


The first adduct between an amine and a carbonyl derivative was
isolated few years ago;[20] by 13C NMR we characterized the first
adduct between a formamide and R2NLi,


[21] and a more complex
dilithiated adduct was lately characterized.[22] To the best of our
knowledge, scarce studies dealt with the addition of RLi on a
carbon–nitrogen double bond. The reaction described in this
paper is extremely sensitive to the reaction conditions and
precise determination of the reaction order was very difficult;
nevertheless, the kinetic studies together with other evidences
suggest the presence of complex equilibrium and competitive
reactions.

RESULTS AND DISCUSSION


Alkyl additions to the N——O bond


The reaction of some organolithium compounds, R1CH2Li, with
N-nitrosodicyclohexylamine, 1, in THF, leads to the production of
hydrazones, 2, as indicated in the Eqn (1)

� 2008 John Wiley & Sons, Ltd.
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The reaction can be carried out at room temperature; in most
cases the reaction time was very short (5min, approx.). 1mmol of
1was dissolved in 2ml of THF and the organolithium reagent was
added in a [R1CH2Li]:[1]¼ 1.05–1.2 molar ratio. The concentration
of organolithium was in the range 0.5–1.5M approx., in n-hexane
solution. In the case of MeLi, (that is less soluble in hexane) 1M
approx. THF solution was used, and a longer reaction time (2 h)
was required. Table 1 summarizes the results. The reaction with
PrLi (entry b) is particularly interesting, since the reaction is very
clean and high yields are obtained. In the case of n-C5H11Li (entry
d), the yields are slightly lower likely due to the higher steric
hindrance.


Tandem double alkylation


A second addition of another molecule of organolithium can be
carried out in a tandem sequence starting from 1. By carrying out
the reaction of 1 with RLi, at room temperature, using a relatively
high excess of RLi (Eqns (3)–(5)), a trialkyl hydrazine, 3, is
produced in good yields (Eqn (2))


In all cases the reactions were carried out in THF for 2 h at room
temperature (runs at lower temperatures were not satisfactory).
The results are shown in the Table 2. As can be observed, good
yields of 3 were obtained for n-PrLi and n-BuLi (entries b and c).
With n-C5H11Li, instead, lower yields of 3d were obtained, and
significant amounts of 2d remained, likely the higher steric

Table 1. Reaction of dicyclohexylnitrosamine, 1, with RLi in
THF at room temperature. Relative % yields of dicyclohexyl-
alkylhydrazones, 2 and side products


Entry RLia R1 % 2b,c % 4d % 5e % 6f


a MeLi H 63g 5 6 1
b n-PrLi Et 93 — 7 —
c n-BuLi n-Pr 88 3 4 3
d n-C5H11Li n-Bu 69 6 12 —


a [RLi]:[1]¼ 1.05–1.2.
b 2: (C6H11)2NN——CHR1.
c No nitrosamine recovered.
d 4: (C6H11)2NH.
e 5: (C6H11)N(C6H10).
f 6: (C6H11)2NNH-CH2R


1.
g 21% of 2c observed.
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hindrance of the n-pentyl groups could be responsible for the
lower reactivity. In the reactions with MeLi, normal addition to
form the hydrazone of formaldehyde (2a) occurred; but when a
second molecule of MeLi is added, loss of the elements of lithium
hydride spontaneously occurs and the hydrazone of acet-
aldehyde, (c-C6H11)2NN——CHCH3, is isolated as the main product
instead of the trialkylhydrazine expected. A similar LiH elimination
was early observed in the reaction of diethylnitrosamine with
MeLi, for which a tiny amount (<2%) of Et2NN——CHCH3 was
formed.[23] In good agreement with these observations, the yields
of side products 4 and 5 are significantly higher than for the
other RLi.

1


Kinetic study


The reaction of 1 with organolithium compounds, carried out
under the conditions previously mentioned renders the main
products described. Nevertheless, the reaction leads also to the
formation of some secondary products: dicyclohexylamine, 4,
N-cyclohexylidenecyclohexylamine, 5, and N,N,N0-dicyclohexyl-
N,N0-dicyclohexylalkylhydrazines, 6, in low variable yields. It is
interesting to comment the effect of adding more n-BuLi, after
the reaction has advanced (i.e., when some remaining 2cwas still
present in the reactionmixture), in experiments carried out under
the conditions that lead to the formation of 3c as the main
product. In that cases, it was observed that a certain amount of
the remaining 2c could be converted to 3c, although not
completely. On the other hand, the amounts of 4, 5, and 6c
remained unchanged. These observations suggest the existence
of chemical equilibria involving the n-BuLi and the species
present in the reaction mixture, as it was reported before for
other reactions involving lithium amides.[21,22,24]


To shed some light into the mechanism of this complex
reaction a kinetic study was undertaken. The formation of 2c
(starting from 1, and adding n-BuLi) is very fast (occurs in a few
seconds, even at 0 8C), therefore, a kinetic study of the formation
of this compound is difficult. In contrast, the formation of 3c (at
expenses of 2c) is slower, and could be studied at low
temperatures. A kinetic study of the formation of 3c at different
temperatures, starting from 1 and adding some excess of n-BuLi,
was carried out. Under the conditions of this study, the hydrazone
2c is formed in situ, and it reacts with more n-BuLi, affording 3c
(Eqn (3))


The reaction was followed by taking aliquots at different time
intervals after the addition of n-BuLi, and analyzing the aliquots
by GC. Tests were carried out at different temperatures and the
results are shown in the Fig. 1. As can be observed, formation of
3c is very fast at the beginning, but becomes very slow after
nearly 20min of reaction at room temperature (it is even slower
at lower temperatures), remaining certain amounts of 2c. This
kinetic behavior, along with the observations commented
above, could be indicative of a complex mechanistic scheme,
involving equilibrium between the species and some lateral
reactions.
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Table 2. Reaction of dicyclohexylnitrosamine, 1, with RLi (in
high excess) in THF, at room temperature. Relative % yields of
trialkyl hydrazines, 3 and side productsa


Entry RLi [RLi]:[1] R1 % 2b % 3c % 4d % 5e % 6f


a MeLi 3 H 28 36g,h 11 8 4


b n-PrLi 4 Et 9 77 3 1 2


c n-BuLi 5 n-Pr 2 75 3 1 4


d n-C5H11Li 8 n-Bu 13 61i 5 1 5


a Temperature: 20–25 8C. Reaction time 2 h.
b 2: (c-C6H11)2NN——CHR1.
c3: (c-C6H11)2NNH-CH(R


1)R.
d 4: (C6H11)2NH.
e 5: (C6H11)N(C6H10).
f 6: (C6H11)2NNH-CH2R


1.
g The main product is (c-C6H11)2NN——CHCH3.
h 9% of 2b; side products 36% total yield.
i side products 26% total yield.
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Reaction of nitrosamine, 1, with two different
organolithium compounds


With the purpose of gaining more information into the
mechanism of the reaction of 1 with organolithium compounds,
the reaction was tested at room temperature, using two different
organolithiums. Under these conditions, branched hydrazines, 7,
can be obtained as shown in Eqn (4).


The addition of the R1CH2Li was carried out using slight excess
of the reagent, and short reaction times (a fewminutes, except in
the case of MeLi, that required longer times). These are the
conditions leading to the hydrazone, 2. For the addition of

Figure 1. Reaction of dicyclohexylnitrosamine, 1, with 3 equivalent BuLi
in THF, at three temperatures. % yields of trialkylhydrazine, 3c, as a


function of the reaction time


www.interscience.wiley.com/journal/poc Copyright � 2008

the second organolithium, R2Li, a higher excess was used
(4–5 equivalents of reagent), and longer reaction times were
needed (2 h). As can be observed in the Table 3, the yields of 7 are
good but variable amounts of 2 remained. For a couple of two
organolithiums, different products can be obtained depending
on the order in which the two organolithiums were added. On the
other hand, it can be observed that using PhLi, the corresponding
hydrazine is not obtained (even if the reaction is carried out at
50 8C), this result is, likely, a consequence of the lower reactivity of
PhLi, compared to the alkyllithium compounds. Consequently,
the yield of denitrosation products increases considerably.

Side products and mechanistic hints


For the study of a reaction mechanism, not only the main
products are important, but the nature of the compounds that
are produced by lateral reactions used to be significant. In all the
above described reactions, some side products were also
produced in variable amounts. To shed more light into the
general mechanism of the global reaction mechanism, careful
efforts were devoted to the isolation, characterization, and
quantitative determination of themain side products. Those were
identified as dicyclohexylamine,4,N-cyclohexylidenecyclohexylamine,
5, and N,N,N0-dicyclohexylalkylhydrazines, 6, which are shown
below.


Variable small amounts of the corresponding dialkyl amine
(such as 4), were also detected in the reaction mixture, when
nitrosamines were synthesized by the NO insertion into the N—Li
bond of lithium amides, following the procedure previously
reported.[18] The finding of this type of side product (i.e., dialkyl
amines) under those reaction conditions could, in principle, be
explained by small amounts of remaining lithium amide and/or
by the reagent slight hydrolysis in the reaction flask. Never-
theless, in the present case, the reaction starts from pure (amine
free) solid nitrosamine 1. The appearance of 4 and 5 in the
reaction mixture suggests the involving of some denitrosation
process, likely occurring through a nitrosiminium ion intermedi-
ate stabilized by resonance, as shown in Scheme 1.
Denitrosation of N-nitroso-N-dialkylamines is a subject of


active interest, since it is thought their carcinogenic and
mutagenic activity to be due in part to the fact that they
decompose to precursors of DNA-alkylating agents. Therefore,
the solution chemistry of these substances is of considerable
importance in understanding nitrosamine carcinogenesis. Fish-
bein and coworkers[25] reported the first evidence of
N-nitrosiminium ions in the non-enzymatic decomposition of
some a-acetoxy-N-nitrosodialkylamines. N-nitrosiminium ions are
ambident electrophiles and can be trapped by special agents and
solvents. Azide ion is known to be an efficient trap of some
unstable cations, reacting with a diffusion-limited rate constant.
The kinetic of the trapping of N-nitrosiminium ions by azide ions
was reported, and it demonstrated that formation of the
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Table 3. Reaction of dicyclohexylnitrosamine, 1, with two different organolithium compounds in THF, at room temperature. Relative
% yields of trialkyl hydrazines, 7 and side productsa


Entry RLib R2Li [R2Li]:[1] R1 % 2c %4d %5e %6f % 7g


a MeLi n-BuLi 4 H 1 5 4 1 64h


b n-PrLi n-BuLi 5 Et 5 5 5 6 69
c n-PrLi n-C5H11Li 5 Et 2 (2b) 6 2 — 59i


d n-BuLi n-PrLi 5 n-Pr 9 (2c) 1 6 4 64
e n-BuLi PhLi 3 n-Pr 61 (2c) 14 16 7 —


a Reaction time: 2 h.
b [RLi]:[1]:1.05–1.2.
c2: (c-C6H11)2NN——CHR1.
d 4: (C6H11)2NH.
e 5: C6H11)N(C6H10).
f 6: (C6H11)2NNHCH2R


1.
g 7: (c-C6H11)2NNH-CHR


1R2.
h 15% of 3c determined.
i Side products 39% total yield.


NITROSODICYCLOHEXYLAMINE WITH ORGANOLITHIUMS

N-nitrosiminium ion is a reversible reaction, as shown in
Scheme 1.[26] Denitrosation of the N-nitrosiminium intermediate
(giving 5) and simultaneous reduction could be the route for
formation of side products 4 and 5.


Addition of RLi to the N——O bond


Though the reaction of organolithiums with the N——O bond is
much less known than the synthetically very useful addition of
RLi to C——O bonds, the efficient formation of hydrazones shown
in the present study can be interpreted by an addition
mechanism.
RLi reagents are known to have some reducing properties and


one of the undesirable side reactions that usually occur in their
additions to simple carbonyl compounds, is the production of
alcohols and even hydrocarbons, from the reduction of the
starting carbonyl substrate (probably through the elements of
lithium hydride). Therefore, under the present conditions, the
appearance of 6 in low variable yield could, in principle, be
explained as the product resulting from of a hypothetic reduction
of the hydrazones 2. Formation of 3 could be a simple addition of

Scheme 1.
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another molecule of RLi to the double C——N. Addition of
organolithium to C——N bond is less frequent than C——O bond,
though it is a known reaction.
Nevertheless, in the present conditions, addition of a second


molecule of RLi to C——N is much more difficult than to N——O. It
takes much longer reaction times and never goes to completion.
Addition of fresh RLi after the reaction has advanced produces
some additional 3, but not complete conversion of 2 could be
afforded, even using relatively large excess of RLi. Similar results
were recently reported for the addition of a-lithiomethoxyallene to
some hydrazones; surprisingly, no reaction was observed by using
2M equivalents of the RLi. 6M equivalents were required to engage
completely the substrate, and variable amounts of hydrazone were
recoveredwhen intermediate quantities were used (no explanation
was given).[19] These observations together with the fact that the
kinetics of the reaction becomes much slower after a certain
reaction time (see Fig. 1) suggest that some RLi could be involved in
complexation of the N——C bond, or in another type of more
complex equilibria as those previously observed in the insertion of
CO into the N—Li bond of lithium amides.[21,24,27]


One of the first studies of reactions of organolithiums with
nitrosamines reported variable products depending on the
substituents in the nitrosamine and the nature of the organo-
lithium, in most cases the yields were around 30% or below.[28] It
was suggested that azomethine intermediates are formed and
subsequently dimerize head to tail to form the isolated
sym-hexahydrotetrazines. The authors’ attempts to synthesize
hydrazones were fully unsuccessful, and only in one case a
trialkylhydrazine could be obtained. Thus, when N-methyl-tert-
butylnitrosamine was treated with tert-butyllithium and quenched
with ethanol 1,2-tert-butyl-1-(ethoxymethyl)hydrazine was
formed.[28] This compound did not eliminate ethanol to form
the sym-hexahydrotetrazine (as it was observed in the other cases),
probably due to steric hindrance of the tert-butyl groups.
Nevertheless, under the conditions of the present study,
hydrazones could be isolated in good yields. Azomethines could
also be suggested as likely intermediates in a complex reaction
scheme as outlined in Scheme 2, which is consistent with the
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observed results for the formation of products 2, 3, and 6.
Reactions of nitrosamines with Grignard reagents were previously
studied, but the yields were not good, in some cases complex
mixtures (as least 8 products) or tar products were obtained, even
when the reactions were carried out at low temperatures; better
results were obtained with organolithiums, but only in one case a
good yield (80%) of the corresponding hydrazone was
obtained.[23]

The first step in the Scheme 2 involves attack by the
organolithium reagent on the nitroso moiety to give adduct 8
which by elimination of the elements of HO� Liþ produces the
hydrazone 2c. In smaller amount, 8 could undergo similar
elimination but involving the proton of the a-carbon of one of the
cyclohexyl moiety, producing the azomethine 10, (presumably
through a diazenium salt 9). In the presence of tiny amounts of
LiH (an undesirable side product usually formed in the reactions
of organolithium compounds) intermediate 10 could undergo
reduction of the double bond forming 11 that on hydrolysis
would produce the hydrazine 6 which was isolated in small
amounts. By addition of a second molecule of RLi to the C——N
bond the adduct 12 is formed, which after quenching produces
the trialkylhydrazines 3. Under these conditions, dimerization of
the azomethine is avoided and several trialkylhydrazines could be
obtained in good yields. As can be observed, some trialkylhy-
drazines exhibit chiral carbon; though the purpose of this paper is
not synthetic, it is worthwhile to point out that, chiral hydrazines
could likely be obtained by carrying our the reaction in the
presence of a suitable chiral auxiliary. Examination of the
potential utility of this new reaction is under progress.

www.interscience.wiley.com/journal/poc Copyright � 2008

An alternative approach


The procedure herewith described, could be combined with the
previously reported synthesis of N-nitrosamines from lithium
amides and NO,[18] affording a very convenient and efficient
tandem sequence for the synthesis of substituted hydrazones
and trialkyl hydrazines from amines as illustrated schematically in
Eqn (5).

Searching for an additional evidence for the suggested global
mechanism, an alternative approach was examined. The
N-dicyclohexylnitrosamine, 1, was prepared by the NO insertion
into the N—Li bonds of lithium N,N-dicyclohexylamide (as shown
in the first step of Eqn (5)) by the procedure described in the
experimental section, that afforded a quantitative conversion of
the lithium amide to the corresponding nitrosamine. Thus, the
reaction of lithium N,N-dicyclohexylamide with NO was carried
out at �78 8C, at atmospheric pressure, when the absorption of
NO ceased, BuLi (in 1–1.3 molar ratio) was added and 98% of the
expected 2c was obtained. Nevertheless, in a second approach,
conditions were changed in this way; after the NO absorption was
complete, the excess of NOwas removed by vacuum out from the
reaction flask, before adding 1–1.2 equivalents of n-BuLi. Under
these conditions, dicyclohexylamine, 4, was obtained in yields
higher than 20%, and the yields of 2c diminished significantly. If 5
equivalent of BuLi is added under these conditions, (to produce
the corresponding 3c), the amount of 4 amounts to 26%, after 2 h
reaction, and the trialkyhydrazine is the only main product. This
approach was also tested by using the more sterically hindered
lithium cyclohexylisopropylamide in its reaction with NO. Under
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Table 4. Reaction of NO with R1R2NLi in THF, followed by in situ reaction with n-BuLia


R1R2NLi BuLi (equivalent) R1R2NH % R1R2NNO yields R1R2NN——CHC3H7 Hydrazine


R1¼ R2¼Cy 1.1 21 34 44 —
R1¼ R2¼Cy 5 26 4 5 50 (3c)
R1¼ i-Pr, R2¼ Cy 1.3 35 36 23 —
R1¼ i-Pr, R2¼ Cy 1.3 31 39 26 —
R1¼ i-Pr, R2¼ Cy 1.3 30 44 19 —


a Reaction with NO at temperatures in the range from �19 to –0 8C, and atmospheric pressure. The excess of NO was removed by
vacuum before adding BuLi at room temperature.


NITROSODICYCLOHEXYLAMINE WITH ORGANOLITHIUMS

regular conditions, the reaction of lithium cyclohexylisopropy-
lamide with NO at room temperature rendered cyclohexyliso-
propylnitrosamine in 96% yield.[18] Nevertheless, it can be
observed in Table 4, that by removing the excess of NO before
adding the RLi, the yield of cyclohexylpropylamine was higher
than 30% in the three cases, while the yields of the corresponding
nitrosamine and hydrazone diminishes significantly. The reac-
tions were repeated twice or thrice and it was observed that the
yield of amine was somehow dependent on the amount of NO
remaining in the reaction flask. This result is consistent with the
equilibrium for the nitrosamine denitrosation, that is shown in
Scheme 1.
Examination of a tandem sequence for a clean production of


trialkylhydrazines, as shown in Eqn (5), is under progress. This
new procedure would avoid the extra steps required by previous
methods that use protecting groups and the selective cleavage of
those for the synthesis of multisubstituted hydrazines.

CONCLUSIONS


The study of the reaction of dialkylnitrosamines with organo-
lithium reagents allowed the development of a simple route for
the synthesis of substituted hydrazones, and for the synthesis of
multisubstituted hydrazines. Trialkyl hydrazines have acquired
renewed interest for their wide versatile properties, and they can
be formed by the one-pot one-step reaction studied in this paper.
Some kinetic determinations, and the identification of lateral
products carefully isolated in small amounts, suggested likely
mechanistic routes that were confirmed by an alternative
approach preparing the starting nitrosamines by the reaction
of NO with lithium amides. If the excess of NO is removed before
adding the organolithium, significant amounts of the corre-
sponding dialkyl amine are determined in the reaction mixture,
thus confirming that extensive denitrosation occurs under these
conditions.

1


EXPERIMENTAL SECTION


WARNING: Most N-nitrosamines are powerful direct acting
carcinogens, they have to be handled and disposed with special
care avoiding skin contact. Manipulations were carried out using
frequently changed double pairs of disposable gloves and in a
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well-ventilated hood. Contaminated materials were disposed in
special containers for further disposition of the still potentially
contaminated materials.

General remarks


All reactions involving organolithium reagents were carried out
by standard techniques for the manipulation of air- and
water-sensitive compounds, previously described.[29] The pro-
duct identification was carried out by melting point (when
available) and spectroscopic data. Product quantification was
carried out by using a 5890 Series II Plus Hewlett-Packard gas
chromatograph (equipped with a DB-5 column), at 70–280 8C
programmed temperature. Mass spectra were recorded on a BG
Trio-2 spectrometer. 1H- and 13C-NMR spectra were recorded in a
Brucker 200 and in a Brucker 500MHz NMR spectrometers.

Solvents and reagents


Hexane and THF (HPLC grade) were distilled from blue solutions
of sodium-benzophenone ketyl immediately before using. n-BuLi
(1M in n-hexane solution) was synthesized as previously
described, starting from n-butyl-chloride.[22] n-PrLi and n-pentyl
Li (0.5M hexane solutions) were prepared similarly to n-BuLi,
starting from the respective alkylbromides. Solid MeLi was
prepared from metal-halogen exchange, starting from n-BuLi
(5mmol) and 0.62ml of MeI (5mmol) was added in several
aliquots, at 0 8C. The precipitated MeLi was centrifugated, the
solution was removed, and the white crystals were washed thrice
with 3ml of anhydrous hexane followed by centrifugation each
time. The resulting solid was dried under vacuum at room
temperature, and dissolved in THF immediately before to use.
Solid PhLi was prepared from metal-halogen exchange, by the
same procedure described for MeLi, 1.2ml of PhI (5.25mmol)
replacing the MeI. All organolithiums reagents were titrated
with the double titration method, previously described.[30] N-
nitrosodicyclohexylamine was synthesized by the general
procedure developed by Zolfigol and cow, based on the in situ
generation of NOCl by the reaction of ZnCl2 and NaNO2,
in CH2Cl2, in the presence of wet SiO2.


[30] It was purified by
crystallization from ethanol–water and washed with cold ethanol
(mp¼ 104–105 8C).[18] The compound was kept under vacuum
overnight prior to use.
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Reactions of N-nitrosodicyclohexylamine with
organolithium compounds


Synthesis of hydrazones 2: 210mg (1mmol.) of N-
nitrosodicyclohexylamine, 1, was put in a 10ml round bottomed
flask, equipped with a magnetic stirrer and protected from light
by aluminum paper. The flask was tapped with a rubber septum,
it was placed in a bath at the desired temperature, and then
evacuated and filled with dry N2, alternatively several times.
Anhydrous THF of 2ml of was added to dissolve the nitrosamine.
Then the organolithium solution (1.05–1.2mmol in n-hexane)
was added by syringe with vigorous stirring, and allowed to react
for nearly 5min. When MeLi is used, the reaction time should be
approximately 2 h. Then, the flask was placed in a water–ice bath,
and distilled methanol (ca. 0.15ml) was syringed. The solvent of
the resulting mixture was distilled at reduced pressure, obtaining
an oil. Upon purification by silica-gel column, pure hydrazones
are obtained as pale yellow oils. For quantification, the crude
mixture is dissolved in CH2Cl2 and filtered, prior to CG-analysis.
Synthesis of hydrazines 3 and 7: the procedure is similar to the


hydrazone synthesis, but using 4–5 equivalents of organolithium
reagent, and allowing a reaction time for 2 h at room temperature.
When two different organolithiums are used, the first one is added
in a small excess (1–1.2mmol, as previously described for
hydrazone synthesis), and the second (3–5 equivalents) is added
later (after 5min), allowing to react for 2 h and then distilled
methanol (0.75ml) is syringed. Upon purification by chromato-
graphic column, pure hydrazines are obtained as air-sensitive pale
yellow oils. For quantification, the crude mixture is dissolved
in CH2Cl2 and filtered, prior to CG-analysis.
Kinetic study of the reaction of 1 with n-BuLi: The reaction of 1


with BuLi was carried out at three working temperatures (0 8C,
12 8C and room temperature), following the conditions described
for the hydrazine synthesis ([n-BuLi]:[1]¼ 3). Aliquots of ca. 0.5ml
were withdrawn by a syringe at different time intervals, and
quenched with distilled MeOH (30ml) in small vials, that had been
previously evacuated and purged with N2. The resultant solutions
were analyzed by GC.
Reaction of lithium dialkylamides with NO. Typical reaction


conditions are described for lithium dicyclohexylamide. A
round-bottomed reaction flask containing a teflon-coated stirring
bar and capped with a no-air stopper was evacuated and filled
with dry nitrogen alternatively several times, and then nitric oxide
was added at ca. 1013mbar. After that, a solution of lithium
dicyclohexylamide (1mmol) in THF (1ml) was added with
vigorous magnetic stirring, for 3 h. The initial colorless solution
turned to orange at the beginning, and this color stayed along
the reaction. The reaction was worked out with 0.2ml of distilled
methanol. Excess NO was removed and distilling the THF under
reduced pressure afforded slightly orange crystals of 1 in a
quantitative yield. Crystallization from acetone rendered white
crystals of m.p. 104.5–105–5 8C.


SUPPORTING INFORMATION


All the compounds herewith described were fully characterized
by 1H- and 13C–NMR and MS spectroscopy. The data correspond-
ing to every compound are provided as supplementary material.
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) dyes were synthesized and their complex forming ability was
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INTRODUCTION


Topology of macrocyclic polyethers strongly contributes to their
cation complexation.[1] Replacement of monocyclic crown ethers
by bicyclic structures is an attractive strategy to enhance cation
binding ability and selectivity of crown ethers. Macrobicyclic
polyethers carrying two crown ether moieties at the end of a
spacer possess interesting complexing properties.[2] It is typical for
these bis(crown ethers) to form intramolecular sandwich-type
complexes with metal cations bigger than crown ether cavity by
means of a cooperative action of two adjacent crown ether rings.
As a result of such a complex formation, the bis(crown ether)
exhibits excellent selectivity towards certain cations as compared
to the corresponding monocyclic analogues.[3,4] Bis(crown ethers)
have also been used as cations carriers in transport experiments,
giving rise to different selectivity and efficiencies.[5,6]


Bis(crown ether) derivatives are known to adsorb onto metallic
surfaces and on nanoparticles, where they keep their binding
properties.[7–9] In another area, the introduction of bis(crown
ether) dyes into organized media has just begun, but seems
promising. For example, it has been shown that triazolehemi-
porphyrazines, with two crown ethers and two fatty chains, can
organize into Langmuir–Blodgett films.[10,11] The interaction with
ions has not been studied yet, but this type of assembly could be
a first step towards ionic channels in this medium. Xu’s team
reported a series of bis(benzocrown ether)-substituted cyanine
dyes, which act as sensitizers in photographic materials.[12–16]


Their sensitivity and storage ability were high as compared to
that of conventional cyanine dyes. As a matter of fact, there is no
doubt that bis(crown ether) dyes will lead to very interesting
applications in the close future.

g. Chem. 2008, 21 372–380 Copyright �

These considerations prompted us to conceive and study an
original bis(crown ether) optical ionophores based on the mono-
and bis(styryl) pyridinium derivatives. We developed the
bis(crown ether) derivatives of unsymmetrical and symmetrical
structures, in which two crown-containing styryl residues are
conjugated with each other through the pyridinium fragment.
The azathiacrown ether ionophore was chosen because of
selectivity to practically important cations (Agþ, Hg2þ,
Cu2þ, Pb2þ).[18] Moreover, the mono styrylic dyes of this series
showed interesting spectral properties. Only a few papers on
bis(crown ethers) containing N, O-heteroatoms in crown ether
moiety have been published.[17,19–25] The bis(crown ethers) with
azathiacrown ether moieties have been synthesized and studied
for the first time (Scheme 1).

2008 John Wiley & Sons, Ltd.







Scheme 1.


SPECTROSCOPIC STUDY OF MONO- AND BIS(STYRYL) DYES

RESULTS AND DISCUSSION


Synthesis


Compounds 1–4 were synthesized by condensation reaction of
crown-5-ether containing benzaldehyde with tosylates of bis- or
trismethyl pyridinium in the presence of pyrrolidine in n-butanol
using the method described by Kipriyanov.[26] Tosylates of mono-
and bis(styryl)pyridinium were converted to the perchlorates (as
shown in Scheme 2).
The structure of the obtained compounds was proved by


combination of NMR-spectroscopy, ESI-MASS spectrometry as
well as elemental analysis. According to NMR observation, all
compounds were prepared as an E-isomer. Couple constant for
the olefinic C——C protons for 1–4 are 3JH,H¼ 16.3, 15.8, 15.7 and
16.2, 15.7 Hz, respectively. The difference in chemical shifts found
for proton signals C(18)—H and C(180)—H, C(20)—H and

Scheme


Figure 1. (a) Absorption spectra 1–4 (c¼ 2.5� 10�5M) in acetonitrile at 29
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C(200)—H, C(a)—H and C(a0)—H, C(b)—H and C(b0)—H in
molecule 3 points out the unsymmetrical structure.


Steady-state absorption and emission of the dyes


Electronic absorption spectra


The electronic absorption spectra of 1–4 in CH3CN are charac-
terized by an intense long wavelength absorption bands (LAB)
with lmax in visible spectral region (Fig. 1a, Table 1). The more
extensive conjugation in p-substituted 1 shifts its LAB bath-
ochromically relative to that of the o-substituted analogue 2. LAB
of bischromophoric dyes 3 and 4 are shifted bathochromically
relative to that of monochromophoric dyes 1 and 2, due to
adiabatic interaction of two ICT states in system of donor–
acceptor–donor. Such shifts for bis(chromophoric) compounds
have been reported previously.[21] LAB of dye 3 has an
asymmetrical shape and resembles a linear combination of a
stronger absorption band at 502 nm and a weaker band at
454 nm. Splitting of LAB in 3 could be due to adiabatic interaction
of two non-equivalent ICT states with different positions of
donor.[26–28] The molar absorptivities of 3 and 4 are higher those
of 1 and 2, due to the presence of two chromophores in 3 and 4.


Fluorescence spectra


Fluorescence emission spectra of 1–4 recorded in acetonitrile are
shown in Fig. 1b.
The fluorescence quantum yields, Ffl, of the compounds 1–4


are increased in the order 4< 3< 2< 1 (Table 1). The Ffl of
symmetrical o,o-substituted bisstyryl pyridinium dye 4 is 9.5
times lower those of asymmetrical o,p-substituted dye 3, whereas

2.


3 K. (b) Fluorescence spectra 1–4 in acetonitrile at 293 K


iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


3
7
3







Table 1. Stability constants and optical properties of 1–4 and their complexes in acetonitrile at 293 K


Compound etrans, 10
4 Lmol�1 cm�1


labsmax, nm


{Dl, nm*} Lg (KS) lflmax, nm; (Dlfl, nm*) Ffl� 102 Time delay, ps


1 3.48 474 618 3.0 100, 230
(1)1 � (Hþ)1 330 {144} 5.0� 0.1 404 {214} 0.1 n.d.(t< 5)
(1)1 � (Hg2þ)1 350 {124} 16.5� 0.1 567 {51} 9.0 136, 397
(1)1 � (Agþ)1 440 {34} 3.91� 0.02 598 {20} 17 Did not measured
(1)1 � (Cu2þ)1 434 {40}, 780** Not determined 567 {51}(exc440)


558 {60}(exc330)
2.1 0.8 Did not measured


2 3.25 459 593 2.7 157
(2)1 � (Hþ)1 329 {130} 5.29� 0.04 402 {191} 0.1 n.d.(t< 5)
(2)1 � (Hg2þ)1 343 {116} Not determined 548 {45} 1.3 Did not measured
(2)1 � (Agþ)1 423 {36} 4.42� 0.08 572 {21} 7.4 330
(2)1 � (Cu2þ)1 429 (30), 789** 6.9� 0.4 581{12}(exc 410 nm) 1.0 113


552 {41}(exc 330 nm) 0.4
3 5.41 454 (sh), 502 667(exc 430 nm) 1.9 140, 300


668 (exc 530 nm) 2.0
(3)1 � (Hþ)1 335 (sh) {119}, 5.7� 0.13 495 (exc 350 nm) 0.8 61, 256


491 {10} 667(exc 490 nm) 1.0
(3)1 � (Hþ)2 335 (sh) {119}, 9.9� 0.16 495 (exc 320 nm) 1.6 37, 102


353 {149} 667(exc 360 nm) 1.8
(3)1 � (Hg2þ)1 357 (sh) {97}, >14 655 (exc 360 nm) 0.6 86, 830


488 {14} 660 (exc 500 nm) 0.9
(3)1 � (Hg2þ)2 357 (sh) {97}, — 614 (exc 350 nm) 1.6 116, 382


372 {130} 614 (exc 390 nm) 2.0
(3)1 � (Agþ)1 — 3.54� 0.03 — — —
(3)1 � (Agþ)2 443 (sh) {11}, 6.14� 0.05 625 (exc 420 nm) 2.0 Did not measured


467 {35} 657 (exc 500 nm) 1.5
(3)1 � (Cu2þ)1 6.05� 0.13 — — —
(3)1 � (Cu2þ)2 432 {70}, 11.27� 0.14 577 (exc 430 nm) 4.0 60, 270,


799** 583 (exc 340 nm) 2.8 1360
4 5.85 491 620 0.2 15, 53
(4)1 � (Hþ)1 332 (sh) 6.4� 0.2 612{8}(exc 480 nm) 0.4 16, 122


483 {8} 435{185}(exc300 nm) 0.6
(4)1 � (Hþ)2 358 {133} 10.9� 0.2 446 {174} 7.9 123, 276
(4)1 � (Hg2þ)1 — >14 — — —
(4)1 � (Hg2þ)2 378 {113} >14 560 {80} 0.4 6.5, 52, 155
(4)1 � (Agþ)1 3.19� 0.06 — — —
(4)1 � (Agþ)2 450 {41} 6.54� 0.10 589 {31} 0.7 53, 350
(4)1 � (Cu2þ)1 433 {58} 7.5� 0.3 — — —
(4)1 � (Cu2þ)2 443 {48}, 821** 13.9� 0.4 582 {38} 1.1 220


** Lowest energy band position.
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the difference between Ffl of o-substituted dye 2 and
p-substituted dye 1 is negligible. It was also observed that Ffl


of asymmetrical o,p-substituted dye 3 depends on excitation
wavelength.


Time-resolved emission of the dyes


Monoexponential decay kinetic was only observed for dye 2. For
dyes 1, 3, 4 the fluorescence decay profiles could be fitted to at
least two exponentials. Short and long decay times for 4 are
approximately one order of magnitude lower compared with dye
3 (Table 1). Furthermore, excitation wavelength-dependent
time-resolved studies of 3 suggest that either different

www.interscience.wiley.com/journal/poc Copyright � 2008

ground-state species are excited or that the relaxation rates
depend on the nature of excited CT transfer states involved.
It is well known that there might be three different channels of


TICT state formation in amino(styryl) pyridinium derivatives.[29]


According to the energy barrier height and the energy of the
twisted state relative to that in the Franck–Condon region, the
rotation around the anilino-ethylene bond should be the easiest
since there is lowest barrier to rotation in the S1 state in solution.
The rotation around the pyridyl-ethylene bond is also possible
but not so favoured in solvents with high dielectric constant, and
rotation of the dimethylamino group should be the most difficult
also due to the reduced mobility of the donor group, that is, its
bulkiness in our case. The high-energy barrier to rotation around
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the central double bond in the S1 state is consistent with the low
photoisomerization yield of amino(styryl) pyridinium dyes in
most of the solvents.[30]


Complex formation of 1–4 with metal cations and HClO4


The addition of Agþ, Hg2þ, Cu2þ perchlorates or HClO4 to a
solutions of 1–4 in MeCN resulted in hypsochromic shifts of the
LABs and of the fluorescence bands, which are evidently due to
formation of complexes of metal cations with the crown ether
fragments of the molecules (Scheme 2). The LAB in 1–4 involves
displacement of electron density from the nitrogen atom of
phenylaza-dithiacrown-ether moiety to the heterocyclic moiety.
Binding of cations in the crown ether moieties of 1–4 diminishes
this effect, accounting for the hypsochromic shifts of the LAB,
whose magnitude depends on the identity of the metal ion.
Complexation of 1–4 with the doubly charged mercury cations
causes larger LAB hypsochromic shifts (up to 124 nm) than
complexation with the singly charged silver cations (up to 36 nm).
The equilibrium constants for complex formation of dyes 1–4


with Agþ, Cu2þ perchlorates and HClO4 were calculated from the
absorption spectra of solutions at constant ligands concentration
and varying cations concentrations using the HYPERQUAD
programme designed for use in connection with studies of
chemical equilibria in solution from data obtained on potentio-
metric and/or spectrophotometric titrations.
Three equilibria were studied:


Mþ n þ L
K11
�!
 � ½ML� þ n


Mþ n þ 2L
K12
�!
 � ½ML2� þ n


2Mþ n þ L
K21
�!
 � ½M2L�þ 2n


This approach is not applicable for stability constants
determination for complexes of ligands 1–4 with Hg2þ because
the K values are too large. The K values can be determined in
such cases by spectrophotometric titration with a solution of a
competing reference ligand, Lr (3-methyl-2-[(E)-2-(2,3,5,6,8,9,
11,12-octahydro-1,7,13,4,10-benzotrioxadithia-cyclopentadecin-
15-yl)-1-ethenyl]-1,3-benzothiazol-3-ium perchlorate (CSD)), for
which the stability constant with Hg2þ is known.[31] In this work,
crown-containing styryl dye CSDwas employed as Lr for dyes 1, 3,
4. Specifically, the competition for Hg2þ ions in a solution
containing Lr and 1 (Lr or Lt, respectively), is described by two
equilibriums, given below:


Hg2þ þ Lt
Kt
�!
 � ½HgLt�


2þ


Hg2þ þ Lr
Kr
�!
 � ½HgLr�


2þ

Scheme
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where Lt is a molecule of 1, Lc is CSD; Kt¼ [LtHg]/([Hg][Lt]) and
Kr¼ [LrHg]/([Hg][Lr]) are the stability constants of the (1 �Hg2þ)
and [(CSD) �Hg2þ] complexes, respectively. The value of LogKr
was taken equal to 15.9.[31]


It was found that dyes 1, 2 formed only one kind of complex
having 1:1 stoichiometry with Hg2þ, Agþ and Hþ. A distinct
isosbestic point upon spectrophotometric titration of 1, 2 with
these cations were observed, confirming only one kind of
complex formation.
The distortion of an isosbestic point was observed upon


spectrophotometric titration of the bis(crown ether) dyes 3, 4,
indicatingmore than one type of complex formation. The spectral
sets for metal cations, proton and dyes 3, 4 are consistent with
formation of two complexes having 1:1 and 1:2 stoichiometries,
namely, LMnþ and L(Mnþ)2. Structures for these complexes are
proposed in Scheme 2. The derived stability constants for 1–4 are
collected in Table 1 (Scheme 3).
The highest stability constant was found for complex of


mercury cations with 2, obviously due to formation of very
strong Hg2þ. . .S bonds in the aza-dithiacrown cavity of 2. Strong
interaction of Hg2þ with S atoms of dithiacrown ethers was
observed earlier.[31,32] For other dyes, the stability constants
for Hg2þ were not determined exactly due to complexity of
systems studied. Nevertheless, the stability constants of com-
plexes with Hg2þ of the same order of magnitude could be
expected because of the identical structure of crown-ether
moieties in 1–4.
Monovalent Agþ cations form enough stable complexes with


1–4, nevertheless, these complexes are much weaker than the
same complexes with bivalent Hg2þ. Most likely the interaction
between S atoms and Agþ plays the most important role in the
stability of complexes between 1–4 and silver cations. Really, no
complex formation in CH3CN was observed between AgClO4 and
the perchlorate of 2-{2-[4-(13-aza-1,4,7,10-tetroxa-13-cyclope-
ntadecyl)phenyl]ethenyl}-3-ethylbenzothiazolium, (CSD2), the dye
with phenyl-aza-15-crown-5 moiety.[33] Moreover, very weak
complex was found between Agþ and phenyl-aza-15-crown-5
and only aza-15-crown-5 forms enough stable complex with Agþ


(LogK¼ 4.06).[33] The nitrogen heteroatom in phenyl-aza-15-
crown-5, and especially in CSD2, are strongly involved in the
p-conjugation system of the chromophores and do not
participate in complexation with Agþ. The same effect for N
atom in phenyl-aza-dithia-15-crown-5moietymay be expected in
the case of dyes 1–4. So the presence of S atoms into the
crown-ether moiety can be responsible for complex formation of
1–4 with Agþ.
The bis(crown ether) compounds 3, 4 form two types of


complexes, namely, mono-(LMnþ) and bismetallic [L(M2þ)2]
(Scheme 2). The binding effectiveness for the first metal cation
is higher than for the second one, which could be due to
Coulomb repulsion of second cation and positively charged
monocomplexes (LMnþ).
During the protonation of 1–4 in CH3CN the proton may be


expected to locate at the nitrogen atom, with the oxygen and

3.
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Figure 3. Spectrophotometric titration of 1with Cu(ClO4)2 in acetonitrile


(CL¼ 3.88� 10?5M, addition of Cu(ClO4)2 0� xM/L� 2.27)
Figure 2. Spectrophotometric titration of 3 with HClO4 in acetonitrile


(CL¼ 2.5� 10?5M, addition of HClO4 0� xM/L� 210.8
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sulfur atoms within the remainder of the aza-dithia-crowns
exerting only a minor influence. Such a reducing of the
electron-donor strength affects strongly the absorption spectrum
of the complex: the LAB moves to higher energy range
(28571 cm�1). The spectrophotometric titration of 3 with HClO4


(Fig. 2) reveals that the addition of small amount of HClO4 to 3
results in disappearance of shoulder at 454 nm originated from
charge transfer from donor located at o-position of pyridinium
ring. (The results of the spectrophotometric titration of 4 with
HClO4 are presented in Fig. 2a in Supporting Materials). At high
concentration of acid the disappearance of the absorption band
at 504 nm relevant to charge transfer from donor located at
p-position of pyridinium ring takes place.
In conclusion, the present study reveals the values of stability


constants are higher for dyes with crown ether moiety located in
o-position of pyridinium ring than those in p-position. The
quantum chemical calculations demonstrated that styryl frag-
ment in o-position is slightly unplanned, what disturbs the
conjugation between heterocyclic and crown ether parts of
molecule increasing complexation ability of crown ether.
The particular changes in absorption spectra of 1–4 were


observed upon addition of Cu2þ perchlorate (Fig. 3, also Figs.
3a–c in Supporting Materials). While the intensity of the lowest
energy bands at 460–500 nm was drastically reduced upon
addition of Cu2þ, at least three new spectral features appear in
UV–Vis near IR spectral ranges. (1) The intraligand charge transfer
band (ILCT) increases at approximately 350 nm. (2) A metal to
ligand charge transfer (MLCT) band located at 400–450 nm and
(3) s(S)!Cu2þ ligand to metal charge transfer (LMCT) band as
well as probably superimposed p(S)!Cu2þ LMCT and/or Cu2þ


d–d* transition in the spectral range 500–1100 nm (e up to
4� 103 Lmol�1 cm�1), similar to that observed to blue copper
proteins.[34,35]


It is worth to note that once complexes with Cu2þ have been
formed, they undergo slow (few hours) changes due to
oxidation–reduction intracomplex reaction which leads to
reduction of Cu2þ to Cuþ. These changes accompanied with
increasing the intensity of ILCT band at 350 nm, decreasing of

www.interscience.wiley.com/journal/poc Copyright � 2008

MLCT band intensity at 400–450 nm and complete disappearance
of LMCT bands at 500–1100 nm range.[35–39]


Fluorescence study of complexes of 1–4


As follows from Table 1, the blue shift of fluorescence was
observed on complex formation of 1–4 with all cations studied
and the most pronounced changes were found for proton. The
changes in fluorescence quantum yields upon complex for-
mation comprise fluorescence quenching (for 2 and 3) as well as
fluorescence enhancement (for 1 and 4). The most probably,
comparatively small changes in the relative energetic positions of
emissive or non-emissive states in the excited complexes
compared to each other and compared to the excited free dyes
seem to be responsible for the delicate fluorescence enhance-
ment or quenching.[40,41] The complexation of 1–4 obviously
influences the relaxation rates (Table 1) of the excited states
corresponding to subtle interplay between relaxation involving
formation of twisted states and E–Z-isomerization processes.
As we can reasonably suppose, the relaxation of exited state of


pure ligands goes mainly through the formation of twisted states
with further non-radiative relaxation to the ground state via
‘loose bolt’ mechanism.[42]


The protonation of monostyryl dyes 1, 2 shifts their LABs to
higher energy region due to much weaker ICT. The later strongly
reduces the possibility to form twisted states, thus the principle
relaxation channel becomes E–Z-photoisomerization. Yet, in
bisstyryl dyes 3, 4, it could be proposed that the electron
acceptor could be extended to the ethylene fragment of the
adjacent styryl with respect to the dimethyl-amino-styryl donor
group of the dye. When ICT take place, probably, a twisting of
single bond of extended acceptor could fix the excited state
hindering isomerization process as compared with monostyryl
dyes. This possibly could lead to the spectacular enhancement of
the fluorescence quantum yield in case of complex (4)1 � (Hþ)2.
As we have not detected any fluorescence band shifts in time,


we suppose that in the excited states only one state is emissive
and most probably it is a relaxed locally excited state with planar
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Figure 4. Time-spectrum-resolved fluorescence map (left) and fluorescence decay curves of free ligand 4 and its complex (4)1 � (Hþ)2 in acetonitrile
at 298 K
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geometry. Yet, the kinetics of fluorescence relaxation (Fig. 4)
clearly shows a presence of delayed component which could
arrive if we take into account a presence of a second state in
thermal equilibrium with the emitting state. Thus, we applied a
theoretical two excited state model in order to find dynamic
parameters of the relaxation decay curve.
The analysis of fitting result indicates that probably, the planar


excited conformation of the dye formed immediately after
excitation transforms to a new geometrically ‘locked’ (by twisting
on acceptor side) state with a rate of 8.33� 10�9 s�1 (corre-
sponding to the theoretical relaxation time of 120 ps in fit). Once
the thermodynamic equilibrium is established, the ‘locked’ state
restitutes the population of the planar state and delayed
relaxation kinetics with slower time constant of 270 ps is
observed. Taking into account the radiative decay with the time
constant of 4.3 ns (0.24� 10�9 s�1) obtained from the exited
state lifetime and fluorescence quantum yield we can estimate
the non-radiative relaxation rate of the molecular system
Knr¼ 2.71� 10�9 s�1.
It should be pointed out that the hypsochromic shifts in


the absorption spectra of the complexes 1–4 were found to be
substantially larger than those in the emission spectra.
These phenomena were described in sufficient detail in the
literature and are associated with the photoinduced charge
transfer in excited states which reduces the electron density on
the nitrogen atom of the crown.[40,43] This nitrogen atom
becomes a non-coordinating atom positively polarized which
repulses the cation. Thus, the Fig. 5 clearly indicates such
phenomenon. Time-resolved fluorescence experiment with

Figure 5. Time-spectrum-resolved fluorescence map (left) and fluorescenc


(4)1 � (Hg2þ)2 excited at 360 nm in acetonitrile at 298 K
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acetonitrile solution of the complex (4)1 � (Hg2þ)2 show wave-
length-dependent decays. Biexponential decay with a 52 and
155 ps lifetime is found in the red-edge part of the fluorescence
spectrum, whereas an extra short component of 6.5 ps is found in
the short-wavelength edge. These results further indicate the
presence of three emitting species after excitation of the
complex. The very first process relaxing at 6.5 ps most probably is
associated with the fast retiring movement of Hg cation from
amine nitrogen. During this process, one can observe an
apparent shift of the time-resolved fluorescence to the red side
of spectrum of Fig. 5. We attribute the species with a lifetime of
about 52 ps and 155 ps to the monocomplex (4)1 � (Hg2þ)1, a
complex in which one Hg2þ cation is no longer in interaction with
the nitrogen of the one azathiacrown ether fragment. As it was
mentioned above, appearance of long lifetime component 155 ps
in complex (4)1 � (Hg2þ)2 as compared with free ligand 4 after
releasing of one Hg2þ cation from one azathiacrown ether
fragment could be due to intramolecular charge transfer from
non-complexed N-atom to the extended acceptor which already
contained Hg2þ in another crown ether fragment or due to
formation of geometrically ‘locked’ (by twisting on acceptor side)
state.


Conclusion


In this work the synthesis and detailed investigation of optical
characteristics and complexation ability of phenylazathiacrown
ether dyes 1–4 with Hg2þ, Agþ, Cu2þ cations was done. It
was demonstrated that various mutual dispositions of styryl

e decay curves at 475 nm (A) and 600 nm (B) (right) for the complex
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fragments in pyridinium residue results in the substantial
difference in optical properties. It was also shown that dyes
1–4 are sensitive to the presence of Hþ and Hg2þ, Agþ, Cu2þ


cations. The response of compounds 1–4 is useful both in
absorption and emission spectroscopy: the strong wavelength
shifts observed in the presence of cations make the dyes suitable
for dual wavelength analysis in self-calibrating measurements.
The interaction strength between ligands and cations was
measured. Evidence was given for the occurrence of two
stoichiometries: LM and LM2. The most stable complexes were
formed withmercury. Due to simplemodel of complex formation,
the reliable correlation between the concentration of metal
cations in solution and value of optical response of dyes 1–4 can
be obtained. So compounds can be considered as probe
designed with the purpose to measure cation concentration in
different kind of cationic analysis.

EXPERIMENTAL


Materials


Anhydrous MeCN, Hg(ClO4)2, AgClO4, Cu(ClO4)2 (Aldrich) were
used as received.
Solutions of dye 1–4 were prepared and used in redlight.


Synthesis and NMR study


1H NMR spectra were recorded on a Bruker DRX500 instrument
(500.13MHz) and a Bruker DPX400 instrument (400.16MHz) by
means of a 5mm direct QNP 1H/X probe with gradient
capabilities.


General synthetic route for 1–4


Mixture contained 0.32mmol of corresponded tosylates of
dimethyl pyridinium (or trimethyl pyridinium) and 0.32mmol
(or 0.64mmol for synthesis 3, 4) 4-(1,4-dioxa-7,13-dithia-10-
azacyclopentadecan-10-yl)benzaldehyde, 0.1ml of pyrrolidine
and 3ml n-BuOH was refluxed during 30min. Solvent was
evaporated and residue was washed with three portions (10ml)
of boiled benzene. Obtained precipitation was dissolved in dry
MeOH and 0.32mmol NaClO4 was added. Orange–red precipi-
tation was filtered-off and washed with Et2O.


10-(4-{(E)-2-[1-methyl-1-(perchloryloxy)-1l5-pyridin-4-yl]vinyl}phen-
yl)-1,4-dioxa-7,13-dithia-10-azacyclopentadecane (1)
Yield 71%. M.p. 232 8C.1H NMR (400MHz, DMSO-d6, 25 8C): d 2.74
(t, 4 H, C(3)—H, C(14)—H, 3JH,H¼ 5.2 Hz), 2.83 (t, 4 H, C(5)—H,
C(12)—H, 3JH,H¼ 7.0 Hz), 3.57 (s, 4 H, C(8)—H, C(9)—H), 3.69 (m, 8
H, C(2)—H, C(6)—H, C(11)—H, C(15)—H), 4.16 (s, 3 H, CH3), 6.71
(d, 2 H, C(17)—H, C(21)—H, 3JH,H¼ 8.3 Hz), 7.14 (d, 1 H, C(b)—H,
3JH,H¼ 16.3 Hz), 7.58 (d, 2 H, C(18)—H, C(20)—H, 3JH,H¼ 8.3 Hz),
7.88 (d, 1H, C(a)—H, 3JH,H¼ 16.3 Hz), 8.03 (d, 2H, C(30)—H,
C(50)—H, 3JH,H¼ 6.3 Hz), 8.66 (d, 2H, C(20)—H, C(6’)—H,
3JH,H¼ 6.3 Hz). C24H33ClN2O6S2. Calcd. C 52.88, H 6.1, N 5.14;
Found C 53.04, H 5.98, N 5.06%. ESI-MS 1 in MeCNm/z: 445.2 [1þ].


10-(4-{2-[1-Methyl-1-(perchloryloxy)-pyridin-2-yl]vinyl}phenyl)-1,4-
dioxa-7,13-dithia-10-azacyclopentadecane (2)
Yield 63%. M.p. 165–167 8C.1H NMR (400MHz, DMSO-d6, 25 8C): d
2.74 (t, 4 H, C(3)—H, C(14)—H, 3JH,H¼ 5.2 Hz), 2.83 (t, 4 H, C(5)—H,
C(12)—H, 3JH,H¼ 7.0 Hz), 3.57 (s, 4 H, C(8)—H, C(9)—H), 3.69 (m, 8
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H, C(2)—H, C(6)—H, C(11)—H, C(15)—H), 4.27 (s, 3 H, CH3), 6.72
(d, 2 H, C(17)—H, C(21)—H, 3JH,H¼ 8.6 Hz), 7.12 (d, 2 H,
C(b)—H,3JH,H¼ 15.8 Hz), 7.69 (d, 2 H, C(18)—H, C(20)—H,
3JH,H¼ 8.6 Hz), 7.70 (t, 1 H, C(40)—H, 3JH,H¼ 8.5 Hz), 7.88 (d, 1 H,
C(a)—H, 3JH,H¼ 15.8 Hz), 8.33 (t, 1 H, C(50)—H, 3JH,H¼ 7.3 Hz), 8.42
(d, 1 H, C(30)—H, 3JH,H¼ 8.5 Hz), 8.73 (d, 1 H, C(60)—H,
3JH,H¼ 7.3 Hz)). C24H33ClN2O6S2. Calcd. C 52.88, H 6.1, N 5.14;
Found C 52.97, H 6.17, N 5.08%. ESI-MS 2 in MeCNm/z: 445.2 [2þ].


10,10 0-{[1-Methyl-1-(perchloryloxy)-pyridine-2,4-diyl]bis[(E)
ethene-2,1-diyl-4,1-phenylene]}bis-1,4-dioxa-7,13-dithia-10-
azacyclopentadecane (3)
Yield 68%. M.p. 257 8C.1H NMR (400MHz, DMSO-d6, 258C): d 2.75
(t, 8 H, C(3)—H, C(30)—H, C(14)—H, C(140)—H, 3JH,H¼ 5.2 Hz), 2.84
(t, 8 H, C(5)—H, C(50)—H, C(12)—H, C(120)—H, 3JH,H¼ 7.0 Hz), 3.58
(s, 8 H, C(8)—H, C(80)—H, C(9)—H, C(90)—H), 3.69 (m, 16 H,
C(2)—H, C(20)—H, C(6)—H, C(60)—H, C(11)—H, C(110)—H,
C(15)—H, C(150)—H), 4.13 (s, 3 H, CH3), 6.72 (d, 4 H, C(17)—H,
C(170)—H, C(21)—H, C(210)—H, 3JH,H¼ 8.4 Hz), 7.09 (d, 1 H,
C(b0)—H,3JH,H¼ 16.2 Hz), 7.21 (d, 1 H, C(b)—H, 3JH,H¼ 15.7 Hz),
7.55 (d, 2 H, C(180)—H, C(200)—H, 3JH,H¼ 8.4 Hz), 7.68 (d, 2 H,
C(18)—H, C(20)—H, 3JH,H¼ 8.4 Hz), 7.77 (d,1 H, C(500)—H,
3JH,H¼ 6.9 Hz), 7.83 (d, 1H, C(a)—H, 3JH,H¼ 15.7 Hz), 7.83 (d, 1
H, C(a)—H, 3JH,H¼ 16.2 Hz), 8.33 (s, 1 H, C(300)—H), 8.51 (d, 1 H,
C(600)—H, 3JH,H¼ 6.9 Hz). C42H58ClN3O8S2. Calcd 56.26, H 6.52, N
4.69; found C 56.21, H 6.48, N 4.70%. ESI-MS 3 in MeCNm/z: 796.3
[3þ].


10,10 0-{[1-Methyl-1-(perchloryloxy)-pyridine-2,6-diyl]bis[(E)
ethene-2,1-diyl-4,1-phenylene]}bis-1,4-dioxa-7,13-dithia-10-
azacyclopentadecane (4)
Yield 65%. M.p. 220–225 8C.1H NMR (400MHz, DMSO-d6, 25 8C): d
2.75 (t, 8 H, C(3)—H, C(30)—H, C(14)—H, C(140)—H, 3JH,H¼ 5.2 Hz),
2.84 (t, 8 H, C(5)—H, C(50)—H, C(12)—H, C(120)—H, 3JH,H¼ 7.0 Hz),
3.58 (s, 8 H, C(8)—H, C(80)—H, C(9)—H, C(90)—H), 3.69 (m, 16 H,
C(2)—H, C(20)—H, C(6)—H, C(60)—H, C(11)—H, C(110)—H,
C(15)—H, C(150)—H), 4.17 (s, 3 H, CH3), 6.71 (d, 4 H, C(17)—H,
C(170)—H, C(21)—H, C(210)—H, 3JH,H¼ 8.6 Hz), 7.28 (d, 2 H,
C(b)—H, C(b0)—H, 3JH,H¼ 15.7 Hz), 7.65 (d, 2H, C(a)—H, C(a0)—H,
3JH,H¼ 15.7 Hz), 7.67 (d, 4 H, C(18)—H, C(180)—H, C(20)—H,
C(200)—H, 3J¼ 8.6 Hz), 8.07 (d, 2 H, C(3000;)—H, C(5000;)—H,
3JH,H¼ 7.8 Hz), 8.20 (d, 1 H, C(4000;)—H, 3JH,H¼ 7.8 Hz).C42H58


ClN3O8S2. Calcd 56.26, H 6.52, N 4.69; Found C 56.34, H 6.56, N
4.66%. ESI-MS 4 in MeCN, m/z: 796.3 [4þ].


UV–visible spectra


Preparation of solutions and all experiments were carried out in
red light. The fluorescence quantum yield measurements were
provided using Specord-M40 and Varian–Cary spectropho-
tometers and a FluoroLog (Jobin Yvon) spectrofluorimeter. All
measured fluorescence spectra were corrected for the non-
uniformity of detector spectral sensitivity. 9,10-Diphenylan-
thracene in cyclohexane (Ffl¼ 0.9, according to Hamai and
Hirayama[36]) was used.


Equilibrium constant determination


Complex formation of 1 with AgClO4, Cu(ClO4)2, Hg(ClO4)2 or
HClO4 in acetonitrile at 20� 1 8C was studied by spectro-
photometric titration. The ratio of 1–4 to AgClO4, Cu(ClO4)2,
Hg(ClO4)2 and HClO4 was varied by adding aliquots of a solution
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containing known concentrations of 1–4 and of corresponding
salt or acid to a solution of 1–4 alone of the same concentration.
The absorption spectrum of each solution was recorded and the
stability constants of the complexes were determined using the
HYPERQUAD programme.


Time-resolved fluorescence studies


The fluorescence excitation light pulses were obtained by
frequency doubling and tripling of a Ti: sapphire femtosecond
laser system (Femtopower Compact Pro) output. All excited state
lifetimes were obtained using depolarized excitation light. The
highest pulse energies used to excite fluorescence did not exceed
100 nJ and the average power of excitation beamwas 0.1mWat a
pulse repetition rate of 1 kHz focused into a spot with a diameter
of 0.1mm in the 10mm long fused silica cell. The fluorescence
emitted in the forward direction was collected by reflective
optics and focused with a spherical mirror onto the input slit of
a spectrograph (Chromex 250) coupled to a streak camera
(Hamamatsu 5680 equipped with a fast single sweep unit M5676,
temporal resolution 2 ps). The convolution of a rectangular streak
camera slit in the sweep range of 250 ps with an electronic jitter
of the streak camera trigger pulse provided a Gaussian (over 4
decades) temporal apparatus function with a FWHM of 20 ps. The
fluorescence kinetics were later fitted by using the Levenberg–
Marquardt least-squares curve-fitting method using a solution of
the differential equation describing the evolution in time of a
single excited state and neglecting depopulation of the ground
state:


dIðtÞ
dt
¼ Gaussðt0;Dt;AÞ � IðtÞ


t


where I(t) is the fluorescence intensity, Gauss is the Gaussian
profile of the excitation pulse, where t0 stands for the excitation
pulse arrival delay, Dt is the excitation pulse width and A is the
amplitude. The parameter t represents the lifetime of the excited
state. The initial condition for the equation is I(�1)¼ 0. Typically,
the fit shows a x2-value better than 10�4 and a correlation
coefficient R> 0.999. The uncertainty of the lifetime was better
than 0.1 ps. Routinely, the fluorescence accumulation time in our
35 measurements did not exceed 90 s.
In some cases, the kinetics were fitted using a system of


differential equations describing the evolution in time of two
excited populations in precursor–successor relationship:


dN1ðtÞ
dt


¼ Gaussðt0;Dt; AÞ � N1ðtÞ
t1


dN2ðtÞ
dt


¼ N1ðtÞ
t1
� N2ðtÞ


t2


where N1 and N2 represent the population of two excited state
population, t1 and t2 are the lifetimes of corresponding
populations. Other parameters as well as initial conditions are
similarly defined as described above.
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H2O2 activation by heteropolyacids with
defect structures: the case of g-[(XO4)W10O32]


n�


(X¼ Si, Ge, n¼ 8; X¼P, n¼ 7)y


Andrea Sartorela*, Mauro Carraroa, Alessandro Bagnoa,
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DFT calculations including relativistic and solvent
energies of tetra-protonated, site-defective, polyoxo
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effects have been carried out for elucidating geometries and
tungstates with general formula g-[(XO4)W10O32]


nS (X¼ Si, Ge,
n¼ 8; X¼P, n¼ 7). Converging spectroscopic and computational evidence point to a unique role played by the
lacunary structure, and allow to address the electronic and structural factors dictating the protonation sites and
equilibria of these complexes, as well as their impact on H2O2 activation. In all cases, the evolution of the four terminal
W—O functions, bordering the site defect on the polyoxotungstate surface, towards a bis-aquo, bis-oxo structure is
preferred over the formation of four terminal hydroxo ligands. Substitution of these W—OH2 functions with peroxo
ligands and their involvement in the oxygen transfer to an alkene acceptor is also supported by DFT calculations.
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INTRODUCTION


Metal-catalyzed activation of hydrogen peroxide is a well-
recognized strategy towards the invention of novel, environmen-
tally sustainable, methods for selective oxygen transfer to organic
substrates. Among metal-mediated protocols using hydrogen
peroxide as terminal oxidant, those involving competent W(VI)-
peroxides are generally characterized by negligible decompo-
sition pathways, and good to excellent selectivities.[1,2] Moreover,
as process intensification issues are emerging top-priorities, the
design of tailored multi-metal catalysts is attracting considerable
attention together with the urgent need for high efficiency
and multifunctionality. In this respect, polyoxotungstate archi-
tectures provide a key resource for application in catalysis.[1–5]


Indeed, polyoxometalates (POMs) self-assemble in aqueous
solution giving rise to discrete, multi-metal-oxide clusters with
well-defined atom connectivity and tunable size, symmetry,
charge, redox, and acidity properties. For this reason, they offer a
unique opportunity to probe structure–activity relationships,
surface reactivity, and mechanism at the borderline between
molecules and bulk solids. Therefore, the assessment of the
catalytic events mediated by POMs is instrumental for designing
the active sites of the inorganic framework at the molecular level.
At the same time, the outcome of these studies will foster
additional insights into the elementary steps and functional
requirements of heterogeneous metal-oxide surfaces, widely
used and preferred, for industrial-scale catalytic applications. In
this light, polyoxotungstates, stable under H2O2 excess and
displaying persistent structures under oxidation turnovers, retain
a fundamental interest.[3–9] Worthy of notice is the catalytic
performance of the decatungstosilicate [g-SiW10O36]


8� (SiW10)

g. Chem. 2008, 21 596–602 Copyright �

and of its hybrid derivatives, showing selectivity up to >99% in
the epoxidation of internal and terminal double bonds, and a
large substrate scope, both in organic media and/or in ionic
liquids.[6–11] The catalyst structure features a site defect, whereby
a formal loss of two W——O units opens a di-vacant, surface
lacuna. This tungsten deficiency leaves a nucleophilic tetra-
oxygenated site, bordered by four W(VI) atoms, prone to H2O2


coordination (Scheme 1).[9,12] Interestingly, the presence of
defects and/or dislocations on solid surfaces is also known to play
a major role for the activation of small molecules, but the gene-
rally ill-defined nature of the bulk material poses a formidable
challenge in the final elucidation of the catalytic mechanism.[13]


Therefore, the structural and electronic properties of ‘‘lacunary’’
POMs have been the subject of recent studies addressing their
solution speciation and evolution under catalytic regime.[12] In
particular the combined use of spectroscopic and computational
techniques has proved to be a rewarding strategy to address
single- and multiple-proton transfer events on the polyoxome-
talate surface and their impact on the structural and reactivity
properties of the complex.[12,14] Both the basicity of the POM
oxygens and the related protonation/deprotonation constants

2008 John Wiley & Sons, Ltd.







Scheme 1. Optimized structure of g-[(SiO4)W10O32]
8� (SiW10) and of the catalytically active tetra-protonated form g-[(SiO4)W10O30(H2O)2]


4� (H4SiW10);


top-view of the di-vacant site defect highlights the on-surface localization of two water molecules. Blue atoms: tungstens; grey atom: silicon; red atoms:


oxygens; white atoms: hydrogens.
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(thermodynamic effects), together with intramolecular hydro-
gen-bonding and proton transfer dynamics (kinetic effects) are
expected to control the formation of competent peroxo-tungsten
functions, responsible for H2O2 activation. These arguments
have been highlighted by observation of peak epoxidation rates
upon tetra-protonation of the polyoxometalate-based catalyst,
g-[(SiO4)W10O30(H2O)2]


4� (H4SiW10), and by assignment of the
proton distribution on the inorganic surface, showing the
regioselective double-protonation of only two oxo groups, with
localization of two coordinated water molecules on the POM
lacuna.[12] We report herein a computational investigation
extending this outlook within the isostructural POM series of
general formula, g-[(XO4)W10O32]


n� (X¼ Si, Ge, n¼ 8; X¼ P,
n¼ 7).[15–17] Our approach takes into consideration the evolution
of the catalyst, via H2O2 coordination, fostering the regioselective
peroxidation of the POM lacunary site.[18] Finally, a Frontier
Orbital analysis is reported to address the interaction between
the competent metal-peroxo groups and a model alkene
acceptor, along the oxygen transfer pathway.
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EXPERIMENTAL


Computational resources and assistance were provided by the
Laboratorio Interdipartimentale di Chimica Computazionale
(LICC) at the Department of Chemical Sciences of the University
of Padova. Relativistic DFT calculations have been carried out
using the Amsterdam density functional (ADF) code,[19] in which
all-electron Slater basis sets are available for all atoms of interest.
Scalar relativistic effects were taken into account by means of the
two-component zero-order regular approximation (ZORA)
method,[20–23] adopting the Becke 88 exchange plus the Perdew
86 correlation (BP) functional.[24,25] The basis sets in this work
were of triple-zeta quality, singly polarized (TZP), specially opti-
mized for ZORA calculations. Geometries were optimized taking
full advantage of molecular symmetry. The solvent effect was
modeled by means of the ADF implementation[26] of the COSMO
method.[27–29] This method requires a prior definition of atomic
radii, which were set (in Å) either at their recommended values (H:
1.3500; O: 1.5167; P: 1.8500; Si: 1.9083; Ge: 2.0333; W: 1.9917). In
addition to the dielectric permittivity e, the solvent is modeled
also by an empirical parameterization of non-electrostatic

J. Phys. Org. Chem. 2008, 21 596–602 Copyright � 2008 John W

solvation terms derived from the solvation of alkanes.[26,30] Since
these parameters are currently available only for water, energies,
and gradients can be reliably calculated only for this solvent.[31]


Therefore, all calculations assumed water as solvent.
183W NMR spectra were collected at 9.4 T (16.67MHz) on a


Bruker Avance DRX 400 instrument, equipped with a standard
(31P–109Ag) 10-mm broadband probe, which could be tuned
below its specifications; the p/2 pulse duration was 50ms.
Chemical shifts are externally referenced to 2M aqueous
Na2WO4; typically 103 transients were collected in 32 K data
points. 1H NMR spectra were obtained at 7.05 T (300.13MHz) on a
Bruker Avance DRX instrument.
Polyoxometalates were prepared according to literature


procedures.[6,15]

RESULTS AND DISCUSSION


The active catalyst, H4SiW10, is isolated at pH¼ 2 as
tetraalkylammonium salt. In agreement with the X-ray evidence,
DFT calculations indicate that protonation occurs preferentially
on the POM site defect, where the four lacunary oxygens can
accommodate a favorable, intramolecular, hydrogen bonding
interaction (Scheme 1).[12]


Furthermore, the solution speciation of the title catalyst and
possible protonation-dependent structural/dynamic effects have
been addressed by NMR spectroscopy. In particular, nuclear
magnetic resonance spectroscopy of the 183W nucleus (I¼ 1/2,
14% natural abundance) is an essential tool for the character-
ization of polyoxotungstates as it provides direct information on
the POM framework and symmetry. In aqueous solution, the fully
deprotonated SiW10 anion exhibits a three-line (4:4:2) 183W
spectrum, with signals respectively at �98.5, �139.5, and
�160.0 ppm, consistent with C2v symmetry (Fig. 1a).[15,32,33] As
a consequence of tetra-protonation, the active catalyst, H4SiW10,
displays a solid-state and solution structure with C2 symmetry.
Indeed, the 183W NMR spectrum of H4SiW10 exhibits five lines
with equal intensity, at �94.6, �98.1, �115.6, �118.1, and
�193.8 ppm, compatible with the bis(aquo)–bis(oxo) structure,
predicted by DFT calculations (Fig. 1b and Scheme 1). Moreover,
the observation of a C2 solution structure implies a slow
proton-exchange regime.[12] This phenomenon is also confirmed

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 1. 183W-NMR spectra of: (a) fully deprotonated SiW10 in D2O, (b)


H4SiW10 in d6-DMSO, and (c) H2SiW10 formed in situ by addition of two
equivalents of (Bu4N)OH to H4SiW10, in d6-DMSO


Figure 2. 1H-NMR (6–8 ppm region) of H4-1 in d6-DMSO at 301–351 K
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by 1H-NMR where two broad 1:1 signals are found at 7.25 and
6.61 ppm, ascribable to two hydrogen types, (Fig. 2).[12] Signifi-
cantly, the spin system is not modified upon addition of water
(10% in d6-DMSO), and only a modest line-broadening is induced
by increasing the temperature up to 351 K (Fig. 2).
The C2v solution structure and fast proton exchange regime are


restored upon titration of H4SiW10 with two equivalents of
(nBu4N)OH. Converging lines of evidence point to the in situ
formation of H2SiW10 upon removal of the two more acidic
protons within the system, i.e., those not involved in hydrogen

www.interscience.wiley.com/journal/poc Copyright � 2008

bonds. In fact, the 1H-NMR spectrum shows the disappearance of
one resonance, while a broad signal at 6.45 ppm is retained,
ascribable to the residual two protons involved in H-bonds.[12]


Moreover, the corresponding 183W NMR spectrum is composed of
three signals with relative intensity 4:4:2, at �121.1, �152.6, and

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 596–602







Scheme 2. Calculated structural response ofH4SiW10 upon protonation/deprotonation of the lacunary site (frontal perspective), showing the alternate
sequence of long and short trans O–W–O bond lengths along the POM skeleton.
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�190.4 ppm, respectively, consistent with a pseudo C2v sym-
metry, implying that at this stage the two protons are in rapid
exchange between the two couples of vicinal lacunary oxygens
(Fig. 1c and Scheme 2).
The switch to a fast proton exchange regime observed upon


deprotonation ofH4SiW10 is likely associated to the release of the
‘‘Pfeiffer’’ compression of the polyoxotungstate structure,
induced by the non-symmetric protonation of alternate WO6


octahedra.[34–36] This effect results in an alternate sequence of
long and short trans O—W—O bond lengths, along the POM
backbone, as can be traced in the bond series O1—W1—
O3—W3—O5 and O2—W2—O4—W4—O6, both from compu-
tational results and experimental determination (Scheme 2 and
Table 1). The chained trans-push-pull bond perturbation along
the POM skeleton is acting cooperatively to reinforce or suppress
the HB donor/acceptor properties of lacunaryW—O sites. Indeed,
inspection of the optimized geometries ofH4SiW10,H2SiW10, and
SiW10, (Scheme 2) shows a substantial variation of the distance
between two adjacent oxygen sites in the lacunary pocket (O1
and O2 in Scheme 2), which increases upon deprotonation in the
order 2.675< 2.954< 3.343 Å. This evidence speaks in favor of a
stronger hydrogen bonding interaction involving the protonated
W—O functions in H4SiW10 with respect to H2SiW10. Therefore, a
spring-like behavior can be envisaged, whereby the POM
framework undergoes a chemically stimulated physical response,

Table 1. Stabilization energies of H4SiW10, H4GeW10, and H4PW1


geometric parameters of the optimized and experimental structur


Parameter H4SiW10 H4SiW10, exp
[6]


DE (kcalmol�1)a 4.60 —
O1–W1 (Å) 2.31 2.16
W1–O3 (Å) 1.82 1.82
O3–W3 (Å) 2.12 2.05
W3–O5 (Å) 1.85 1.85
O6–W4 (Å) 2.11 2.08
W4–O4 (Å) 1.81 1.79
O4–W2 (Å) 2.21 2.20
W2–O2 (Å) 1.78 1.72


a Calculated with respect to the hypothetical tetra-hydroxo isomer
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with compression upon protonation, and relaxation upon
deprotonation (Scheme 2). The major potential associated to
this property is the tuning of structural/electronic features and
mechanistic effects, possibly induced by multiple proton transfer
on extended inorganic surfaces.
Taken as a whole, in the case of the H4SiW10 heteropolyacid,


the combined X-ray, DFT calculations and heteronuclear NMR
evidence indicates a preferential regioselective distribution of the
four protons over only two lacunary oxygen, thus leading to a
bis(aquo)–bis(oxo) isomer rather than promoting the mono-
protonation of all oxygen sites with the formation of four terminal
hydroxo ligands. Indeed the structure stabilization induced by
the ‘‘Pfeiffer compression’’ for the hypothetical tetra-hydroxo
isomer appears to be negligible.
DFT calculations support an analogous proton distribution for


other isostructural polyoxotungstates, thus pointing to a general
behavior associated to hetoropolyacids with site defects of
formula g-[(XO4)W10O32]


n� (X¼ Si, Ge, n¼ 8; X¼ P, n¼ 7). The
stabilization energies of H4XW10, with X¼ Si, Ge, P, as
bis(aquo)–bis(oxo) isomer with respect to the tetra-hydroxo
formulation are reported in Table 1, and range between 2.0 and
4.6 kcalmol�1. Moreover, their W—O distances along the
polyoxometalate skeleton are in fair agreement with the
experimental ones observed for H4SiW10,


[6] with differences
between consecutive W—O bonds up to 0.4 Å, and a minor

0 respect to the relative tetra-hydroxo isomers, and relevant
es


H4GeW10 H4PW10 H2SiW10


3.19 2.06 —
2.33 2.25 2.00
1.81 1.83 1.90
2.14 2.08 2.01
1.85 1.86 1.88
2.13 2.07 2.09
1.81 1.82 1.81
2.22 2.15 2.22
1.78 1.78 1.77


.
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Figure 3. Calculated energies associated to the four sequential protonation of the lacunary site of XW10, with X¼ Si (black lines), Ge (red lines), and P


(blue lines)


Scheme 3. Peroxidation of the POM surface by ligand exchange on the lacunary site, fostered by localization of two water molecules


Figure 4. Calculated energies of bis-h1-hydroperoxo (A) and bis-h2-
peroxo (B) intermediates formed upon water substitution from the parent
bis(aquo)–bis(oxo) structure of XW10, X¼ Si (black lines), Ge (red lines),


and P (blue lines)
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influence of the central heteroatom and of the overall
polyanionic charge.
Inspection of the calculated relative energies along the


stepwise protonation pathway from XW10 to H4XW10, X¼ Si,
Ge, P, (Fig. 3), support the presence of two types of protons whose
different acidity is dictated by intramolecular hydrogen bonding.
The protonation sites and equilibria of the heteropolyacids are


expected to affect their catalytic performance. In the epoxidation
of cis-cyclooctene catalyzed by H4SiW10, the turnover frequency
(TOF) drops linearly upon addition of two equivalents of
(nBu4N)OH, then levels off to a plateau value upon further
addition of base (TOF¼ 112, 67, 28, 17, and 16 h�1 upon titration
ofH4SiW10 with 0, 1, 2, 3, and 4 equivalents of (nBu4N)OH).


[12] This
result points out the major role played only by two, out of four,
acidic protons on the POM surface, in promoting oxygen transfer.
Therefore, fast catalysis from H4SiW10 is likely prompted by the
two W—OH2 functions bordering the POM lacuna. Indeed the
regioselective double protonation of two, out of four, lacunary
tungsten sites, results in the formation of two incipient leaving
groups, thus fostering ligand exchange within the coordination
sphere of each independent catalytic site and their peroxidation
in the presence of H2O2 excess (Scheme 3). Replacement of
water molecules with peroxo-ligands has been recently sup-
ported by Cryospray mass spectrometry (CSI-MS), and by
183W-NMR evidence.[9]
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Figure 5. Representation and energies of the peroxide LUMO (s*O–O) of the bis-h2-peroxo, bis(oxo) B complexes, and ethylene HOMO (pC–C)
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Interestingly, the computed energies associated to the loss of a
water ligand areþ13.3,þ10.8, andþ18.3 kcalmol�1 for H4SiW10,
H4GeW10, and H4PW10, respectively, and thus indicate that
coordinated water is more labile in H4GeW10, which is then
expected to be evenmore prone to peroxidation thanH4SiW10. A
computational study has also been performed to gain additional
insights into the stepwise evolution of the competent catalyst
under turnover regime. Geometries and energies of postulated
bis-h1-hydroperoxo (A) and bis-h2-peroxo (B) intermediates
formed upon water substitution from the parent bis(aquo)–
bis(oxo) structure, have been calculated for the diverse POMs
under examination (Fig. 4). In all cases, the calculated bond
lengths for the O—O functions are in the range 1.469–1.507 Å,
thus showing a good agreement with the experimental
determination available for related d0 metal peroxides.[37]


Notably, whereas the formation of the bis-h2-peroxide is always
endothermic, it is least unfavorable in the case of the germanium
derivative, with an energy gain of 5.8 and 15.4 kcalmol�1 with
respect to the silicon and phosphorous analogues, respectively
(Fig. 4).
Oxygen transfer by d0 transition metal peroxo species


generally involves an electrophilic attack of the peroxo function
on the electron-rich substrate.[38] The frontier orbital interaction
between the olefin HOMO (pC—C) and the peroxide LUMO
(s*O—O) is outlined in Fig. 5 for the three species under
investigation.[39] The computed energies of these latter are
influenced by the nature of the central heteroatom in the POM
structure. In particular, the LUMOs of the PW10 and GeW10


h2-peroxocomplexes, lie at a lower energy with respect to the
corresponding orbital of the SiW10 derivative, by 17.9 and
9.0 kcalmol�1, respectively, thus yielding a more favorable
interaction with the alkene HOMO (Fig. 5).
A reactivity change is then expected in the series of


isostructural complexes. Considering both the peroxidation step
and the oxygen transfer properties, computations are actually
drawing attention towards both the H4GeW10 and H4PW10


species as promising epoxidation catalysts, for which an
outstanding performance, even superior to H4SiW10, can be
predicted. Further efforts will then be directed to the
optimization of the procedure for their synthesis.
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[27] A. Klamt, G. Schüürmann, J. Chem. Soc., Perkin Trans. 2 1993, 799–805.
[28] A. Klamt, V. Jones, J. Chem. Phys. 1996, 105, 9972–9981.
[29] A. Klamt, J. Phys. Chem. 1995, 99, 2224–2235.
[30] T. N. Truong, E. V. Stefanovich, Chem. Phys. Lett. 1995, 240, 253–260.
[31] It is worth noting that the thermodynamics of solvation of hydro-


carbons is profoundly different according to whether the solvent is

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


6
0
1







A. SARTOREL ET AL.


6
0
2


water or practically any other liquid. See e.g., W. Blokzijl, J. B. F. N.
Engberts, Angew. Chem. Int. Ed. Engl. 1993, 32, 1545–1579.


[32] A. Bagno, M. Bonchio, Angew. Chem. Int. Ed. 2005, 44, 2023–2026.
[33] A. Bagno, M. Bonchio, J. Autschbach, Chem. Eur. J. 2006, 12, 8460–8471.
[34] M. T. Pope, Inorg. Chem. 1976, 15, 2008–2010.
[35] J. F. Garvey, M. T. Pope, Inorg. Chem. 1978, 17, 1115–1118.
[36] U. Kortz, S. S. Hamzeh, N. A. Nasser, Chem. Eur. J. 2003, 9, 2945–2952.
[37] G. Strukul: Catalytic Oxidations with Hydrogen Peroxide as Oxidant,


(Ed.: ,G. Strukul). Kluwer Academic Publishers, Dordrecht, 1992. The
tetra-peroxo complex derived from addition of H2O2 to the four

www.interscience.wiley.com/journal/poc Copyright � 2008

lacunary W(VI) of b3-[Co
IIW11O39]


10� has been characterized by X-ray
analysis and found to be reactive in the epoxidation of
2-cyclohexenol, see reference [18].
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Alkane oxidation by the system ‘tert-butyl
hydroperoxide–[Mn2L2O3][PF6]2 (L¼ 1,4,7-
trimethyl-1,4,7-triazacyclononane)–
carboxylic acid’
Yuriy N. Kozlova, Galina V. Nizovaa and Georgiy B. Shul’pina*
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The kinetics of cyclohexane (CyH) oxygenation with tert-butyl hydroperoxide (TBHP) in acetonitrile at 50 -C catalysed
by a dinuclear manganese(IV) complex 1 containing 1,4,7-trimethyl-1,4,7-triazacyclononane and co-catalysed by
oxalic acid have been studied. It has been shown that an active form of the catalyst (mixed-valent dimeric species
‘MnIIIMnIV’) is generated only in the interaction between complex 1 and TBHP and oxalic acid in the presence of water.
The formation of this active form is assumed to be due to the hydrolysis of the Mn—O—Mn bonds in starting
compound 1 and reduction of one MnIV to MnIII. A species which induces the CyH oxidation is radical tert-BuO


.


generated by the decomposition of a monoperoxo derivative of the active form. The constants of the equilibrium
formation and the decomposition of the intermediate adduct between TBHP and 1 have been measured:
K¼ 7.4mol�1 dm3 and k¼ 8.4� 10�2 s�1, respectively, at [H2O]¼ 1.5mol dm�3 and [oxalic acid]¼ 10�2mol dm�3.
The constant ratio for reactions of the monomolecular decomposition of tert-butoxy radical (tert-BuO


.!
CH3COCH3þCH:


3) and its interaction with the CyH (tert-BuO
.þCyH! tert-BuOHþCy


.
) was calculated: 0.26moldm�3.


One of the reasons why oxalic acid accelerates the oxidation is due to the formation of an adduct between oxalic acid
and 1 (K� 103mol�1 dm3). Copyright � 2007 John Wiley & Sons, Ltd.


Keywords: alkanes; alcohols; alkyl hydroperoxides; cyclohexane; cyclohexanol; homogeneous catalysis; kinetics; manganese
complexes; oxidation; tert-butyl hydroperoxide (TBHP)

INTRODUCTION


tert-Butyl hydroperoxide (TBHP) is known as an efficient oxidizing
agent for the oxygenation of alkanes and other C—H
compounds[1] to alkyl hydroperoxides, ketones (aldehydes)
and alcohols in reactions catalysed by complexes of ruthenium,[2]


cobalt,[3] copper,[4] iron,[5] rhodium,[6] titanium and zirconium,[7]


cerium,[8] cromium,[9] vanadium[10] and osmium.[11] Manganese
derivatives containing in many cases chelating N-ligands are
among the most active catalysts in such oxidations.[12a–o] It is
interesting that rhenium complexes are less efficient in oxi-
dations of various C—H bonds.[12p–s] Earlier we discovered
that the dinuclear manganese(IV) complex [LMn(O)3MnL](PF6)2
(complex 1; L is 1,4,7-trimethyl-1,4,7-triazacyclononane, TMTACN)
in the presence of a carboxylic acid efficiently catalyses oxi-
dations of alkanes and other organic compounds by hydrogen
peroxide[13] (refer also to reviews[14]). Preliminary results showed
that TBHP can be also used in such reactions.[13d,e] In the present
work, to get the information on a possible mechanismwe studied
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in more detail the kinetics of the cyclohexane (CyH) oxidation by
TBHP catalysed with 1 in acetonitrile.
To demonstrate the formation of cyclohexyl hydroperoxide


(CyOOH) in CyH oxidations and to estimate its concentration in the
course of the reaction we used a simple method developed by us
earlier.[14a,b,15] If an excess of solid PPh3 is added to the sample of
the reaction solution ca 10min prior the GC analysis, the alkyl
hydroperoxide present is completely reduced to the corresponding
alcohol. As a result, the chromatogram differs from that of a sample
not subjected to the reduction: the alcohol peak rises, while the
intensity of the ketone peak decreases. Comparing the intensities of
peaks attributed to the alcohol and ketone before and after the
reduction, it is possible to estimate the real concentrations of
alcohol, ketone and alkyl hydroperoxide present in the reaction
solution. In recent years, ourmethodwas applied by other chemists
in various oxidations of C—H compounds.[16]


RESULTS AND DISCUSSION


In preliminary works, we have found that the alkane oxidation
with TBHP in acetonitrile solution catalysed by complex 1 is
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Figure 2. Kinetic curves of cyclohexanoneþ cyclohexanol accumulation
in the cyclohexane oxidation catalysed by complex 1 (5� 10�5mol dm�3)


in the absence (curve 1) and in the presence of oxalic acid (10�2mol


dm�3; curve 2). Conditions: [CyH]0¼ 0.46mol dm�3; [TBHP]0¼ 0.10mol


dm�3; 50 8C.
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significantly accelerated if acetic acid is added into the reaction
mixture.[13d,e] In the present study, we decided to investigate first
of all the effect of various carboxylic acid in this reaction. In the
initial period, the reaction gives predominantly cyclohexyl
hydroperoxide (for the method of its determination, see above).
In our kinetic studies we were interested only in the maximum
reaction rates which were measured from sum of concentrations
of the products. To measure these concentrations we typically
reduced the samples of the reaction solutions with PPh3 and
determined the amounts of cyclohexanol and cyclohexanone.
This reduction leads to the most precise kinetic determinations.
We have found that logarithms of maximum reaction rates
linearly depend on the pKa parameters for certain carboxylic
acids (Fig. 1). It can be seen that oxalic acid is more efficient as
a co-catalyst in comparison with acetic acid. Although this
difference is about only four times, we used oxalic acid in all our
further experiments.
Typical kinetic curves of the accumulation of the CyH


oxygenation products are shown in Fig. 2. The reaction rate is
significantly higher if oxalic acid is present in the solution
(compare curves 1 and 2). Kinetic curves correspond to the
current concentration cyclohexanoneþ cyclohexanol after the
reduction of the reaction sample with PPh3. The reaction begins
slowly, and only after 1.5 h the rate attains its maximum value. In
our further experiments, we measured this maximum rate. After
3 h the rate gradually decreases.
We determined the current concentration of TBHP in the


course of the reaction and found that for the cases of all carbo-
xylic acids [TBHP] decreases not more than for 10–15% (when the
rate attains the maximum value), that is, it practically remains to
be equal to the initial concentration of TBHP. The CyH oxidation
occurs also in the absence of any carboxylic acid (curve 1, Fig. 2),
however, in this case the initial slow period of the reaction is
much longer. In the oxidation co-catalysed by oxalic acid the
initial slow lag period of the reaction can be shorten or even
removed completely if we use the reaction solution containing all
the components except either TBHP or CyH and pre-treated prior
the reaction at 50 8C for 1 h. If we introduce after such the
pre-treatment either TBHP or CyH, respectively, we can notice

Figure 1. Dependence of lnWmax (whereWmax is themaximum reaction
rate attained in the beginning of the reaction) in the cyclohexane


oxidation catalysed by complex 1 (5� 10�5mol dm�3) in the presence


of certain carboxylic acids (5� 10�4mol dm�3) on the pKa parameters of


these acids: oxalic (1), malonic (2), succinic (3), glutaric (4), adipic (5)
and acetic (6) acids. Conditions: [CyH]0¼ 0.46mol dm�3; [TBHP]0¼
0.1mol dm�3; 50 8C.
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that the lag period disappears (Fig. 3). In the case of other
carboxylic acids shortening of the lag period can be noticed only
after pre-treatment of all components without CyH and after
subsequent addition of CyH. These kinetic data testify that during
the initial slow period of the reaction a modification of the

Figure 3. Kinetic curves of cyclohexanoneþ cyclohexanol accumulation


in the cyclohexane oxidation catalysed by complex 1 (5� 10�5mol dm�3)


and oxalic acid (10�2mol dm�3). Curve 1: all components were intro-
duced in the initial moment (time¼ 0); curve 2: the reaction solution was


pre-treated at 50 8C for 1 h in the absence of TBHP and after that TBHPwas


added at time¼ 0; curve 3: the reaction solution was pre-treated at 50 8C
for 1 h in the absence of CyH and after that cyclohexane was added at
time¼ 0. Conditions: [CyH]0¼ 0.46mol dm�3; [TBHP]0¼ 0.10mol dm�3;


50 8C.
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catalyst precursor 1 occurs, and complex 1 is transformed into a
new species which is more catalytically active one.
Our studies using UV–Vis spectroscopy support the conclusion


about the formation of a more active in catalysis species. Figure 4
demonstrates the spectra of the reaction solution at time¼ 0
(curve 1) and at the moments when the reaction rate is
sufficiently increased approaching to its maximumvalue (curve 2)
and when the reaction deceases (curve 3). It can be seen that the
curves differ dramatically. According to the data by Wieghardt
et al.[17] the absorption in the region 500 nm in the spectrum 2 is
due to the dimeric structure of a mixed-valent complex
‘MnIIIMnIV’. This species can contain two m-oxo bridges and also
oxalate as the third bridge.[17] An increase of the oxygenation rate
occurs simultaneously with the increase of the species ‘MnIIIMnIV’
concentration. The subsequent decrease of the rate correlates
with the disappearance of this species. Based on this observation
we can assume that the complex ‘MnIIIMnIV’ is the most active in
the oxygenation species.
An important feature of oxalic acid as a co-catalyst was the fact


that only in its presence we can observe a slow (more slow than it
was under the conditions of the catalytic alkane oxidation)
conversion of complex 1 to a ‘MnIIIMnIV’ species even in the
absence of TBHP. This fact can be due to the reducing properties
of oxalic acid in contrast to the properties of other acids studied in
this work. It is reasonable to assume that it is the TBHP which
plays the role of a reducing agent in the catalytic process in the
presence of other acids.
Our experimental data suggest that the transformation of


complex 1 into the ‘MnIIIMnIV’ species occurs with participation of
water molecules (in the anhydrous acetonitrile solution complex
1 is stable and its optical spectrum is not changed with time). The

Figure 4. UV–Vis spectra of the reaction solution in the cyclohexane


oxidation catalysed by complex 1 (5� 10�5mol dm�3) and oxalic
acid (10�2mol dm�3). Other conditions: [TBHP]0¼ 0.10mol dm�3,


[cyclohexane]0¼ 0.46mol dm�3, solvent was acetonitrile, 50 8C. Spectra
were recorded at 0 (1), 30 (2) and 70 (3)min after mixing the reactants.


This figure is available in colour online at www.interscience.wiley.com/
journal/poc
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conversion 1! ‘MnIIIMnIV’ is accelerated by adding a carboxylic
acid. As the rate of this transformation depends on the nature of
the carboxylic acid and its concentration one can assume that the
conversion of 1 includes the primary stage of the hydrolysis of the
oxo bond in compound 1. Then the reduction of one MnIV ion to
produce the MnIII ion occurs followed by some changes in the
species structure which is a dimer as previously. The existence of
the dimeric structure of the ‘MnIIIMnIV’ species is supported by a
similarity of the absorption spectra obtained for our system and
previously published for synthesized dimeric complexes contain-
ing manganese ions.[17]


It should be noted that in our further studies, the maximum
rate, Wmax, of the cyclohexanoneþ cyclohexanol accumulation
(after reduction with PPh3) was used as a kinetic parameter of the
system. The maximum rate is attained after practically complete
transformation of the oxo complex 1 into the mixed-valent
‘MnIIIMnIV’ species. This parameter was considered as the initial
stationary reaction rate (because TBHP consumption is negli-
gible). Such a rate corresponds to the catalysis by the
mixed-valent ‘MnIIIMnIV’ species which concentration is equal
to the concentration of 1. We should also emphasize that only
oxalic acid has reducing properties unlike all other carboxylic
acids studied here. Nevertheless, reducing ability of oxalic acid
does not play any sufficient role in the process of active species
generation because the formation rate of this species is much
higher in the presence of TBHP (since TBHP can also play the role
of a reducing agent). Figure 1 demonstrates the stationary
reaction rates, that is, the rates when the transformation of all
amount of the initial complex into the active species is comp-
leted. We can assume that the correlation between the rate and
the pK-value corresponds to the effect of the carboxylic acid on
the catalytic activity of the ‘MnIIIMnIV’ species. This effect is the
result of a coordination of the acid to manganese ions and is by
no means due to the reducing properties of this particular acid.
We have found that the products of the CyH oxidation are


formed with participation of molecular oxygen. Indeed, when the
reaction was carried out under argon atmosphere the yield of
oxygenates became lower more than for 70%. The effect of O2 on
the yield of the products allows us to assume a radical
mechanism for the CyH oxidation.
Table 1 summarizes selectivity parameters for the oxidation of


various alkanes by the ‘1/TBHP/oxalic acid’ system as well as (for
comparison) by some other oxidizing systems. It can be seen that
the selectivity parameters for the oxidations with ‘1/TBHP/oxalic
acid’ system (e.g. entry 1) are noticeably different from the
parameters found previously for systems generating hydroxyl
radicals (entries 5 and 6). However, these parameters are close to
that measured for the oxidations by other systems oxidizing with
participation of tert-butoxy radicals (entry 7). This observation
allows us to propose that alkane-oxidizing species which is
generated by the system under discussion is radical tert-BuO


.
.


We have obtained also a kinetic evidence which supports this
hypothesis. Let us analyse the mode of dependence of the
maximum CyH oxidation rate on the CyH concentration shown in
Fig. 5. As CyH does not form any adducts with the catalyst it is
reasonable to assume that the mode of the dependence under
discussion testifies the generation in the system of an oxidizing
species. According to the selectivity parameters this species is
tert-BuO


.
. The rate of this generation is W1:


TBHP �!cat tert�BuO� (1)
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Table 1. Selectivity parameters for the alkane oxidations by various systemsa


Entry Alkane Oxidizing system Selectivity


n-Octane C(1):C(2):C(3):C(4)
1 TBHP–1–oxalic acid in MeCN; 50 8C 1.0:17.3:12.0:10.5
2 TBHP–1–oxalic acid in H2O; 50 8C 1:50:47:40
3 TBHP–1–oxalic acid in H2O; 50 8C


b 1:19:21
4 H2O2–1–acetic acid in MeCN; 20 8Cc 1.0:29:25:24
5 H2O2–hn in MeCN; 20 8Cd 1.0:10.2:6.8:6.3
6 H2O2–Bu4NVO3–PCA in MeCN; 30 8Cd 1.0:9.3:8.8:7.2
7 TBHP–Cu(MeCN)4BF4 in MeCN; 60 8Ce 1:14:9:13


2-Methylhexane 18:28:38
8 TBHP–1–oxalic acid in MeCN; 50 8C 1.0:1.6:43
9 TBHP–1–oxalic acid in H2O; 50 8C 1:32:336


10 H2O2–1–acetic acid in MeCN; 20 8Cf 1:19:204
10 H2O2–hn in MeCN; 20 8Cd 1.0:6.0:34
11 TBHP–hn in MeCN; 20 8C 1.0:5.5:18
12 H2O2–Bu4NVO3–PCA in MeCN; 30 8Cd 1.0:5.5:24


Isooctane 18:28:38
13 TBHP–1–oxalic acid in MeCN; 50 8C 1.0:0.4:32
14 TBHP–1–oxalic acid in H2O; 50 8C 1.0:0.6:100
15 H2O2–1–acetic acid in MeCN; 20 8C 1:16:202
16 H2O2–hn in MeCN; 20 8Cd 1.0:4.0:20
17 TBHP–hn in MeCN; 20 8C 1.0:2.0:32
18 H2O2–Bu4NVO3–PCA in MeCN; 30 8Cd 1.0:3.0:12
19 TBHP–Cu(MeCN)4BF4 in MeCN; 60 8Ce 1:0:41


Methylcyclohexane 18:28:38
20 TBHP–1–oxalic acid in MeCN; 50 8C 1.0:0.3:0.6
21 H2O2–hn in MeCN; 20 8Cd 1.0:2.0:6.0
22 H2O2–Bu4NVO3–PCA in MeCN; 30 8Cd 1.0:3.0:5.0


cis-1,2-Dimethylcyclohexane trans/cis
23 TBHP–1–oxalic acid in MeCN; 50 8C 0.2
24 TBHP–1–oxalic acid in H2O; 50 8C 0.6
26 H2O2–1–acetic acid in MeCN; 20 8Cc 0.34
25 H2O2–hn in MeCN; 20 8Cd 0.9
26 TBHP–hn in MeCN; 20 8C 1.0
27 H2O2–Bu4NVO3–PCA in MeCN; 30 8Cd 0.75


trans-1,2-Dimethylcyclohexane trans/cis
28 TBHP–1–oxalic acid in MeCN; 50 8C 7.3
29 H2O2–1–acetic acid in MeCN; 20 8Cc 4.1
30 H2O2–hn in MeCN; 20 8Cd 1.0
31 H2O2–Bu4NVO3–PCA in MeCN; 30 8Cd 0.8


cis-Decalin trans/cis
32 TBHP–1–oxalic acid in MeCN; 50 8C 0.45
33 H2O2–1–acetic acid in MeCN; 20 8Cc 0.12
34 H2O2–hn in MeCN; 20 8Cd 1.3
35 H2O2–Bu4NVO3–PCA in MeCN; 30 8Cd 2.1


a All parameters were measured after reduction of the reaction mixtures with triphenylphosphine before GC analysis and calculated
based on the ratios of isomeric alcohols. Parameters C(1): C(2): C(3): C(4) are relative and normalized (i.e. calculated taking into
account the number of hydrogen atoms at each carbon) reactivities of hydrogen atoms at carbons 1, 2, 3 and 4, of the chain of linear
alkanes. Parameters 18: 28: 38 are relative and normalized reactivities of hydrogen atoms at primary, secondary and tertiary carbons of
branched alkanes. Parameter trans/cis is the ratio of trans- and cis-isomers of tert-alcohols formed in the oxidation of 1,2-disubstituted
cyclohexanes (cis-DMCH, trans-DMCH and cis-decalin).
b n-Hexane was used instead of n-octane.
c For this system, refer to Reference [13a-d].
d These systems are believed to operate via generating hydroxyl radicals. Refer to References [14a,b,15d,f,18] n-Heptane was used
instead of n-octane. In the ‘H2O2–vanadate–PCA’ reagent


[14a,b,15d,f,18] PCA is pyrazine-2-carboxylic acid.
e For this system, refer to Reference [4].
f 2-Methylpentane was used instead of 2-methylhexane. Refer to Reference [13c].


www.interscience.wiley.com/journal/poc Copyright � 2007 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 119–126


Y. N. KOZLOV, G. V. NIZOVA AND G. B. SHUL’PIN


1
2
2







Figure 5. Dependence of the maximum rate of the cyclohexano-
neþ cyclohexanol accumulation in the cyclohexane oxidation catalysed


by complex 1 (5� 10�5mol dm�3) and oxalic acid (10�2mol dm�3)


on initial concentration of cyclohexane. Conditions: [TBHP]0¼
0.10mol dm�3; acetonitrile; 50 8C. This figure is available in colour online
at www.interscience.wiley.com/journal/poc


Figure 6. A linear anamorphosis of dependence �d[CyH]/dt¼ f([CyH]0)
presented in Fig. 5. This figure is available in colour online at www.


interscience.wiley.com/journal/poc


Figure 7. Dependence of the maximum rate of the cyclohexano-


neþ cyclohexanol accumulation in the cyclohexane oxidation catalysed


by complex 1 and oxalic acid (10�2mol dm�3) on initial concentration of


1. Conditions: [TBHP]0¼ 0.10mol dm�3; [CyH]0¼ 0.46mol dm�3; aceto-
nitrile; 50 8C. This figure is available in colour online at www.interscience.


wiley.com/journal/poc
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1


Here cat is a catalytically active species derived from complex
1. The oxidizing species disappears in two parallel reactions. One
of these processes is the interaction between tert-BuO


.
and CyH:


tert�BuO� þ CyH ! tert�BuOHþ Cy� (2)


In accordance with the literature[19] we may also consider the
monomolecular decay of tert-butoxy radical:


tert�BuO� ! CH3COCH3 þ CH�
3 (3)


As in the presence of molecular oxygen both cyclohexyl and
methyl radicals are rapidly transformed into peroxy radicals
which exhibit low reactivity we can say that reactions (2) and (3)
are the processes of consumption of active species. Detectable
products of the CyH oxidation are formed as a result of the total
rate-non-limiting subsequent stages of the cyclohexyl radical
transformations.
The analysis of the kinetic scheme (1)–(3) based on an


assumption that concentration of tert-BuO
.
is quasi-stationary led


to the following equation for the CyH oxidation rate:


� d½CyH�
dt


¼ W1


1þ k3
k2½CyH�


(4)


The experimental data presented in Fig. 5 obey this equation
because a linear dependence of the reciprocal rate of CyH
oxidation on reciprocal CyH concentration is observed (Fig. 6). We
can calculate parameters W1¼ 1.7� 10�6mol dm�3 s�1 and k3/
k2¼ 0.26mol dm�3 using values for the tangent of slope of the
line shown in Fig. 6 and the segment which this line cuts off on
the y-axis. The value of the constant ratio k3/k2 agrees (with
reasonable accuracy) with the value 0.19mol dm�3 taken from
the literature.[19] In Reference [19] parameter k3/k2 was obtained
from the ratio of the yields of acetone and tert-butanol [refer to
reactions (2) and 3)] during the photochemical generation of
tert-BuO


.
radicals in acetonitrile solution in the presence of CyH at


the temperature of our kinetic experiments. These results are an
additional support for our assumption that the tert-butoxy radical
is the oxidizing species which operates in the catalytic system
under discussion.

J. Phys. Org. Chem. 2008, 21 119–126 Copyright � 2007 John W

The maximum CyH oxidation rate is in direct ratio to
concentration of catalyst 1 (Fig. 7). Dependence of Wmax on
initial concentration of TBHP at constant water concentration
([H2O]¼ 1.5mol dm�3) is presented in Fig. 8. The mode of this
shape allows us to assume that an intermediate adduct between
TBHP and cat is formed. Using a simple kinetic model for the
generation of active species shown below:


cat þ tert-BuOOH @
k5


k�5


cat�tert-BuOOH (5)


cat�tert-BuOOH �!k6 tert-BuO� �!CyH . . . (6)


and analysing this scheme in a quasi-equilibrium approximation
we will obtain the following equation:


� d½CyH�
dt


¼ dS½products�i
dt


¼ 0:64k6
K5½TBHP�½cat�
1þ K5½TBHP�


(7)
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Figure 8. Dependence of the maximum rate of the cyclohexano-


neþ cyclohexanol accumulation in the cyclohexane oxidation catalysed


by complex 1 and oxalic acid on initial concentration of TBHP. Condi-
tions: [1]¼ 5� 10�5mol dm�3; [oxalic acid]¼ 10�2mol dm�3; [CyH]0¼
0.46mol dm�3; [H2O]¼ 1.5mol dm�3; acetonitrile; 50 8C. This figure is


available in colour online at www.interscience.wiley.com/journal/poc
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To simplify further analysis of the data from Fig. 8 let us
transform Eqn (7) into the following one:


�d½CyH�
dt


� ��1


¼ 1


0:64k6½cat�
1þ 1


K5½TBHP�


� �
(8)


It follows from the data of Fig. 9 (which presents the linear
anamorphosis of the curve shown in Fig. 8) that the
experimentally obtained parameters with reasonable accuracy
correspond to the proposed model and are in the quantitative
agreement with this model if we assume K5¼ 7.4mol�1 dm3 and
k6¼ 8.4� 10�2 s�1. It should be noted that values K5 and k6 are

Figure 9. A linear anamorphosis of dependence �d[CyH]/dt¼
f([TBHP]0) presented in Fig. 8. This figure is available in colour online
at www.interscience.wiley.com/journal/poc


www.interscience.wiley.com/journal/poc Copyright � 2007

the effective parameters because the reaction rate depends on
concentrations of both water and oxalic acid. The values given
above correspond to [H2O]¼ 1.5mol dm�3 and [oxalic acid] -
¼ 10�2mol dm�3.
Our data show that the reaction rate depends not only on the


nature of the carboxylic acid (Fig. 1) but also on its concentration
(Fig. 10). The mode of dependence of Wmax on concentration of
oxalic acid (Fig. 10) shows that an activation of the catalyst
precursor 1 is possible via the formation of an adduct between 1
and oxalic acid. However, we realize that based only on the results
of Fig. 10 a strict demonstration of the adduct formation is
problematic since we do not know the effect of the medium
acidity on the formation constant for this adduct and also on its
catalytic activity. Nevertheless, we can estimate the effective
equilibrium constant at fixed [TBHP] assuming that the formation
of an adduct between initial manganese compound and oxalic
acid leads to the activation of the catalyst. Let us denote all
dimeric species containing manganese ions as ‘Mn2’ including to
this formula intermediates which both contain and do not
contain TBHP but do not contain oxalic acid (the concentrations
of such species are controlled by the corresponding equilibrium
constants for the formation of peroxo complexes). In this case, we
can denote as ‘Mn2’


.
(COOH)2 all adducts between dinuclear


manganese species and oxalic acid. We will come to equation:


0Mn2
0 þ ðCOOHÞ2


K9
@


0Mn2
0�ðCOOHÞ2 (9)


Constant of this equilibrium K9 is the effective parameter which
depends on concentrations of TBHP, water as well as on the
acidity of the reaction medium. In the half-effect point
[‘Mn2’]¼ [‘Mn2’


.
(COOH)2], that is, K9[(COOH)2]¼ 1 because oxalic


acid is present in a great excess over catalyst precursor 1. It
follows from data of Fig. 10 that at [TBHP]¼ 0.1mol dm�3 and
[H2O]¼ 1.5mol dm�3 the half-effect is attained at [(COOH)2]�
10�3mol dm�3 and, consequently, K9� 103mol�1 dm3.

Figure 10. Dependence of the maximum rate of the cyclohexano-


neþ cyclohexanol accumulation in the cyclohexane oxidation catalysed


by complex 1 and oxalic acid on concentration of oxalic acid. Condi-
tions: [1]¼ 5� 10�5mol dm�3; [CyH]0¼ 0.46mol dm�3; [TBHP]0¼
0.10mol dm�3; acetonitrile; 50 8C. This figure is available in colour online


at www.interscience.wiley.com/journal/poc
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Figure 11. Kinetic curves of TBHP consumption under the action of 1
and oxalic acid in the presence (curve 1) and in the absence (curve 2)
of cyclohexane. Conditions: [1]¼ 5� 10�5mol dm�3; [oxalic acid] -


¼ 10�2mol dm�3; [CyH]0¼ 0.46mol dm�3; [TBHP]0¼ 0.10mol dm�3;


50 8C.


ALKANE OXIDATION

We have demonstrated that the rate of the TBHP decompo-
sition in the presence and in the absence of CyH is practically the
same (Fig. 11) and that this rate is a few times higher than the CyH
oxygenation rate (Fig. 12). As the CyH oxidation is induced by
tert-butoxy radicals (see above) the rate of its transformation into
oxygenates at [CyH]!1 is equal to the rate of generation of
tert-BuO


.
radicals in the catalysed TBHP decomposition. Addition


of CyH to the reaction solution does not affect the TBHP
decomposition rate, and this allows us to reject a chain-radical
mechanism for the decomposition process with participation of
tert-butoxy radicals. We assume on this basis that the main route

Figure 12. Kinetics of TBHP consumption (curve 1) and cyclohexano-


neþ cyclohexanol accumulation (curve 2) in the cyclohexane oxidation.
Conditions: [1]¼ 5� 10�5mol dm�3; [oxalic acid]¼ 10�2mol dm�3;


[CyH]0¼ 0.92mol dm�3; [TBHP]0¼ 0.10mol dm�3; 50 8C.


J. Phys. Org. Chem. 2008, 21 119–126 Copyright � 2007 John W

of the catalysed TBHP decomposition is its molecular decay.
Another process – with generation of tert-BuO


.
radicals – is only a


minor route. The rate ratio for these two routes of the catalytic
TBHP transformation is close to 10. It explains why the system
uses only ca 10% of TBHP for the CyH oxygenation whereas 90%
decomposes non-productively.


EXPERIMENTAL


Complex 1 was synthesized as described in Reference [17]. The
oxidations of hydrocarbons were carried out in acetonitrile in air
in thermostated (25 8C) Pyrex cylindrical vessels with vigorous
stirring. The total volume of the reaction solution was 2ml.
Initially, a portion of TBHP (70% aqueous) was added to a solution
of the catalyst 1, co-catalyst (typically oxalic acid) and CyH. After
certain time intervals samples (about 0.2ml) were taken. To
determine the concentration of a sum of the stable CyH oxidation
products (cyclohexanone and cyclohexanol) the sample of the
reaction solution was typically treated with PPh3 (for this method,
refer to References [14a,b,15]) and analysed by GC (LKhM-80-6
instrument, columns 2m with 5% Carbowax 1500 on 0.25–
0.315mm Inerton AW-HMDS; carrier gas was argon). Other
saturated hydrocarbons were oxidized under analogous con-
ditions. Concentration of TBHP was measured by titration of the
reaction mixture aliquots with 0.1mol dm�3 NaI in acetic an-
hydride (control by UV–Vis spectroscopy).


Acknowledgements


This work was supported by the Russian Basic Research Founda-
tion (No. 06-03-32344-a).

1


REFERENCES


[1] a) A. E. Shilov, G. B. Shul’pin, Chem. Rev. 1997, 97, 2879–2932; b)
Biomimetic Oxidations Catalyzed by Transition Metal Complexes (Ed.: B.
Meunier, ), Imperial College, London, 2000; c) A. E. Shilov, G. B.
Shul’pin, Activation and Catalytic Reactions of Saturated Hydrocarbons
in the Presence of Metal Complexes, Kluwer Academic Publishers,
Dordrecht/Boston/London, 2000; d) G. B. Shul’pin, Oxidations of C-H
Compounds Catalyzed by Metal Complexes, in Transition Metals for
Organic Synthesis (2nd edn) (Eds: M. Beller, C. Bolm, ), Wiley–VCH,
Weinheim/New York, Vol. 2, Chapter 2.2, 2004, 215–242.


[2] a) M. Bressan, A. Morvillo, G. Romanello, J. Mol. Catal. 1992, 77,
283–288; b) S.-I. Murahashi, Y. Oda, T. Naota, T. Kuwabara, Tetrahedron
Lett. 1993, 34, 1299–1302; c) T. Kojima, Chem. Lett. 1996, 121–122;
d) M. D. Nikalje, A. Sudalai, Tetrahedron 1999, 55, 5903–5908; e) T.
Kojima, H. Matsuo, Y. Matsuda, Inorg. Chim. Acta 2000, 300–302,
661–667; f ) D. Chatterjee, A. Mitra, Inorg. Chem. Commun. 2000, 3,
640–644; g) D. Chatterjee, A. Mitra, S. Mukherjee, J. Mol. Catal. A:
Chem. 2001, 165, 295–298.


[3] a) E. P. Talsi, V. D. Chinakov, V. P. Babenko, V. N. Sidelnikov, K. I.
Zamaraev, J. Mol. Catal. 1993, 81, 215–233; b) M. Rogovina, R.
Neumann, J. Mol. Catal. A: Chem. 1999, 138, 315–318; c) M. Nowotny,
L. N. Pedersen, U. Hanefeld, T. Maschmeyer, Chem. Eur. J. 2002, 8,
3724–3731; d) R. L. Brutchev, I. J. Drake, A. T. Bell, T. D. Tilley, Chem.
Commun. 2005, 3736–3738; e) P. Karandikar, A. J. Chandwadkar, M.
Agashe, N. S. Ramgir, S. Sivasanker, Appl. Catal. A: General 2006, 297,
220–230.


[4] G. B. Shul’pin, J. Gradinaru, Y. N. Kozlov, Org. Biomol. Chem. 2003, 1,
3611–3617.


[5] a) R. F. Parton, G. J. Peere, P. E. Neys, P. A. Jacobs, R. Claessens, G. V.
Baron, J. Mol. Catal. A: Chem. 1996, 113, 445–454; b) F. Li, M. Wang,
X.-N. Wang, H.-F. Sun, Chinese J. Inorg. Chem. 2006, 22, 1899–1904; c)
M. Nakanishi, C. Bolm, Adv. Synth. Catal. 2007, 349, 861–864; d) S.
Gosiewska, M. Lutz, A. L. Spek, R. J. M. K. Gebbink, Inorg. Chim. Acta
2007, 360, 405–417.

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


2
5







Y. N. KOZLOV, G. V. NIZOVA AND G. B. SHUL’PIN


1
2
6


[6] A. J. Catino, J. M. Nichols, H. Choi, S. Gottipamula, M. P. Doyle,Org. Lett.
2005, 7, 5167–5170.


[7] a) M. Fujiwara, Q. Xu, Y. Souma, T. Kobayashi, J. Mol. Catal. A: Chem.
1999, 142, 77–84; b) M. J. L. Kishore, A. Kumar, AIChE J. 2007, 53,
1550–1561.


[8] a) E. L. Pires, M. Wallau, U. Schuchardt, J. Mol. Catal. A: Chem. 1998,
136, 69–74; b) E. L. Pires, U. Arnold, U. Schuchardt, J. Mol. Catal. A:
Chem. 2001, 169, 157–161.


[9] a) J. Muzart, A. N’Ait Ajjou, J. Mol. Catal. 1991, 66, 155–161; b) Z.
Lounis, A. Riahi, F. Djafri, J. Muzart, Appl. Catal. A: General 2006, 309,
270–272.


[10] a) I. V. Spirina, V. N. Alyasov, V. N. Glushakova, N. A. Skorodumova, V. P.
Sergeeva, N. V. Balakshina, V. P. Maslennikov, Y. A. Aleksandrov, G. A.
Razuvaev, Zhurn. Org. Khim. 1982, 18, 1796–1801 (in Russian); b) G. B.
Shul’pin, Y. N. Kozlov, Org. Biomol. Chem. 2003, 1, 2303–2306; c) C.
Subrahmanyam, B. Louis, B. Viswanathan, A. Renken, T. K. Varadar-
ajan, Appl. Catal. A: General 2005, 282, 67–71; d) V. N. Shetti, M. J. Rani,
D. Srinivas, P. Ratnasamy, J. Phys. Chem. B 2006, 110, 677–679; e) G. B.
Shul’pin, G. S. Mishra, L. S. Shul’pina, T. V. Strelkova, A. J. L. Pombeiro,
Catal. Commun. 2007, 8, 1516–1520.


[11] a) G. B. Shul’pin, G. Süss-Fink, L. S. Shul’pina, Chem. Commun. 2000,
1131–1132; b) G. B. Shul’pin, A. R. Kudinov, L. S. Shul’pina, E. A.
Petrovskaya, J. Organometal. Chem. 2006, 691, 837–845; c) T. Iida, S.
Ogawa, K. Hosoi, M. Makino, Y. Fujimoto, T. Goto, N. Mano, J. Goto, A. F.
Hofmann, J. Org. Chem. 2007, 72, 823–830.


[12] a) R. H. Fish, R. H. Fong, J. B. Vincent, G. Christou, J. Chem. Soc. Chem.
Commun. 1988, 1504–1506; b) K. L. Taft, R. J. Kulawiec, J. E. Sarneski,
R. H. Crabtree, Tetrahedron Lett. 1989, 30, 5689–5692; c) J. E. Sarneski,
D. Michos, H. H. Thorp, M. Didiuk, T. Poon, J. Blewitt, G. W. Brudvig,
R. H. Crabtree, Tetrahedron Lett. 1991, 32, 1153–1156; d) S. Menage,
M.-N. Colomb-Dunand-Sauthier, C. Lambreaux, M. Fontecave,
J. Chem. Soc. Chem. Commun. 1994, 1885–1886; e) P. A. Ganeshpure,
G. L. Tembe, S. Satish, Tetrahedron Lett. 1995, 36, 8861–8864; f ) D.
Tetard, J.-B. Verlhac, J. Mol. Catal. A: Chem. 1996, 113, 223–230; g)
M. T. Caudle, P. Riggs-Gelasco, A. K. Gelasco, J. E. Penner-Hahn, V. L.
Pecoraro, Inorg. Chem. 1996, 35, 3577–3584; h) G. L. Tembe, P. A.
Ganeshpure, S. Satish, J. Mol. Catal. A: Chem. 1997, 121, 17–23; i) P.-P.
Knops-Gerrits, D. E. De Vos, P. A. Jacobs, J. Mol. Catal. A: Chem. 1997,
117, 57–70; j) J.-M. Vincent, A. Rabion, V. K. Yachandra, R. H. Fish,
Angew. Chem. Int. Ed. 1997, 36, 2346–2349; k) T. Matsushita, D. T.
Sawyer, A. Sobkowiak, J. Mol. Catal. A: Chem. 1999, 137, 127–133; l)
T. K. M. Shing, Y.-Y. Yeung, P. L. Su, Org. Lett. 2006, 8, 3149–3151; m) R.
Hage, A. Lienke, J. Mol. Catal. A: Chem. 2006, 251, 150–158; n) A.
Chellamani, N. I. Alhaji, S. Rajogopal, J. Phys. Org. Chem. 2007, 20,
255–263; o) Z. O. Oyman, W. Ming, R. van der Linde, Appl. Catal. A:
General 2007, 316, 191–196; p) U. Schuchardt, D. Mandelli, G. B.
Shul’pin, Tetrahedron Lett. 1996, 37, 6487–6490; q) A. M. Kirillov, M.
Haukka, M. V. Kirillova, A. J. L. Pombeiro, Adv. Synth. Catal. 2005, 347,
1435–1446; r) G. Bianchini, M. Crucianelli, C. Canevali, C. Crestini, F.
Morazzoni, R. Saladino, Tetrahedron 2006, 62, 12326–12333; s) G.
Bianchini, M. Crucianelli, C. Crestini, R. Saladino, Topics Catal. 2006,
40, 221–227.


[13] a) G. B. Shul’pin, J. R. Lindsay Smith, Russ. Chem. Bull. 1998, 47,
2379–2386; b) J. R. Lindsay Smith, G. B. Shul’pin, Tetrahedron Lett.
1998, 39, 4909–4912; c) G. B. Shul’pin, G. Süss-Fink, J. R. Lindsay
Smith, Tetrahedron 1999, 55, 5345–5358; d) G. B. Shul’pin, G. Süs-
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Acid-catalysed hydrolysis of
methoxy-substituted trityl trifluoroethyl
ethers: a kinetic and computational
investigation of leaving group effects
Moisés Canle Lópeza, Ibrahim Demirtasby, Howard Maskillb*
and Masaaki Mishimac

J. Phys. Or

Trityl trifluoroethyl (TFE) ether and its 4-methoxy, 4,4(-dimethoxy-, and 4,4(,400-trimethoxy-substituted analogues
have been prepared; the dimethoxy and trimethoxy compounds undergo ready acid-catalysed hydrolysis at constant
ionic strength¼ 1mol dmS3 at 25-C. The monomethoxy compound is less reactive and the parent trityl analogue
showed minimal reactivity. Using presently reported and literature kinetics results with pKa values of protonated
substrates, first-order rate constants covering 12 orders of magnitude have been determined for heterolysis/
dissociation of 11 protonated dimethoxytrityl derivatives DMTrYHR where YH¼H2O, CF3CH2OH, ArNH2 and
RNH2. There is a good correlation between logarithms of these rate constants and the pKa values of the conjugate
acids (YHþ


2 ) of the nucleofuges YH. Enthalpies and corresponding free energies at 25-C for the dissociation of the
specifically solvated ions CH3��YH(H2O)


þ
n (YH¼MeOH and CF3CH2OH, n¼ 1; H2O, n¼ 2; and NH3, n¼ 3) have been


calculated at the B3LYP/6-31RG* level. Corresponding gas phase calculations have also been carried out
for Ph3C��YH(H2O)


þ
n (YH¼H2O, n¼ 2; MeOH, n¼ 1; CF3CH2OH, n¼ 1 and NH3, n¼ 3) and, in addition, structures


for these solvated ions with (YH¼H2O, MeOH and NH3) have been calculated. The specifically solvated
ion Ph3C��O(H)CH2CF3(H2O)


R does not correspond to a stable bonded species in the gas phase, which suggests
that acid-catalysed fragmentation of methoxy-substituted analogues of Ph3C��OCH2CF3 in aqueous solution are
concerted with proton transfer in which case the hydrolytic cleavage will be general acid catalysed. Copyright� 2008
John Wiley & Sons, Ltd.

Supplementary electronic material for this paper is avai

lable in Wiley InterScience at http://www.mrw.interscience.wiley.com/
suppmat/0894-3230/suppmat/
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INTRODUCTION


The substituted trityl (triphenylmethyl) group is a common
protecting group for hydroxyl and amino functions in the
synthesis of a wide range of compounds.[1,2] p-Methoxy-
substituted trityl derivatives are much easier to deprotect than
the parent trityl compounds although this depends, to some
degree, upon the rest of the molecule.[3–8] The deprotection of a
(substituted) tritylated alcohol, that is the aqueous acid-induced
cleavage of a (substituted) trityl alkyl ether (Tr0��OR where Tr0


represents the parent or 4-methoxy-substituted analogues) is
shown in Scheme 1. This reaction is closely similar to the
protonation/dissociation of the corresponding alcohols Tr0��OH,
Scheme 2.[9,10] In the ether cleavage, the final equilibrium
proportions of the trityl alcohol and trityl carbenium ion are the
same as from the trityl alcohol itself under the same conditions.
Indeed, the reverse of the mechanism of Scheme 2 (or its
concerted equivalent) is an expansion of the final equilibration
shown in Scheme 1.
The mechanism of the protonation/dissociation of substituted


trityl alcohols has been studied in considerable detail and
involves a pre-equilibrium protonation followed by ionisation
and dissociation via ion–molecule pairs (or the concerted

g. Chem. 2008, 21 614–621 Copyright �

equivalent).[9–12] This reversible reaction shown in Scheme 2 is
the basis of the well-known HR acidity function scale where HR


relates to KRþ ,
[13–17] and the experimentally observed pseudo-


first-order rate constant for the overall equilibration, kobs, is for
the sum of forward and reverse processes (kobs¼ krþ kf [H3O


þ])
regardless of the initial extent of reaction.[9,10]
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Scheme 1. Heterolytic cleavage of a substituted trityl alkyl ether in dilute


aqueous acidic solution and subsequent hydrolysis of the substituted


trityl cation


Scheme 2. Reversible protonation/dissociation of substituted trityl alco-


hols in dilute aqueous acidic solution (the involvement of ion–molecule


pairs in the k1/k�1 step
[9,10,12] has been omitted in the interests of brevity)


Scheme 3. Ion–molecule pair mechanism for deprotection of substi-


tuted N-trityl alkylamines in dilute aqueous acid
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The anticipated corresponding mechanism for (substituted)
trityl alkyl ethers is included in Scheme 1; there should be no
appreciable extent of return from the trityl cation and the alcohol
ROH in dilute aqueous solution so the reaction is essentially
unidirectional. This mechanism leads to a first-order rate
dependence on the ether concentration and to specific acid
catalysis due to the involvement of the reversibly formed
protonated ether as a reactive intermediate.[18] Thus, for
(substituted) trityl alkyl ethers (Tr0��OR), which are only weak
bases in aqueous solution, there should be no detectable
reaction at [H3O


þ]¼ 0 and, for dilute aqueous solutions, the
pseudo-first-order rate constants should increase linearly with
[H3O


þ].
The mechanism for the deprotection of substituted trityl-


amines, Tr0��NHR, in aqueous solution has also been studied in
detail,[7,8,19,20] and is characteristically different from the
mechanism for the corresponding reaction of substituted trityl
alcohols because the amines are strong bases. The initial
tritylamine is virtually wholly protonated when [H3O


þ]�
[tritylamine]0 under the normal reaction conditions (dilute
aqueous strong acid containing a low concentration of cosolvent)
so the reaction was initially not expected to show acid catalysis.
Unexpectedly, the deamination of substituted tritylamines
Tr0��NHþ


3 was found to be specific acid catalysed (rate¼ kobs
[Tr0NHþ


3 ] where kobs¼ koþ kH [H3O
þ]) with appreciable


reactivity under the hypothetical extrapolated conditions of
[H3O


þ]¼ 0.[7,8,19,20] These wholly unprecedented results were
accommodated by a mechanism involving ion–molecule pairs,
Scheme 3, that is by invoking the distinction between ionisation
and dissociation of Tr0��NH2R


þ.[9,10,12] The final equilibrium here
in which the (substituted) trityl carbenium ion undergoes
reversible nucleophilic capture by water is, of course, exactly
the same as in the acid-induced deprotection of trityl ethers,

J. Phys. Org. Chem. 2008, 21 614–621 Copyright � 2008 John W

Scheme 1, and the protonation/dissociation of trityl alcohols
themselves (Scheme 2).
We investigated the effect of alkyl groups, R, upon reactivity in


the acid-induced deprotection of (substituted) trityl amines,
Tr0��NHR, and observed huge but very similar rate enhancing
effects compared with the deamination of Tr0��NH2.


[7,8] If the
effect of converting the nucleofuge in Scheme 2 from ��OHþ


2 to
��O(H)Rþ in Scheme 1 is similar to that of converting ��NHþ


3 to
��NH2R


þ in Scheme 3, rate constants for the hydrolysis of
Tr0��OR in dilute aqueous acidic solution would be extremely
high and possibly beyond the range of quantification by
conventional or even stopped flow UV spectrophotometric
investigation. To avoid this possible difficulty, we initiated our
present investigation by using 2,2,2-trifluoroethyl ethers
(Tr0��OTFE) in the expectation that the CF3 group would reduce
the base strength of the ethers thereby leading to lower
concentrations of the putative protonated reactive intermediate.
Of course, the CF3 group should also enhance the nucleofugality
of the protonated leaving group, so there will be a balance of two
opposing effects.
We report here our experimental kinetics results for the


hydrolysis of methoxy-substituted trityl 2,2,2-TFE ethers in
dilute acidic aqueous solution at 258C (the reactivity of the
parent Ph3C��OTFE was too low to quantify by our method under
these conditions). In addition, we report a computational
comparison of the enthalpy and free energy at 258C of the
heterolytic dissociation of the central bond in CH3��YHþ


and Ph3C��YHþ (and their specifically solvated analogues)
where YH is H2O, MeOH, CF3CH2OH and NH3, and computed
structures for specifically solvated ions Ph3C��YHðH2OÞþn where
YH is H2O (n¼ 2), MeOH (n¼ 1) and NH3 (n¼ 3).

METHODS


Experimental


Trityl TFE ethers were made by conventional methods which are
described in the experimental section; in all cases, spectral and
analytical characterisations were satisfactory although only the
parent trityl TFE ether was crystalline. Detritylation of the
methoxy-substituted trityl TFE ethers under acidic conditions led
to trifluoroethanol and equilibrium mixtures of the substituted
trityl carbenium ions and the corresponding alcohols. The
kinetics of the detritylations were investigated by our usual

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 1. Graph of kobs versus [H3O
þ] for 4,40 ,4000-trimethoxytrityl


trifluoroethyl ether in aqueous solution, [Substrate]0¼ 2.11�
10�5mol dm�3; ionic strength (NaClO4)¼ 1.00mol dm�3; T¼ 298.0 K;


l¼ 483 nm; 0.7% CH3CN. ko¼ 8.7� 10�4 s�1 and kH¼ 2.10�
10�2 dm3mol�1 s�1 (R¼ 0.995)


Figure 2. Graph of kobs versus [H3O
þ] for 4,40-dimethoxytrityl trifluoro-


ethyl ether in aqueous solution, [Substrate]0¼ 2.82� 10�5mol dm�3;


ionic strength (NaClO4)¼ 1.00mol dm�3; T¼ 298.0 K; l¼ 495 nm;
1% CH3CN. ko¼ 2.3� 10�4 s�1 and kH¼ 6.9� 10�3 dm3mol�1 s�1


(R¼ 0.98) from results up to [HClO4]¼ 0.614mol dm�3
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method of monitoring the rate of increase in UV absorption due
to the formation of the substituted trityl cation at a suitable
wavelength in the thermostatted cell block of a spectropho-
tometer connected to a PC for data collection.[7,8,21,22] Rate
constants were calculated by nonlinear optimisation from
absorbance-time data measured under pseudo-first-order con-
ditions using perchloric acid ([H3O


þ]� [substrate]0) and low
concentrations of acetonitrile to maintain complete solubility
at ionic strengths kept constant with sodium perchlorate.
Solutions for kinetics were prepared by adding a concentrated
solution of the substrate in acetonitrile to the aqueous solution of
electrolytes. The clarity of all solutions and the excellent fitting of
the data to the first-order rate law of individual runs indicate that
the nonlinear correlations of kobs against [H3O


þ] for mono-
methoxytrityl (MMTr) and dimethoxytrityl (DMTr) TFE-ethers are
not due to solubility problems. Kinetic runs were carried out at
least twice and the expressed uncertainty in tabulated rate
constants (kobs in Supplementary Tables S1–S3) indicates
reproducibility.
Reactions of the trimethoxytrityl (TMTr) and DMTr TFE-ethers


were carried out at perchloric acid concentrations up to
1mol dm�3, and 1mol dm�3 constant ionic strength. The MMTr
analogue was insufficiently reactive under these conditions so
this compound was investigated at acid concentrations up to
2.66mol dm�3 and ionic strength constant at 3.0mol dm�3.
However, the kinetic effect of sodium perchlorate is quite
appreciable for the ionisation of trityl alcohols[9,10,23–25] and the
deamination of tritylamines.[20] Consequently, results for
MMTrOTFE at ionic strength (I)¼ 3mol dm�3 are not directly
comparable with those for DMTrOTFE and TMTrOTFE at
I¼ 1mol dm�3.


Computational


The geometries were fully optimised at the B3LYP/6-31þG* level
of theory with normal convergence using the Gaussian 03
programme.[26] Vibrational normal mode analyses were per-
formed at the same level to ensure that each optimised structure
was a true minimum on the potential energy surface and to
calculate the thermal correction needed to obtain the Gibbs free
energies. Bond dissociation enthalpies in water were also
estimated using the Onsager reaction field model at the same
level of theory.[27–29] The Tr��YHþ series did not give stable
structures in either type of calculation, that is Tr��Y bond
cleavage occurs without a barrier. Solvated complexes in which
acidic hydrogens H-bond with specific water molecules were
then calculated. By this method, stable structures were obtained
for Tr��YHðH2OÞþn with YH¼NH3 (n¼ 3), H2O (n¼ 2) and MeOH
(n¼ 1); bond dissociation enthalpies were then obtained from
the enthalpy of the gas phase reaction of Eqn 1 where n is the
number of water molecules in the specifically solvated proto-
nated complexes:


Tr�YHðH2OÞþn ¼ Trþ þ YHðH2OÞn; DHo (1)


RESULTS


Experimental


The effect of the acidity of the reaction medium is not simply
kinetic. The reaction was monitored by following the UV

www.interscience.wiley.com/journal/poc Copyright � 2008

absorbance of the carbenium ion which is in equilibrium with
the trityl alcohol according to the final equation of Scheme 1. The
equilibrium concentration of carbenium ion, therefore, depends
upon the acid concentration and the equilibrium constant for the
particular system under the particular physical conditions. At low
acidities in water at 258C, the product mixture from the parent
trityl TFE ether contains too low a proportion of the carbenium
ion in equilibrium with the alcohol for the kinetics of cleavage to
be reliably quantified.
Kinetics results for the three methoxy-substituted compounds


are illustrated in Figs 1–3 and experimental data are given in the
accompanying Supplementary Tables S1–S3. The increase in
pseudo-first-order rate constants with increasing acid concen-
tration was initially linear, which allowed the determination of
second-order rate constants for the hydronium-ion-catalysed
reaction (kH); these are shown in the footnotes to the figures and

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 614–621







Figure 3. Graph of kobs versus [H3O
þ] for 4-methoxytrityl trifluoroethyl


ether in aqueous solution, [Substrate]0¼ 4.43� 10�5mol dm�3; ionic


strength (NaClO4)¼ 3.00mol dm�3; T¼ 298.0 K; l¼ 471 nm; 1% CH3CN.


ko¼ 1.4� 10�3 s�1 and kH¼ 4.4� 10�3 dm3mol�1 s�1 (R¼ 0.997) from
results up to [HClO4]¼ 1.66mol dm�3


Table 2. Enthalpies and free energies (258C) of heterolytic
bond dissociation of protonated species Tr–YHðH2OÞþn
calculated at the B3LYP/6-31þG* level


Tr–YHðH2OÞþn


Solvated modela


DHo (kJmol�1) DGo
25 (kJmol�1)


Tr–OH2ðH2OÞþ2 11 �54


Tr–O(H)CH3(H2O)
þ �33 �96


Tr–NH3ðH2OÞþ3 69 20


a Standard state¼ ideal gas at 1 atm.
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tables along with the extrapolated rate constants at [H3O
þ]¼ 0


which correspond to the uncatalysed reactions.


Computational


Computational results at the B3LYP/6-31þG* level for the
enthalpy of dissociation of the protonated substrates CH3��
YHþ (YH¼H2O, MeOH, CF3CH2OH and NH3), all of which
correspond to stable bonded ions in the gas phase, are shown
in Table 1 together with corresponding free energies of
dissociation at 258C. (The electronic energies, enthalpies and
free energies of neutrals, complexes and cations are given in
Hartrees in the accompanying Supplementary Table S4.) The
column headed ‘Onsager model’ contains results for aqueous
solution using a continuum model for the dielectric of the
medium;[27–29] results in the column headed ‘Solvated model’ are
for the gas phase with the ions specifically solvated by n water
molecules through hydrogen bonds (n¼ 1 for the protonated
ethers, 2 for the protonated alcohol and 3 for the protonated
amine).

Table 1. Enthalpies and free energies (258C) of heterolytic bond
(YH¼H2O, MeOH, CF3CH2OH and NH3) calculated at the B3LYP/6-


CH3–YH
þ


Gas phasea O


DHo (kJmol�1) DGo
25 (kJmol�1) DH0--- (kJ


CH3–OH
þ
2


282 241 279


CH3–O(H)CH
þ
3


334 290 331


CH3–O(H)CH2CF
þ
3


278 234 326


CH3–NH
þ
3


441.4 399 445


a Standard state¼ ideal gas at 1 atm.
bStandard state¼pure solute at 1mol dm�3 in water.
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Table 2 contains the gas phase results for dissociation
of Ph3C��YHðH2OÞþn (YH¼H2O, MeOH and NH3) specifically
solvated as indicated above for the methyl analogues. Results for
YH¼ CF3CH2OH are not included as Tr��O(H)TFE(H2O)


þ does not
correspond to a stable bonded ion, that is protonation of
Tr��OTFE with one water molecule of solvation led to
spontaneous dissociation of the central bond. Thus, Fig. 5 shows
the optimised structures of the H-bonded solvated complexes
Tr��YHðH2OÞþn at the B3LY/6-31þG* level (n¼ 1 for YH¼MeOH,
n¼ 2 for YH¼H2O and n¼ 3 for YH¼NH3) whereas the
optimised structure for YH¼CF3CH2OH (n¼ 1) shows the
propeller-shaped trityl carbenium ion to be essentially planar
at the central carbon and separated from the dissociated
CF3CH2OH molecule H-bonded to one water molecule. (Cartesian
coordinates of optimised structures of Tr��Y and Tr��YHðH2OÞþn
at the B3LYP/6-31þG* level of theory are given in the
accompanying Supplementary Table S5.)

DISCUSSION


Extrapolation of kinetics results to [H3O
þ]¼ 0 as shown in Figs


1–3 indicates unexpected reactivity for all three unprotonated
methoxy-substituted trityl TFE ethers, that is reaction with
trifluoroethoxide as nucleofuge (presumably with electrophilic
assistance due to H-bonding with a solvent molecule); we are
aware of no other dialkyl ethers which have been shown to

dissociation of protonated species CH3–YH
þ


31þG* level


nsager model[27–29]b Solvated modela


mol�1) DG0---
25 (kJmol�1) DHo (kJmol�1) DGo


25 (kJmol�1)


238 458.6 407


286 420.1 374


282 364 316


.2 403 550.6 520.1
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Figure 4. Brønsted-type plot of log k (s�1) where k represents k, k1 and
ko in Scheme 4 against the pKa of the conjugate acid (YHþ


2 ) of the


leaving groups YH in Scheme 4. YHþ
2 ¼NHþ


4 (pKa¼ 9.21;[51] ko¼
3.5� 10�5 s�1); CF3CH2OH


þ
2 (pKa¼�5.6; ko¼ 7� 106 s�1); H3O


þ (pKa¼
�1.74;[18] ko¼ 1.7�105 s�1); MeONHþ


3 (pKa¼ 4.60;[52] ko¼ 0.20 s�1);
PhCH2NH


þ
3 (pKa¼ 9.34;[51] ko¼ 4.2 s�1); CH3CH2CH2NH


þ
3 (pKa¼ 10.53;[51]


ko¼ 48 s�1); PhNHþ
3 (pKa¼ 4.62;[53] ko¼ 41 s�1); 4-NO2C6H4NH


þ
3


(pKa¼ 1.11;[53] ko¼ 38 s�1); 4-MeC6H4NH
þ
3 (pKa¼ 5.07;[53] ko¼ 37 s�1);


4-MeOC6H4NH
þ
3 (pKa¼ 5.29;[53] ko¼ 45 s�1); 4-FC6H4NH


þ
3 (pKa¼ 4.52;[53]


ko¼ 43 s�1). ko values from references[7,8,50]
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undergo hydrolysis by an uncatalysed SN1 mechanism. The
uncatalysed route requires incorporation of an extra reaction
channel into the mechanism of Scheme 1, and the predicted rate
law is then given by


Rate ¼ kobs ½Tr0OTFE�where kobs ¼ ko þ kH ½H3O
þ� (2)


This allows determination of the catalytic rate constant kH and,
according to the mechanism of Scheme 1, kH¼ k/Ka where Ka is
the acid dissociation constant (acidity constant) of the proto-
nated ether, that is the reciprocal of the equilibrium constant K
for the pre-equilibrium shown in Scheme 1. However, the simple
linear relationship between the observed pseudo-first-order
rate constant and hydronium ion concentration, expected on
the basis of Scheme 1 and Eqn 2, is observed only for TMTr TFE
ether (Fig. 1). Upwards curvature is observed for the dimethoxy
analogue (Fig. 2), and is even stronger for MMTr TFE ether (Fig. 3).
Absence of a rectilinear correlation between kobs/[H3O


þ] and
[H3O


þ] for MMTrOTFE (the correlation is an irregularly shaped
curve which defied mathematical fitting) established that the
upward curvature in Fig. 3 is not simply due to the intrusion of a

Scheme 4. Comparison of rates of unimolecular heterolyses of DMTr–


Eqn (i)� 1.7� 105 s�1 (see the text); k in Eqn (ii)� 7� 106 s�1 (see the text)


www.interscience.wiley.com/journal/poc Copyright � 2008

second-order term in the rate law. Our working hypothesis is that
this strong curvature is a medium effect (MMTrOTFE was
investigated at ionic strength¼ 3mol dm�3 and [H3O


þ] up to
2.66mol dm�3) and further consideration will be postponed until
a proper acidity function analysis is complete.[17,30]


Leaving group effect upon heterolysis in protonated
substituted trityl alcohols, TFE ethers and amines in
aqueous solution


We see from Scheme 2 that kf¼ k1/Ka for the protonation/
dissociation of substituted trityl alcohols where kf is the
experimental second-order rate constant of the forward reaction
and Ka is the acidity constant of the protonated alcohol (equal to
the reciprocal of the equilibrium constant K for the pre-
equilibrium shown in Scheme 2). Since kobs¼ krþ kf [H3O


þ] for
the equilibration of Scheme 2, kf is determinable. We have an
experimental value of kf¼ 16.5 dm3mol�1 s�1 for DMTr alcohol
(258C, aqueous perchloric acid, 2% acetonitrile, ionic strength¼
1mol dm�3).[9,10] From an estimated value of Ka� 104mol dm�3


for the putative DMTr��OHþ
2 in Scheme 2 based upon literature


data (pKa¼�1.74,[18] �1.98,[31] �2.12[32,33] and �3.8[34] for OHþ
3 ,


MeOHþ
2 , EtOH


þ
2 and Me3COH


þ
2 , respectively), we estimate k1�


1.7� 105 s�1 for DMTr��OHþ
2 . (This replaces our earlier estimate


of 830 s�1 based upon a simplistic value for the pKa of
DMTr��OHþ


2 ).
[7]


To calculate the analogous parameter k in the reaction of
DMTrOTFE in Scheme 1, we need an estimate of the acidity
constant of its conjugate acid, DMTrO(H)TFEþ. This can be done
stepwise starting from the value for DMTrOHþ


2 (pKa��4, see
above), and incorporating perturbations due to conversion first to
DMTrO(H)CH2CH


þ
3 , then to DMTrO(H)CH2CF


þ
3 . From pKa values of


�2.1 and �3.6 for EtOHþ
2 and Et2OH


þ, respectively,[32,33,35,36] we
estimate pKa��5.5 for DMTrO(H)CH2CH


þ
3 . Then, from pKa values


for ethanol (15.9)[37] and trifluoroethanol (12.4),[38] we arrive at a
value of pKa��9 for DMTrO(H)TFEþ, that is Ka� 109mol dm�3.
Thus, with kH¼ 6.9� 10�3 dm3mol�1 s�1, we obtain k� 7�
106 s�1 which is only about 40 times greater than the value of
k1� 1.7� 105 s�1 for DMTr��OHþ


2 (see above) following the
improvement in the nucleofuge by replacing ��OHþ


2 by
��O(H)TFEþ. However, reduction of the concentration of the
protonated reactive intermediate through reduction of the
base strength of the substrate (a factor of about 105, see above)
more than compensates for this modest rate constant ratio, and
DMTrOTFE has a much lower experimental catalytic rate constant
than DMTrOH. The ratio for uncatalysed C��O heterolysis
reactions of DMTr��OTFE and DMTr��OH is immeasurably high
as the latter shows no detectable reactivity in the absence of acid.
Heterolytic cleavage of the C��N bond of DMTr��NH2R


þ in
Scheme 3 comprises uncatalysed and catalysed channels but

YHþ in aqueous solution for YH¼H2O, CF3CH2OH and NH3. k1 in


; ko in Eqn (iii)¼ 3.67� 10�5 s�1 for R¼H;[20]
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Scheme 5. Dissociation of protonated species CH3–YH
þ and Tr–YHþ
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only the former is directly comparable with the heterolyses of
DMTr��OHþ


2 and DMTr��O(H)TFEþ, that is the ko component of
Eqn (iii) in Scheme 4. Comparison of Schemes 3 and 4 shows that
ko¼ (k10/k?10)kd, and ko¼ 3.67� 10�5 s�1 for DMTr��NHþ


3 .
[19,20]


Thus, whilst rate constants for heterolyses of DMTr��O(H)TFEþ


and DMTr��OHþ
2 differ only by a factor of about 40, there is a rate


ratio of about 4� 109 for fragmentation of DMTr��OHþ
2


compared with DMTr��NHþ
3 . Figure 4 includes a Brønsted-type


plot of log (k, k1 or ko) against the pKa of the conjugate acid of
the leaving group for DMTrYHþ (YH¼OH, OTFE and NH2)
together with results reported earlier for eight other sub-
strates:—DMTr��NH2R


þ (Scheme 3) with R¼MeO, PhCH2


and CH3CH2CH2, and 4-X-C6H4 (X¼H, NO2, Me, MeO and F).
Literature pKa values were available for all 11 protonated leaving
groups YHþ


2 except TFEOHþ
2 (see Fig. 4). A value of pKa¼�5.6 for


TFEOHþ
2 may be estimated from the value for TFEOH (12.4)[38]


assuming that the difference between these two is the same as
the difference between values for EtOHþ


2 and EtOH (�2.1 and
15.9);[32,33,18] similar results are obtained if the difference
between pKa values of H2O and H3O


þ is taken or between
MeOH andMeOHþ


2 . As seen, results for five substrates which span
the whole wide range of reactivity lie on an excellent straight
line suggestive of a common mechanism. The high value of the
gradient (�0.79, R¼�0.99) is wholly compatible with the
dissociation of Tr0YHþ involving initial ionisation followed by
rate-determining separation of the ion–molecule pair,[9,10,12] a
detail included in Fig. 3 but not in Figs 1, 2 and 4, that is the bond
from the trityl residue to the nucleofuge is completely broken in
the transition structure for heterolysis/dissociation of Tr0YHþ.
Results for six substrates, however, lie above the linear correlation
(two are superimposed), that is these six substrates are more
reactive than anticipated. We have at present no explanation of
these anomalies but note that four are substituted anilines.
The enormous element effect upon the rate of heterolysis of


the ions DMTr��OHþ
2 and DMTr��NHþ


3 is quite remarkable given
that the C��O and C��N bond dissociation enthalpies
in CH3��OH and CH3��NH2 are 385 and 356 kJmol�1, respect-
ively.[39] However, these bond dissociation enthalpies correspond
to gas phase homolysis and the present reactions are heterolyses
in aqueous solution. Consequently, we have calculated the
dissociation enthalpies and free energies for the heterolytic
reactions in Scheme 5 to provide a basis for comparison of the
kinetic effects being observed.


Computational comparison of leaving group effects upon
heterolysis of R-YHR where R¼CH3 and Ph3C, and
YH¼H2O, CH3OH, CF3CH2OH and NH3


Assuming that reactivity parallels thermodynamic driving force
for the set of closely related compounds reacting by the same
generic mechanism, we anticipated the kinetic reactivity of
R��O(H)TFEþ, R��OHþ


2 and R��NHþ
3 to parallel heterolytic bond

J. Phys. Org. Chem. 2008, 21 614–621 Copyright � 2008 John W

dissociation free energies. In view of the relatively small effect of
the methoxy-substituents, we also assumed that computations
on the parent trityl compounds (R¼ Ph3C) would adequately
model our experimental results for the 4,40-dimethoxy deriva-
tives, and, as a preliminary, we investigated themuch simpler ions
with R¼CH3 and included R��O(H)Meþ to model projected
experimental results using Tr’��OMe.
All four ions CH3��YHþ correspond to stable bonded species,


and the bond dissociation enthalpies and free energies (258C) are
shown in Table 1. For the three analogues of compounds for
which we have experimental results, the decreasing order of
bond strengths in the gas phase (NH3�H2O>CF3CH2OH), both
with and without using the specific solvation model, corresponds
very well to the increasing order of reactivity found in solution
(NH3�H2O<CF3CH2OH). Agreement using the Onsager model
in solution is less satisfactory so this was not considered
further.[27–29] Results predicted for CH3��O(H)CHþ


3 in the gas
phase indicate reactivity lower than for CH3��OHþ


2 (but still much
greater than for CH3��NHþ


3 ). Inclusion of specific water molecules
of solvation, however, inverts the order for CH3��O(H)CHþ


3


and CH3��OHþ
2 but CH3��O(H)CHþ


3 is still predicted to be more
stable (less reactive) than CH3��O(H)CH2CF


þ
3 .


For the parent trityl analogues Tr��YHþ, results using the
solvated model for YH¼H2O, CH3OH and NH3 are given in
Table 2; (the ion Tr��O(H)CH2CF


þ
3 did not correspond to an


energy minimum). Heterolytic dissociation of Tr��NH3ðH2OÞþ3 is
still thermodynamically unfavourable whereas that of
Tr��O(H)CH3(H2O)


þ is strongly favourable; between the two lies
Tr��OH2ðH2OÞþ2 whose dissociation is endothermic (positive
DHo) but overall favourable (negative DGo) when the entropy
term is included.
Computed structures of Tr��YHþ are shown in Fig. 5. Structural


parameters for TrNH3ðH2OÞþ3 (C��N bond, 1.550 Å; sum of angles
at central C, 337.28) are in excellent agreement with crystal-
lographic values for TrNHþ


3 Cl
� (1.519 Å and 334.88) and


N-tritylglycine (TrNHþ
2 CH2CO


�
2 , 1.551 Åand 333.68).[40] In addition,


the computations reproduce the C��N bond length observed
experimentally for Ph3C��NH2 (C��N¼ 1.486 Å computationally
compared with 1.481 Å crystallographically)[41] and the
elongation upon protonation of the nitrogen, which lends
credibility to the computational protocol. For Tr��OH2ðH2OÞþ2 ,
the C��O bond is 1.620 Å (appreciably longer than the value
1.446 Å presently calculated for TrOH, and 1.448 Å obtained
crystallographically[42]), and there is an appreciably greater
degree of planarisation (sum of angles at central C¼ 344.28) than
in the less reactive tritylammonium ion (337.28) in accordance
with the Bürgi–Dunitz principle.[43–46]


The solvated protonated trityl TFE ether does not correspond
to a stable bonded ion and, correspondingly, the computed
structure comprises the propeller-shaped trityl carbocation (fully
planar at the central carbon) well separated from the
trifluoroethanol molecule hydrogen-bonded to a water molecule
(the central carbon atom being 3.536 Å from the oxygen). This
suggests that the acid-catalysed fragmentation of Tr0��OTFE in
aqueous solution is concerted with proton transfer rather than
following a pre-equilibrium as shown in Scheme 1. This leads to
the prediction of general as opposed to specific acid catalysis. If
confirmed experimentally, this would be wholly in line with the
observation by Bunton of general acid catalysis in the
protonation/dissociation of tropyl alcohol to give the tropylium
ion,[11] and general base catalysis in the hydration of some
triarylmethyl carbenium ions.[47–49]
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Figure 5. Optimised structures of solvated complexes, Tr–YHðH2OÞþn , at the B3LYP/6-31þG* level.
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EXPERIMENTAL


Our kinetics methods, general experimental procedures and
instrumentation have already been described.[7,9,10,20–22]

PREPARATIONS


Trityl 2,2,2-trifluoroethyl ether


Trityl bromide (66mg, 0.2mmol) was dissolved in acetone (1 cm3)
and 2,2,2-trifluoroethanol (2 cm3) was added. After addition of
triethylamine (two drops), the product precipitated out and the
mixture was stirred for 1 h at room temperature. The precipitated
compound was filtered off and dried in vacuo to yield the title
compound as white crystals (61mg, 89%; mp 123–1258C; found:
C, 73.46; H, 4.90; C21H17OF3 requires C, 73.67; H, 5.00; dH 3.65 (2H,
q, J 8.5, CH2), 7.20–7.40 (15H, m, ArH); dC 61.75 (C��O), 62.44 (CH2),
87.89 (CF3), 127.56 (C-40), 128.15 (C-30, C-50), 128.56 (C-20, C-60),
142.68 (C-10)).

www.interscience.wiley.com/journal/poc Copyright � 2008

4-Methoxytrityl 2,2,2-trifluoroethyl ether


4-Methoxytrityl tetrafluoroborate (51mg, 0.14 mmol) was
dissolved in 2,2,2-trifluoroethanol (2 cm3, excess) and triethyl-
amine (two drops) was added. The mixture was stirred overnight
at room temperature and then evaporated to dryness. The
residue was chromatographed on silica gel (20% ethyl acetate/
petrol) to give a colourless oil (40mg, 76%; dH 3.38 (2H, q, J
8.5, CH2), 3.71 (3H, s, OCH3), 6.77 (2H, d, J 9, C-30H, C-50H),
7.10–7.40 (12H, m, ArH); dC 55.28 (OCH3), 61.68 (C��O), 62.37
(CH2), 87.82 (CF3), 113.45 (C-3, C-5), 127.38 (C-40), 128.12 (C-30,
C-50), 128.27 (C-20, C-60), 130.39 (C-2, C-6), 134.22 (C-1), 143.25
(C-10), 159.03 (C-4)).


4,4(-Dimethoxytrityl 2,2,2-trifluoroethyl ether


4,40-DMTr tetrafluoroborate (200mg, 0.62 mmol) was dissolved in
2,2,2-trifluoroethanol (4 cm3, excess) and triethylamine (five
drops) was added. The mixture was stirred for 21 h at room
temperature and then evaporated to dryness. The residue was

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 614–621
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extracted between water (10 cm3) and dichloromethane (10 cm3).
The organic phase was separated, dried (Na2SO4), filtered and
evaporated to give an oil (135mg, 56%; dH 3.45 (2H, q, J 8.5, CH2),
3.80 (6H, s, 2�OCH3), 6.84 (4H, d, J 9, C-3


0H, C-50H), 7.10-7.50 (5H,
m, ArH), 7.32 (4H, d, J 9, C-20H, C-60H); dC 55.28 (2�OCH3), 61.60
(C��O), 62.29 (CH2), 87.78 (CF3), 113.23 (C-3, C-5), 127.20 (C-40),
127.99 (C-30, C-50), 129.18 (C-2, C-6), 130.03 (C-20, C-60), 134.81
(C-1), 143.77 (C-10), 158.88 (C-4)).


4,4(,400-Trimethoxytrityl 2,2,2-trifluoroethyl ether


4,40,400-TMTr tetrafluoroborate (29.5mg, 0.07mmol) was dis-
solved in 2 cm3 (excess) of 2,2,2-trifluoroethanol and two drops of
triethylamine were added. The mixture was stirred for 6 h at room
temperature and then extracted between water (10 cm3) and
ether (10 cm3). The organic phase was separated, dried (Na2SO4),
filtered and evaporated to give an oil (24.19mg, 80%; dH 3.40 (2H,
q, J 8.5, CH2), 3.75 (9H, s, 3�OCH3), 6.80 (6H, d, J 9, C-3H, C-5H),
7.25 (6H, d, J 9, C-2H, C-6H); dC 55.27 (3�OCH3), 61.54 (C��O),
113.39 (C-3, C-5), 129.73 (C-2, C-6), 135.32 (C-1), 158.75 (C-4)).
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Structural and spectroscopic investigations of
non-planar tris(dialkylamino)cyclopropenium
cations
James R. Butcharda, Owen J. Curnowa*, Robert J. Pipala, Ward T. Robinsona


and Rong Shanga

J. Phys. Or

The mixed triaminocyclopropenium cation bis(diisopropylamino)dimethylaminocyclopropenium was prepared from
bis(diisopropylamino)chlorocyclopropenium by reaction with dimethylamine. It was isolated as the perchlorate salt
and found to have a distorted structure in the solid state. Tris(diisopropylamino)cyclopropenium was prepared by
reaction of pentachlorocyclopropane with diisopropylamine in a refluxing dichloroethane solution for 2 days. The
solid state structure was found by X-ray crystallography to have two planar amino groups and one pyramidal amino
group, however, the 1H-NMR and infrared solution spectra show equivalent isopropyl groups in solution. The
compounds were also characterised by Raman and infrared spectroscopy. Additionally, a new polymorph of
[C3(NMe2)3]ClO4 is described as well as the X-ray structure of bis(diisopropylamino)cyclopropenone. Copyright �
2007 John Wiley & Sons, Ltd.
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INTRODUCTION


The cyclopropenium ion, [C3H3]
þ, is the classic example of a


Hückel 2p-electron aromatic ring system. Many investigations
have been carried out on derivatives [C3X3]


þ, and a large variety
of substituents have been prepared (e.g. X¼ alkyl, aryl, SiR3, NR2,
OR, F, Cl, Br, I, SR, SeMe, TeMe).[1,2] Despite the apparent ring strain,
many of the cations are very stable due to the inherent
aromaticity; some amino derivatives, for example, are stable to
hydrolysis at 100 8C. Althoughmost studies on such systems have
been carried out for theoretical interest, synthetic chemistry
utilising cyclopropenium cations has been developing recently in
the areas of organic and organometallic chemistry.[1] Bertrand
and coworkers[3] have recently isolated the first cyclopropeny-
lidenes via deprotonation of the diaminocyclopropenium
[C3(N


iPr2)2H]
þ.


Secondary aminocyclopropenium cations are generally syn-
thesised by reaction of tetrachlorocyclopropene or pentachlor-
ocyclopropane with a secondary amine.[4–6] An excess of amine is
used as a base to remove the HCl, as a dialkylammonium chloride
salt, produced during the reaction. These aminocyclopropenium
cations exhibit planar geometries with the trigonal planar
nitrogen atoms and its substituents coplanar with the C3


þ ring
to maximise p donation from the nitrogen atoms to the ring.[7–9]


The unusual stability of these cationic compounds is attributed to
this p donation and the reduced positive charge on the carbon
atoms.[4] Indeed, these cations are sufficiently electron-rich as to
be ‘donor’ species: Weiss et al.[10] have taken advantage of this
property to prepare compounds with isolated anions as a result
of the ion-pair strain. Barriers to rotation about the exocyclic
C—N bonds have also been measured and found to decrease as
the number of p-donor substituents is increased.[8,11]

g. Chem. 2008, 21 127–135 Copyright �

Presented here are structural and spectroscopic investigations
of tris(dialkylamino)cyclopropenium cations, the C2v-symmetric
bis(diisopropylamino)dimethylaminocyclopropenium and the
sterically bulky tris(diisopropylamino)cyclopropenium, which
both show significant deviations from a planar geometry. The
synthesis of the tris(diisopropylamino)cyclopropenium salt had
been attempted by others without success.[4,5,12] Gompper and
Schönafinger[6] reported the preparation of the perchlorate salt
of both of these cations as red oils. Some of our work has been
communicated.[13]

RESULTS AND DISCUSSION


Synthesis and NMR spectra


Yoshida and Tawara[12] have previously reported the synthesis
and characterisation of the bis(diisopropylamino)chlorocyclo-
propenium salt, [C3(NiPr2)2Cl][ClO4] (1.ClO4), from tetrachlorocy-
clopropene as well as the diethylamino analogue, but were
unable to prepare a triaminocyclopropenium cation from this. We
have found, however, that use of less bulky dimethylamine allows
the synthesis of the mixed triamine system [C3(NiPr2)2(NMe2)]
[ClO4] (2.ClO4) in 54% yield as colourless crystals. Gompper and
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Figure 1. ORTEP of 2þ with the atomic numbering scheme. Thermal
ellipsoids are drawn at the 40% probability level and the hydrogen atoms


have been omitted for clarity
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Schönafinger[6] reported the preparation of this compound in
78% yield as a red oil.


As expected for a C2v cyclopropenium system, the 13C-NMR
spectrum of 2þ exhibits two C3 ring-carbon resonances (119.6
and 116.9 ppm – the latter has twice the intensity of the other and
can therefore be assigned to the carbon atoms with the
diisopropylamine groups attached to them) and one resonance
(42.3 ppm) for the dimethylamino substituents.[8] At ambient
temperature, the isopropyl groups are equivalent and only one
resonance appears for the tertiary carbons (51.2 ppm) along with
one for the methyl carbons (21.8 ppm). This is consistent
with rapid rotation about the exocyclic C—N bonds. Krebs
and Breckwoldt[11] have reported barriers to exocyclic C—N bond
rotation of DGz ¼ 95–105 kJmol�1 for mono-amino-substituted
cyclopropeniums [C3X2NR2]


þ (where X¼Me or Ph and R¼Me
or aryl) and Clark et al.[8] reported a barrier of DGz ¼ 75 kJmol�1


for the diamino-substituted cation [C3(N
iPr2)2Cl]


þ. An even lower
barrier for the triamino cation 2þ is expected due to a further
reduction in p donation from each competing amino substituent.
Increased steric interactions between the groups may also play a
part in determining the barrier. The 1H-NMR spectrum of 2þ is
also consistent with rapid rotation about the exocyclic C—N
bonds: Only one set of resonances is observed for the isopropyl
groups (3.85 ppm for the tertiary H atoms and 1.35 ppm for the
Me groups) along with one resonance (3.22 ppm) for the dime-
thylamino substituent. Unfortunately, low temperature (�55 8C)
NMR spectroscopy was unable to freeze out this rotation and,
although some line broadening of the tertiary carbons occurred
in the 13C-NMR spectra, no decoalesence of any signal was
observed.
The tris(diisopropylamino)cyclopropenium cation, [C3(N


iPr2)3]
þ


(3þ), was initially isolated as an unexpected side-product from
the synthesis of 2.ClO4. It was then prepared in low yield (8%) by
refluxing C3Cl5H with excess diisopropylamine in dichloroethane
for 2 days. Gompper and Schönafinger[6] reported the prep-
aration of the perchlorate salt by reaction in an autoclave at
150 8C to give a 75% yield of a red oil. The chloride salt was found
to crystallise as a trihydrate from wet CHCl3/diethylether.


[13]


NMR spectroscopy of 3þ in solution suggests D3h symmetry:
the cation displays a single ring-carbon resonance at 119.45 ppm
that is characteristic of [C3(NR2)3]


þ cations, and both 1H- and
13C-NMR spectroscopy show only one isopropyl environment

www.interscience.wiley.com/journal/poc Copyright � 2007

down to �40 8C. However, the X-ray structure (see discussion
below) shows one amino group to be non-planar with an sp3


hybridised N atom and the associated isopropyl groups out of
the C3N3 plane. This would make the isopropyl groups on the
other amino substituents inequivalent. Clearly, 3þ exhibits a low
barrier to C—N bond rotation for the same reasons as 2þ,
although the steric contribution is probably greater in 3þ.
Cations 2þ and 3þwere also characterised by ES-MS. Both gave


the expected strong parent ion peak (280 and 336m/e for 2þ and
3þ, respectively) in CH3CN/H2O mixed solvent. For 3þ, however,
there was also a significant peak due to the protonated
cyclopropenone hydrolysis product [C3(N


iPr2)2OH]
þ at 253m/e.


This sensitivity is no doubt a consequence of the steric crowding
and the non-planar amino group.


X-ray structure determinations


The crystal structure of 2þ was determined as a perchlorate salt.
There is one independent molecule in the unit cell. Figure 1
contains an ORTEP of the molecule with the adopted numbering
scheme and Fig. 2 shows a side-on perspective. Table 1 gives the
crystal data and structure refinement parameters for all X-ray
structures and Table 2 gives selected bond distances and angles
for 2.ClO4. Somewhat surprisingly, a few crystals of [C3(NMe2)3][-
ClO4] (4.ClO4) were also isolated from the product mixture. The
space group for these crystals (P21/n) is different from that
reported earlier for the same salt (Pnma).[7] The metrical details
found for 4þ are not significantly different with both structures
having an umbrella-like shape with the amino groups bent
towards the perchlorate anions in the crystal lattice. Table 3 gives
selected bond distances and angles for 4.ClO4, Fig. 3 contains an
ORTEP of 4þ with the adopted numbering scheme and Fig. 4
shows a side-on perspective.
As with other crystallographically characterised aminocyclo-


propenium cations, 2þ is essentially planar with trigonal planar N
atoms so as to maximise p donation into the C3 ring. The
isopropyl groups in 2þ display the same conformational
arrangement about the ring as 1þ:[8] two isopropyl groups are
oriented towards the less bulky chloro or dimethylamino

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 127–135







Figure 2. Side-on perspective of 2þ. Thermal ellipsoids are drawn at the


40% probability level and the hydrogen atoms have been omitted for


clarity


TRIS(DIALKYLAMINO)CYCLOPROPENIUM CATIONS

substituent and the other two are oriented towards these
isopropyl groups and away from each other. Within experimental
error, there is no significant variation in the cyclic C—C and
exocyclic C—N bond distances (averages of 1.381 and 1.334 Å,
respectively) which are essentially the same as those found in 4þ


and the trispiperidinyl analogue [C3(NC5H10)3]þ (5þ)[8] (1.373 and

Table 1. Crystal data and structure refinement for [C3(NMe2)3]ClO


Compound 2.ClO4


Empirical formula C17H34ClN3O4


Formula weight 379.92
Temperature (K) 293(2)
Wavelength (Å) 0.71073
Crystal system, space group Monoclinic, P2(1)/c
a (Å) 10.033(4)
b (Å) 10.472(3)
c (Å) 20.151(7)
a (8) 90
b (8) 102.46(3)
g (8) 90
Volume (Å3) 2067.3(12)
Z, calculated density (mg/m3) 4, 1.221
Absorption coefficient (mm�1) 0.210
F(000) 824
Crystal size (mm) 0.85� 0.26� 0.18
u range for data collection (8) 2.07–22.51
Limiting indices �13� h� 1


�1� k� 11
�20� l� 21


Reflections collected/unique 3275/2713 [Rint¼ 0.0316]
Completeness to umax 99.9%
Absorption correction Psi-scan
Data/restraints/parameters 2713/1/237
Goodness-of-fit on F2 0.894
Final R indices [I> 2s(I)]
R1 0.0564
wR2 0.1347
R indices (all data)
R1 0.0944
wR2 0.1466
Largest diff. peak (e Å�3) 0.592
Largest diff. hole (e Å�3) �0.355


J. Phys. Org. Chem. 2008, 21 127–135 Copyright � 2007 John W

1.330 Å, respectively, for 4þ and 1.381 and 1.333 Å, respectively,
for 5þ). On the other hand, the N—Me bond lengths in 2þ appear
to be slightly shorter than those in 4þ (1.438(6) vs. 1.457(8) Å)
while the N—iPr distances are slightly longer than these at
1.483(6) Å.
Whereas cation 1þ exhibits planarity of not only the C3N3 core


but also of the nitrogen atom substituents, in cation 2þ, the
substituents on the N atoms do not all lie in the C3N3 plane (refer
to Fig. 2), even though the nitrogen atoms are very close to
trigonal planar (sum of angles¼ 358.28, 358.58 and 359.98 for
N(1)—N(3), respectively). The substituents on N(1) and N(2) show
themost deviation with one substituent being bent to one side of
the ring and the other to the other side. Effectively, this is
exhibiting a partial rotation about the exocyclic C—N bond. Thus,
at N(2), the dihedral angle C22—N2—C2—C1¼�23.78 and
C25—N2—C2—C3¼�9.48 while at N(1) the corresponding
dihedral angles are C(11)—N(1)—C(1)—C(3)¼�4.78 and C(12)—
N(1)—C(1)—C(2)¼�20.98. The distortions at N(3), on the other
hand, are comparatively small; the corresponding dihedral angles
are C(32)—N(3)—C(3)—C(2)¼�6.68 and C(35)—N(3)—C(3)—
C(1)¼�6.28. For 4þ, these dihedral angles range from 4.28 to

4 (2.ClO4), [C3(N
iPr2)2(NMe2)]ClO4 (4.ClO4) and (iPr2N)2C3O (6)


4.ClO4 6


C9H18ClN3O4 C15H28N2O
267.71 252.39
293(2) 99(2)
1.54180 0.71073


Monoclinic, P2(1)/n Monoclinic, P2(1)
8.187(2) 14.0595(6)
13.087(4) 7.8470(3)
12.673(4) 14.0898(6)


90 90
105.56(2) 97.448(2)


90 90
1307.2(7) 1541.34(11)
4, 1.360 4, 1.088
2.692 0.068
568 560


0.22� 0.06� 0.03 0.85� 0.40� 0.30
4.96–60.23 1.46–34.54
�9� h� 8 �21� h� 20
0� k� 14 �11� k� 10
0� l� 14 �21� l� 21


2043/1949 [Rint¼ 0.0520] 29361/10022 [rint.¼ 0.0336]
99.6% 99.9%
Psi-scan Semi-empirical


1949/0/160 10022/1/342
1.044 1.071


0.0503 0.0375
0.1379 0.0937


0.0862 0.0429
0.1612 0.1029
0.415 0.311
�0.347 �0.202
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Table 2. Selected bond lengths (Å) and angles(8) for [C3(N
iPr2)2(NMe2)]ClO4 (2.ClO4)


C(1)–C(2) 1.378(5) N(1)–C(1) 1.339(5)
C(1)–C(3) 1.377(6) N(2)–C(2) 1.333(5)
C(2)–C(3) 1.387(5) N(3)–C(3) 1.330(5)
N(1)–C(11) 1.439(5) N(1)–C(12) 1.436(6)
N(2)–C(22) 1.484(5) N(2)–C(25) 1.477(5)
N(3)–C(32) 1.485(5) N(3)–C(35) 1.486(5)
C(2)–C(1)–C(3) 60.5(3) C(1)–C(3)–C(2) 59.8(3)
C(1)–C(2)–C(3) 59.7(3) N(2)–C(2)–C(3) 148.9(4)
N(1)–C(1)–C(2) 147.7(4) N(3)–C(3)–C(1) 152.3(4)
N(1)–C(1)–C(3) 151.8(4) N(3)–C(3)–C(2) 147.9(4)
N(2)–C(2)–C(1) 151.4(4) C(1)–N(1)–C(11) 121.4(4)
C(2)–N(2)–C(22) 121.8(3) C(1)–N(1)–C(12) 122.1(3)
C(2)–N(2)–C(25) 118.8(3) C(11)–N(1)–C(12) 114.7(4)
C(22)–N(2)–C(25) 117.9(3) C(3)–N(3)–C(32) 120.5(3)
C(32)–N(3)–C(35) 118.5(3) C(3)–N(3)–C(35) 120.9(4)


Table 3. Selected bond lengths (Å) and angles (8) for [C3(NMe2)3]ClO4 (4.ClO4)


C(1)–C(2) 1.373(5) N(1)–C(1) 1.330(4)
C(1)–C(3) 1.376(5) N(2)–C(2) 1.329(4)
C(2)–C(3) 1.370(5) N(3)–C(3) 1.332(4)
N(1)–C(4) 1.450(5) N(1)–C(5) 1.458(5)
N(2)–C(6) 1.463(5) N(2)–C(7) 1.454(5)
N(3)–C(8) 1.452(5) N(3)–C(9) 1.448(5)
C(2)–C(1)–C(3) 59.8(2) C(1)–C(3)–C(2) 60.0(2)
C(1)–C(2)–C(3) 60.2(3) N(2)–C(2)–C(3) 149.6(3)
N(1)–C(1)–C(2) 150.4(3) N(3)–C(3)–C(1) 149.7(4)
N(1)–C(1)–C(3) 149.8(3) N(3)–C(3)–C(2) 150.2(4)
N(2)–C(2)–C(1) 150.2(3) C(1)–N(1)–C(4) 118.7(3)
C(2)–N(2)–C(6) 119.2(3) C(1)–N(1)–C(5) 119.1(3)
C(2)–N(2)–C(7) 120.0(3) C(4)–N(1)–C(5) 118.4(3)
C(6)–N(2)–C(7) 117.8(3) C(3)–N(3)–C(8) 118.7(3)
C(8)–N(3)–C(9) 117.6(3) C(3)–N(3)–C(9) 119.6(3)


Figure 3. ORTEP of 4þ with the atomic numbering scheme. Thermal
ellipsoids are drawn at the 40% probability level and the hydrogen atoms


have been omitted for clarity
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12.68. The C3N3 core of 2þ is close to being planar, with only
minor distortions of the nitrogen atoms from the plane of the C3
ring (the angle between the exocyclic C–N vectors and the C3
plane are 3.28, 2.48 and 1.08 for N(1), N(2) and N(3), respectively).
In contrast, cations 4þ and 5þ show significant deviations of the N
atoms from the C3 plane in which the substituents are all on the
same side and the N atoms adopt distorted trigonal planar
geometries (average sum of angles¼ 3568 and 3528 for 4þ and
5þ, respectively). In the case of 5þ, the substituents are bent to
the opposite side of the ring from which the N atoms are bent,
whereas in 4þ the substituents are bent to the same side, thus
giving an umbrella-like structure.

Figure 4. Side-on perspective of 4þ. Thermal ellipsoids are drawn at the
40% probability level and the hydrogen atoms have been omitted for


clarity
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Table 4. Selected bond lengths (Å) and angles (8) for [C3(N
iPr2)3]Cl � 3H2O (3.Cl � 3H2O)


C(1)–C(2) 1.3861(8) N(1)–C(1) 1.3219(7)
C(1)–C(3) 1.4316(9) N(2)–C(2) 1.3928(8)
C(2)–C(3) 1.3881(8) N(3)–C(3) 1.3260(8)
N(1)–C(11) 1.4856(8) N(1)–C(14) 1.4938(8)
N(2)–C(22) 1.4940(8) N(2)–C(21) 1.5115(9)
N(3)–C(31) 1.4932(8) N(3)–C(34) 1.4928(8)
C(2)–C(1)–C(3) 59.00(4) C(1)–C(3)–C(2) 58.87(4)
C(1)–C(2)–C(3) 62.13(4) N(2)–C(2)–C(3) 151.11(6)
N(1)–C(1)–C(2) 149.58(6) N(3)–C(3)–C(1) 154.12(6)
N(1)–C(1)–C(3) 151.37(6) N(3)–C(3)–C(2) 146.97(6)
N(2)–C(2)–C(1) 146.69(6) C(1)–N(1)–C(11) 121.78(5)
C(2)–N(2)–C(22) 113.83(5) C(1)–N(1)–C(14) 119.90(5)
C(2)–N(2)–C(21) 109.57(5) C(11)–N(1)–C(14) 118.33(5)
C(22)–N(2)–C(21) 118.99(5) C(3)–N(3)–C(31) 116.91(5)
C(31)–N(3)–C(34) 118.75(5) C(3)–N(3)–C(34) 124.22(5)


TRIS(DIALKYLAMINO)CYCLOPROPENIUM CATIONS

The solid state structure of 3.Cl � 3H2O was determined to
investigate the effect of the anticipated steric interactions
between the isopropyl groups. The experimental details and
results have been communicated.[13] It was found to crystallise
with one independent molecule in the unit cell. Table 4 gives
selected bond distances and angles, Fig. 5 illustrates the cation
with the atomic labelling scheme and Fig. 6 shows a side-on
perspective of 3þ. The chloride is particularly interesting in its
own right; it forms a discrete dichloride hexahydrate cluster,
[Cl2(H2O)6]


2�, with chlorides in opposite corners of a Cl2O6 cube.
The structure of this interesting inorganic cluster has been
discussed elsewhere.[13]


Like other cyclopropenium cations, the C3N3 unit in 3þ is
essentially planar. However, unlike other aminocyclopropenium
cations, only two of the amino groups, N(1) and N(3), are trigonal
planar (the sum of angles are 360.08 and 359.98 for N(1) and N(3),
respectively) while the third, N(2), is closer to sp3 hybridisation
than sp2 hybridisation (the sum of angles is 342.48with two bond
angles less than 1148). This has a dramatic effect on the C3 ring

Figure 5. ORTEP of 3þ with the atomic numbering scheme. Thermal


ellipsoids are drawn at the 40% probability level and the hydrogen atoms
have been omitted for clarity
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distances since N(2) is not able to p donate into the ring: the bond
opposite N(2), C(1)—C(3), at 1.4316(9) Å, is significantly longer
than the other C—C ring bonds (average of 1.387 Å) which are
similar to those found in 2þ, 4þ and 5þ (1.373–1.381 Å). Similarly,
in the structure of 1þ,[8] the C—C bond opposite the Cl atom is
lengthened (to 1.427(5) Å), however, in this case the other cyclic
C—C bonds are noticeably shortened (to an average of 1.331 Å).
The effect on the exocyclic C—N bonds to N(1) and N(3) in 3þ is
minimal with an average distance of 1.324 Å as compared to
1.334 Å in 2þ. This contrasts with 1þ in which the exocyclic C—N
bonds are shortened to an average of 1.285 Å. As would be
expected, the exocyclic C—N bond distance to N(2) in 3þ is
lengthened compared to the other two C—N bonds: 1.3928(8)
versus 1.3219(7) and 1.3260(8) Å. However, it is still significantly
shorter than the N—C distances to the sp3 carbon atoms
(1.485–1.512 Å). The non-planarity of N(2) and significant steric
interactions result in its isopropyl groups lying out of the C3N3


plane: C(21)—N(2)—C(2)—C(1)¼ 79.88 and C(22)—N(2)—
C(2)—C(3)¼ 39.78. Steric interactions between the two planar
amino groups are also apparent: one isopropyl group on N(3) is
oriented towards N(1) with the result that the isopropyl groups
on N(3) are pushed away from N(1): C(3)—N(3)—C(34)¼
124.22(5)8 and C(3)—N(3)—C(31)¼ 116.91(5)8. For comparison,

Figure 6. Side-on perspective of 3þ. Thermal ellipsoids are drawn at the
40% probability level and the hydrogen atoms have been omitted for


clarity
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Figure 7. ORTEP of one independent molecule of 6 with the atomic


numbering scheme. Thermal ellipsoids are drawn at the 50% probability


level and the hydrogen atoms have been omitted for clarity
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C3—N—R (R¼Me or iPr) angles for planar amino groups in 2þ, 3þ


and 4þ all fall in the range 118–1228.
Cation 3þ belongs to the crystallographically characterised


series of compounds [C3(N
iPr2)2X]


þ, where X is an essentially
s-bonding only substituent such as Cl, H,[3] and Li,[3] as well as the
cyclopropenylidene [C3(N


iPr2)2].
[3] It seems that generally the


C—C bond opposite X lengthens with the electronegativity of X
(from 1.344(3) Å for the cyclopropenylidene to 1.389(5) Å for
X¼ Li, 1.406(3) Å for X¼H and 1.427(5) Å for X¼Cl), the other
ring bonds shorten slightly (average distances of 1.405, 1.409,
1.359 and 1.331 Å, respectively) and the C—C—C angle at the
unique ring C atom increases (57.2(2)8, 59.1(3)8, 62.3(2)8 and
64.9(2)8, respectively). Cation 3þ does not fit particularly well with
this sequence since the bond opposite the sp3 N atom at
1.4316(9) Å is consistent with an electronegative group, the other
two bonds (average 1.387 Å) are more consistent with an
electropositive group and the C—C—C bond angle of 62.13(4)8 is
close to that found for X¼H.
During the syntheses of 2R and 3R, the hydrolysis product


bis(diisopropylamino)cyclopropenone, (iPr2N)2C3——O (6), was
isolated by extraction of the crude product with diethylether.
Its NMR and infrared spectra are consistent with that given in the
literature.[14] An X-ray crystallographic analysis was carried out
since we know of no previously reported structure of a
diaminocyclopropenone and since the compound also fits into
the series of compounds [(iPr2N)2C3X]


þwith X¼O�. Table 5 gives
selected bond distances and angles; Fig. 7 illustrates themolecule
with the atomic labelling scheme.
The solid state conformation is similar to that of 1þ and 2þwith


the isopropyl groups oriented towards the less bulky substituent,
the oxygen atom. Significant structural differences arise from the
increased p-donor ability of the O� group compared to the
dimethylamino and chloro groups. Although the C—C bond
(average of 1.387 Å) opposite the O atom is the same as the
corresponding bond in 2þ (1.387(5) Å), the other ring C—C bonds
are noticeably longer (average of 1.4181 Å). Remarkably, the ring
structural parameters are very similar to that of the Li derivative:
C—C bond distances of 1.387 Å for 6 versus 1.389(5) Å for the
unique C—C bond and 1.4181 Å for 6 versus 1.409 Å for the other
C—C bonds. Even the C—C—C bond angle at the unique C atom
is similar: 58.68 for 6 versus 59.1(3)8. In diferrocenylcycloprope-
none[15] and diphenylcyclopropenone,[16] the unique ring C—C
distances are slightly shorter than 6 (1.358(3) and 1.349(6) Å,
respectively) whereas the other ring C—C distances (1.411 and

Table 5. Selected bond lengths (Å) and angles (8) for (iPr2N)2C3O


C(1)–C(2) 1.4212(18), 1.4119(18)
C(1)–C(3) 1.4192(17), 1.4201(18)
C(2)–C(3) 1.3895(15), 1.3850(17)
N(2)–C(11) 1.4686(16), 1.4715(16)
N(3)–C(5) 1.4810(15), 1.4711(17)
C(2)–C(1)–C(3) 58.58(8), 58.56(9)
C(1)–C(2)–C(3) 60.64(8), 61.02(9)
C(1)–C(3)–C(2) 60.79(8), 60.43(9)
O(1)–C(1)–C(2) 150.73(12), 150.74(13)
O(1)–C(1)–C(3) 150.67(12), 150.71(13)
C(2)–N(2)–C(11) 120.71(10), 119.18(11)
C(2)–N(2)–C(14) 116.03(10), 116.85(10)
C(11)–N(2)–C(14) 120.38(9), 120.99(10)


www.interscience.wiley.com/journal/poc Copyright � 2007

1.417 Å, respectively) and unique ring C—C—C bond angle
(57.54(15)8 and 56.9(4)8, respectively) are essentially the same as
6. The C——O distance in 6 (average of 1.232 Å) is only slightly
longer than in diferrocenylcyclopropenone and diphenylcyclo-
propenone (1.215(3) and 1.225(6) Å), but is close to that in the
SnMe2Cl2-coordinated diisopropylcyclopropenone[17] (1.229(6) Å).


Infrared and Raman spectroscopy


Infrared and Raman spectra of 2R and 3R were collected, along
with spectra for the cyclopropenone 6 (Table 6), both in the
solution and the solid state to investigate the effects of asym-
metry on the properties of the cyclopropenium cations. The
D3h-symmetric triaminocyclopropenium cations have an a1’ band
in the Raman spectra at 1950–1985 cm�1 which is not observed
in the infrared spectra.[8,18] This has been assigned to the
symmetric ring-stretching vibration. The asymmetric vibration (e’)
is found as a strong absorption at 1500–1560 cm�1 in the infrared
spectra.[8,18] Upon reducing the symmetry to C2v for the
cyclopropenium 1R, a medium intensity IR band is found at
1922 cm�1 due to the a1 ring mode along with a strong Raman

(6) (second value is for the primed atoms)


O(1)–C(1) 1.2300(17), 1.2336(17)
N(2)–C(2) 1.3463(15), 1.3482(16)
N(3)–C(3) 1.3530(15), 1.3422(16)
N(2)–C(14) 1.4845(15), 1.4754(16)
N(3)–C(8) 1.4697(15), 1.4745(16)


N(2)–C(2)–C(1) 148.39(11), 149.43(12)
N(2)–C(2)–C(3) 150.97(12), 149.51(12)
N(3)–C(3)–C(1) 148.09(11), 148.86(12)
N(3)–C(3)–C(2) 151.12(11), 150.71(13)
C(3)–N(3)–C(5) 115.33(10), 117.06(11)
C(3)–N(3)–C(8) 120.13(10), 122.23(11)
C(5)–N(3)–C(8) 120.25(10), 120.62(11)
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band at 1490 cm�1 and a strong IR band at 1590 cm�1 belonging
to the a1 and b2 asymmetric ring-stretching vibrations.[8] Cation
2þ, which might be expected to exhibit C2v symmetry, appears to
exhibit D3h symmetry in its vibrational spectroscopic properties:
the symmetric a1’ stretch is observed in the Raman spectrum only,
at 1943 cm�1 while the e’ band is observed at 1514 cm�1 in the
solid state IR but is split in the solution IR (1531 and 1504 cm�1)
and Raman solid state (1531 and 1516 cm�1) spectra. Cation 3þ,
on the other hand, appears to exhibit C2v symmetry in the solid
state, as evidenced by a weak a1’ band in the IR spectrum at
1900 cm�1 (1899 cm�1 in the Raman solid state spectrum) but
approximate D3h symmetry in solution, as this band is not
observed in the solution IR spectrum. The e’ band appears to be
split into a strong band at 1529 cm�1 and a medium strong band
at 1481 cm�1 in the solid state IR spectrum and as a shoulder at
1510 cm�1 and strong band at 1487 cm�1 in the solution IR
spectrum. The Raman spectrum shows a single strong band at
1482 cm�1. The observed symmetries in the solid state spectra
are consistent with the solid state structures: the C2v-symmetric
2þ cation has approximately equal ring C—C and C—N bond
distances, giving local D3h symmetry, whereas the 3þ cation is
locked into a conformation in which the distances of the C3N3


unit are consistent with local C2v symmetry (one long C—C and
C—N bond and two short C—C and C—N bonds). The local D3h


symmetry of 2þ is retained in solution, but it is particularly
interesting that 3þ appears to exhibit D3h symmetry, rather than
C2v, in the solution spectra. This would be consistent with a rapid
rotation about the exocyclic C—N bonds.
Wilcox and Breslow[19] reported two infrared bands in


CCl4 solution for the cyclopropenones (Me2N)2C2C——O and
(Et2N)2C2C——O: a high-energy symmetric ring stretch at 1885
and 1900 cm�1, respectively, and a low-energy stretch at 1615
and 1600 cm�1, respectively. Yoshida et al.[14], however, reported
three IR bands for the isopropyl analogue 6 (1902, 1857 and
1578 cm�1), however, they did not report the relative intensities
or the medium in which the spectrum was recorded. We found
that the IR spectrum of 6 in CDCl3 gave only two bands: a weak
band at 1907 cm�1 and a strong band at 1565 cm�1. This result is
consistent with the results of Wilcox and Breslow: an increase in
energy with mass for the high-energy band and a decrease in
energy with mass for the low-energy band. When run in KBr,
however, we found three resonances, similar to that reported by
Yoshida and coworkers: a medium intensity band at 1901 cm�1, a
weak band at 1865 cm�1 and a strong band at 1578 cm�1. The
Raman spectrum of a powdered sample, similarly, exhibits three
bands: 1903 (m), 1870 (w) and 1583 (ms) cm�1. It may be that
crystal packing is lowering the symmetry in the solid state and
allowing the band at ca 1865 cm�1 to be observed in the infrared
spectrum.

CONCLUSIONS


In this paper we have reported the structures of three
tris(dialkylamino)cyclopropenium cations as determined by
X-ray crystallography and found that two have highly distorted
non-planar structures resulting from steric interactions between
isopropyl groups. The solution NMR and IR spectra are consistent
with a rapid rotation of the amino groups about the exocyclic
C—N bonds. The importance of running infrared spectra in
different matrices (solution and solid state) is illustrated by the

www.interscience.wiley.com/journal/poc Copyright � 2007

differing spectra obtained as a result of the different local
symmetries.

EXPERIMENTAL


General


All procedures before addition of water were carried out under
an N2 atmosphere using standard Schlenk techniques. All NMR
spectra were recorded on a Varian 300 spectrophotometer,
IR spectra were recorded on a Shimadzu 8001 FTIR and Raman
spectra were collected using a Jobin Yvon U1000 system coupled
to a Spectral Physics 2016 argon ion laser tuned to the green line
of 514.5 nm or red line at 633 nm at a power of 20–50mW.
Dichloroethane and dichloromethane were distilled from
CaH2. Tris(diisopropylamino)cyclopropenium chloride trihydrate
(3.Cl � 3H2O) was prepared and characterised as given in Ref. [13].
All other chemicals were used as supplied. Pentachlorocyclo-
propane was purchased from Aldrich. Microanalysis results were
obtained from Campbell Microanalytical Services, Dunedin, New
Zealand.

Bis(diisopropylamino)dimethylaminocyclopropenium
perchlorate (2.ClO4)


Diisopropylamine (2.01 g, 0.0199mol) was added dropwise with
stirring to a solution of pentachlorocyclopropane (3.07 g,
0.0143mol) in CH2Cl2 (50ml). After stirring overnight, a white
precipitate formed with a yellow solution. Additional iPr2NH
(10.68 g, 0.1056mol) was added dropwise and the solution was
stirred overnight, heated to reflux for 3.5 h, cooled and the
precipitate filtered off. The solution was then cooled to 0 8C
and Me2NH (6.64 g, 0.147mol) added dropwise. The solution was
allowed to reach ambient temperature and was stirred for 3 days.
A precipitate formed and the solution was heated to reflux for
3.5 h. The solution was cooled and filtered and the solvent
removed in vacuo to give a brown crystalline mass. Extraction
with diethylether gave 0.077 g (1.7% yield) of colourless
(iPr2N)2C2C——O (6). HClO4 (30ml, 70%) and water (50ml) were
added to the crystalline mass and the organics were extracted
with chloroform (3� 30ml). This was repeated three times.
Colourless crystals were obtained by recrystallisation from a
diethylether/dichloromethane 5:1 mixture to give 2.9 g (53%
yield) of product.


1H-NMR (CDCl3): d 3.85 (septet, 3J¼ 6.8 Hz, 2H, CH(CH3)2), 3.22
(s, 3H CH3), 1.35 (d, 3J¼ 6.8 Hz, 12H, CH(CH3)2).


13C{1H}-NMR
(CDCl3): 119.6 (s, C3), 116.9 (s, 2� C3), 51.2 (s, CH(CH3)2), 42.3
(s, CH3), 21.8 (s, CH(CH3)2) ppm. ES-MS (CH3CN/H2O, 20 V cone
voltage): 280m/e. Elemental analysis, calculated for
C17H34ClN3O4: C, 53.74; H, 9.02; N, 11.06. Found C, 53.60; H,
9.03; N, 10.89. Infrared and Raman spectra are given in Table 6.


X-ray structure determinations


For 2.ClO4, a crystal was attached to a thin glass fibre and
mounted on a Siemens P4 SMART diffractometer with a Siemens
CCD area detector. The program SADABS[20] was utilised for the
scaling of diffraction data, the application of a decay correction
and empirical absorption correction based on redundant

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 127–135
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reflections. Data processing was undertaken with SAINT[20] and
the structure was solved by direct methods.[21]


X-ray crystallographic data for 4.ClO4 were collected from a
single crystal sample which was mounted on a glass fibre. Data
were collected using a Rigaku AFC6R diffractometer equipped
with a 12 kW rotating anode generator and a point detector.
Eighteen high angle reflections were used to determine the unit
cell. The structure was solved from the Patterson map.[22]


X-ray crystallographic data for 6 were collected from a single
crystal sample which was mounted on a glass fibre. Data were
collected using a Bruker-Nonius diffractometer equipped with an
APEX-II CCD area detector and the associated software.
Processing was carried out by use of the program SAINT[23]


which applied Lorentz and polarisation corrections to three-
dimensionally integrated diffraction spots. The program
SADABS[23] was utilised for the scaling of diffraction data, the
application of a decay correction and empirical absorption
corrections based on redundant reflections. The structure was
solved by direct methods.[22]


All structures were refined by least-squares methods on F2 with
anisotropic thermal parameters for all non-hydrogen atoms.
Hydrogen atoms were added as riding contributors, at calculated
positions with isotropic thermal parameters based on the
attached carbon atom. Crystal data and structure refinement
parameters are given in Table 1.
Crystallographic data for the structural analyses have been


deposited with the Cambridge Crystallographic Data Centre,
CCDC reference numbers: 649181 (2.ClO4), 649182 (4.ClO4) and
649183 (6). Copies of this information may be obtained free of
charge from The Director, CCDC, 12 Union Road, Cambridge, CB2
1EZ, UK, fax: þ44 1223 366 033, e-mail: deposit@ccdc.ac.uk or on
the web: http://www.ccdc.cam.ac.uk
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Theoretical study of racemization in chiral
alkenylidene truxenes
Ibon Alkortaa*, Fernando Blancoa and José Elgueroa

DFT based methods have been used to study the race

J. Phys. Or

mization process of chiral truxene derivatives. Four minima and
the transition state connecting them have been characterized. It has been found that the energetic results for the
transition states are correlated for each compound and also among the different systems considered. Thus, a unique
equation has been found to fit all the values obtained. Model systems have shown that the calculated barriers are not
inherent to the truxene structure. The AIM analysis has shown the presence of a large number of intramolecular
closed-shell interactions while electron density and Laplacian at the bond critical points are exponentially correlated
with the interatomic distance. Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: truxenes; DFT; optical rotatory power

INTRODUCTION


Truxene derivatives present an overlap of the supramolecular and
fullerene chemistry fields. Thus, the concave shape of truxene
derivatives make them suitable intermediates for the total
synthesis of fullerenes[1–3] and, adequately functionalized, as
supramolecular partners in the recognition of fullerene deriva-
tives.[4] The chiral properties of some truxenes result from their
concave shape that provides axial chirality to the molecules. This
property offers great opportunities in the selective molecular
recognition of chiral guests with axial chirality.
In general, the synthetic methods used to obtain truxenes


provide racemic mixtures of these compounds. Thus, very little
information is available on the chiral properties of these systems.
To the best of our knowledge, no theoretical or experimental


work has been carried out on the potential energy surface of
these systems. Thus, a theoretical analysis of them and the
barriers of their chiral racemization appear to be of interest. In the
present paper, the minima and transition states of a series of
chiral alkenylidene truxenes have been characterized and their
geometrical and electronic properties analyzed. In addition, the
evolution of the optical rotatory power along the reaction
coordinate has been evaluated.
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METHODS


The geometry of the systems has been fully optimized with the
DFT based method, B3LYP[5,6] and the 6-31G(d) basis set[7] within
the Gaussian-03 package.[8] Frequency calculations have been
carried out at the same computational level to confirm that the
structures obtained correspond to minima (min) or to transition
states (ts). The optical rotatory power has been calculated using
the GIAO orbitals. The calculated optical rotation corresponds to
the sodium D line frequency, [a]D. The effect of the solvation
in the relative energy of the structures has been evaluated using
the PCM solvent model to simulate water as solvent.[9] The
electron density properties of the systems have been analyzed

g. Chem. 2008, 21 381–386 Copyright �

within the Atoms In Molecules theory (AIM)[10,11] with the
PROAIMV,[12] MORPHY98[13] and AIM2000 programs.[14]

RESULTS AND DISCUSSION


Energy and geometry


The molecules considered are represented in Scheme 1. In the
case of the truxenone, X¼O, a unique minimum has been found
having planar C3h symmetry. In the rest of the cases, four minima
were found (Scheme 2), which base on the disposition of the
external aromatic rings A-C above, u, or below, d, the plane of the
central aromatic ring D, can be defined as uuu, uud, udd and ddd,
being, uuu/ddd (min1/min4) and uud/udd (min2/min3) two pairs
of enantiomers. Min1 presents a C3 symmetry in all the cases
considered with the external aromatic ring above the plane of the
central ring and the X groups below the same reference plane
(Fig. 1). Min2 shows C1 symmetry.
Three transition states, ts1–ts3, connect the stepwise


transformation of the minima structure from min1 to min4,
presenting in each case a planar or quasi-planar configuration of
the external aromatic rings, p. Again, ts1/ts3 are enantiomeric
structures. These three ts present C1 symmetry. The possibility of
a simultaneous conversion of the three external aromatic rings
from min1 to min4, from uuu to ddd, has been considered, ts4.
This planar structure has C3h symmetry for all the molecules
considered here and presents up to six imaginary frequencies
and thus, it is not a true ts.

2008 John Wiley & Sons, Ltd.
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Scheme 1. Truxenes studied


Scheme 2. Minima and ts characterized in the energy potential surface


Figure 1. Two views of themin1 of the hexachloro derivative, X¼CCl2.


Table 1. Total energy (hartree) of themin1 configuration and
relative energy of the rest of the structures (kJmol�1) of 1


X min1 ts1 min2 ts2 ts4


O �1261.81890
S �2230.67299 2.97 1.85 2.24 14.17
CH2 �1154.01734 18.18 6.10 17.13 75.63
CHF(EEE) �1451.71276 21.11 5.70 18.93 95.78
CHF(ZZZ) �1451.70296 31.47 10.57 27.05 142.69
CF2 �1749.41837 42.65 10.70 34.03 231.45
CCl2 �3911.53970 114.56 27.08 88.25 615.89


Figure 2. Energetic profile of the stationary points considered
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In all cases, the most stable minimum corresponds tomin1 (or
min4) (Table 1 and Fig. 2). The relative energy of min2 increases
with the size of the substituents, thus, the differences goes from
6.1 to 10.7 and 27.1 for the derivatives with CH2, CF2 and CCl2
substituents. The presence of F atom in E or Z configuration in the
CHF derivatives clearly indicates that the main responsible of the
energetic barrier is the one in the ZZZ configuration since its
values are similar to the CF2 derivatives. In contrast, the results
obtained for the CHF(EEE) are analogous to the CH2 one.
The barriers found in ts1 and ts2 for a given compound are


similar being, in all the cases studied, ts2 smaller than ts1. As
expected, the effect of the substituents is even more dramatic
here than in the minima. Thus, the barrier of ts1 increases from
18.2 to 42.6 and 114.6 when the X groups are CH2, CF2 and CCl2,
respectively.
The barrier found for ts4 is always much higher than those


corresponding to ts1 and ts2. These results indicate that the

www.interscience.wiley.com/journal/poc Copyright � 2008

transformation of min1 in min4 will proceed stepwise instead
of in a single step. The three ts barriers calculated are highly
correlated as shown in Eqn 1 and 2, where ts1 has been used to
compare the other two. These results indicate that a similar
mechanism operate in all the cases, modulated by the different
characteristics of the substituents.


0:79 � Eðts1Þ ¼ Eðts2Þ; n ¼ 6; R2 ¼ 0:995 (1)


5:28 � Eðts1Þ ¼ Eðts4Þ; n ¼ 6; R2 ¼ 0:994 (2)


From Eqn. 1 and 2, the value of ts1 can be arbitrarily fixed to 1
and thus ts2 and ts4 become 0.79 and 5.28. Using these values,
the group contributions are calculated as: S 2.70; CH2 14.61; CHF-E
18.36; CHF-Z 27.33; CF2 43.78, and CCl2 116.47 kJmol�1.
The product of the value of a given ts and the corresponding


group provide an estimate of the ts barrier (the calculated and
estimated values present an R2 of 0.9996).
In order to evaluate if the ts barriers are or not intrinsic to the


structure of the truxene derivatives, the molecules shown in
Scheme 3 have been examined. Molecule 2 with X¼O and S
present a Cs minimum geometry while in the rest of the cases the
minimum is non-planar and thus, they are chiral. The racemization
barriers obtained for 2 are of the same order of magnitude as
those obtained for 1 but always slightly smaller, being the barriers
found for 2 linearly correlated with those of 1. Thus, these model
compounds are able to explain the barrier observed in 1
(Table 2)

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 381–386







Scheme 3. Simplified model of truxene


Table 2. Total energy (hartree) of the minima, ts barrier
(kJmol�1) and symmetry of the ts structure of 2


X Minimum ts Symmetry of ts


O �844.61303 0.0* —
S �1167.56699 0.0* —
CH2 �808.679518 7.94 Cs
CF2 �1007.14635 23.47 Cs
CCl2 �1727.85208 85.80 C1


*Minimum is a planar structure.


Table 3. Geometrical parameters*


Angles between
the aromatic
ring D with


Distance between the
aromatic centre


and the plane of D


X A B C A B C


S (min1) 12.1 12.1 12.1 0.286 0.286 0.286
S (ts1) 18.6 7.7 �5.5 0.453 0.349 0.281
S (min2) 18.9 9.4 �12.0 0.506 0.276 �0.593
S (ts2) 16.5 �14.9 �10.3 0.663 �0.153 �0.489
CH2 (min1) 13.3 13.3 13.3 0.383 0.383 0.383
CH2 (ts1) 18.4 8.9 �1.8 0.517 0.376 �0.089
CH2 (min2) 20.1 5.8 �10.4 0.571 0.282 �0.504
CH2 (ts2) 18.4 �14.0 �8.4 0.747 �0.127 �0.448
CHF(E) (min1) 13.3 13.3 13.3 0.369 0.369 0.369
CHF(E) (ts1) 18.4 9.3 �2.2 0.497 0.378 �0.088
CHF(E) (min2) 20.1 6.1 �10.8 0.551 0.299 �0.510
CHF(E) (ts2) 18.9 �14.9 �9.0 0.767 �0.093 �0.469
CHF(Z) (min1) 15.9 15.9 15.9 0.553 0.553 0.553
CHF(Z) (ts1) 21.3 10.5 �0.7 0.708 0.465 �0.054
CHF(Z) (min2) 23.7 5.5 �10.6 0.825 0.232 �0.531
CHF(Z) (ts2) 22.3 �18.7 �8.0 0.992 �0.351 �0.426
CF2 (min1) 16.0 16.0 16.0 0.556 0.556 0.556
CF2 (ts1) 21.4 12.3 �1.9 0.694 0.537 �0.025
CF2 (min2) 23.6 5.6 �11.1 0.810 0.256 0.534
CF2 (ts2) 24.0 �8.7 �20.9 1.075 �0.451 �0.330
CCl2 (min1) 22.7 22.7 22.7 0.886 0.886 0.886
CCl2 (ts1) 26.7 19.0 9.6 1.015 0.633 0.295
CCl2 (min2) 31.6 2.4 �8.9 1.234 0.027 �0.456
CCl2 (ts2) 39.3 �6.4 �35.5 1.698 �0.307 �0.824


*Negative values in the distance indicate that the correspond-
ing aromatic ring is below the plane of ring D.


Table 4. Total volume ofmin1 and relative for the rest of the
configurations (a.u.)


X min1 ts1 min2 ts2 ts4


S 3213.3 16.8 �38.4 58.1 23.5
CH2 3109.0 25.6 129.0 66.1 91.0
CHF(EEE) 3148.3 42.1 �19.9 10.0 143.1
CHF(ZZZ) 3134.0 43.9 136.8 �53.7 142.2
CF2 3163.5 80.4 55.3 81.4 190.7
CCl2 3827.3 �263.2 116.8 �63.3 17.5


min ts


2 (X¼CH2) 2313.5 �66.0
2 (X¼CF2) 2355.6 �51.6
2 (X¼CCl2) 2442.1 73.6
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Among the calculated compounds, the experimental X-ray
geometry is only available for X¼CCl2 (ref. code TIWVAW[15] of
the CSD database[16]). It presents a configuration analogous to
that ofmin1, being the dihedral angle of the average plane of the
external aromatic rings with the central one 21.48 (22.78 in the
calculated structure).
In Table 3, the dihedral angle of the plane of the aromatic rings


A-C with the plane of D and the distance of the centre of the
rings A-C to the plane of D have been gathered. The dihedral
angle provides information of the inclination of the A-C rings
with respect of D, while the distance of the centre of A-C rings to
the plane of D provides an idea of the curvature of the truxene
derivative. Thus, as the size of the substituents increases,
the value of the distance in min1 increases. As in the case of the
energies, the CHF(E) derivative presents values similar to the CH2


and the CHF(Z) to the CF2 one.
Another interesting effect of the ts is the distortion of the bond


angle in the X substituents than can reach as much as 158 in the
ts4 with respect to those obtained in the minima. This effect is a
consequence of the molecule trying to reduce the direct
interaction of the atoms of X with the hydrogen atoms of the
adjacent aromatic ring.
The volume of the different configurations reported in this


paper has been calculated as defined by an isoelectronic surface

J. Phys. Org. Chem. 2008, 21 381–386 Copyright � 2008 John W

with a value of 0.001 a.u. The results (Table 4) show that min1 is
the smaller configuration in two cases, X¼CH2 and CF2, while
min2 is the smaller for X¼ S and CHF(EEE), in the case of
CHF(ZZZ) and CCl2 the minimum volume configuration corre-
sponds to a ts structure. It is significant that the structure of ts4,
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Table 5. Solvation free energy (kJmol�1) ofmin1 and relative
energy (kJmol�1) of the rest of the structures including the
solvation


Solvation Erel*


X Solvent min1 ts1 min2 ts2 ts4


S H2O 15.61 4.59 3.69 4.30 19.05
CH2 C6H6 27.48 17.25 5.25 16.39 73.08
CH2 CH3COCH3 3.90 16.88 6.67 15.79 70.96
CH2 H2O 36.57 16.70 5.54 15.77 69.75
CHF(E) H2O 31.18 19.96 5.39 17.79 91.88
CHF(Z) H2O 17.59 32.56 10.42 28.30 146.54
CF2 H2O 37.82 42.44 10.00 34.39 228.93
CCl2 H2O 45.09 114.75 27.39 88.57 604.38


* The energy value ofmin1 has been used as reference for the
rest of the configurations of each molecule.


Figure 3. Effect of water solvent on ts1


Figure 4. Molecular graph of min1 of X¼CH2. The bond critical points
are shown in red and the ring critical points in yellow. The closed shell


interactions are indicated with arrows.
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which corresponds to a C3h symmetry configuration, is never the
smallest and in several cases it is the largest of the considered
conformations. However, it should be noted that this volume
corresponds to the isolated molecules in gas phase and it is very
different from the apparent size in condensed phase that
depends on the ability of the molecules to complement each
other.


Solvation


The effect of the relative stability of theminima and the ts barrier
has been evaluated using the PCM continuum solvent model. For
one of the cases (X¼CH2), three solvents have been considered,
benzene, acetone and water. The chosen solvents have been
selected based on their different complexation characteristics
and range of dielectric constants (2.247, 20.7 and 78.39,
respectively) (Table 5). The results show that the solvation is
very similar for all the structures of this compound in a given
solvent. For the rest of the compounds, only the more polar
solvent has been considered. Again, the energetic profile
obtained in vacuum is similar to the one obtained with the
solvation model.
The calculated values of the solvation free energy show very


unfavourable values, that is, large increases in the values for
the water solvent model in all the cases studied. In the case of the
hydrocarbon, X¼CH2, both the solvation in water and benzene
are very unfavourable while acetone as solvent seems to be only
slightly unfavourable.
If one compares ts1 without (Table 1) and with water solvation


(Table 5) the plot represented in Fig. 3 is obtained. It shows that
gas phase calculation in truxenes can be used to compare with
future experimental barriers.


Analysis of the electron density (AIM)


The analysis of the electron density within the AIM methodology
shows the presence of bond critical points (bcp) between the X
substituents and the surrounding aromatic moieties of these
molecules (Fig. 4). Thus, H���H, H���F, Cl���H and S���H interactions
are obtained which present small values of the electron density at

www.interscience.wiley.com/journal/poc Copyright � 2008

the bond critical point and positive values of the Laplacian. In
some isolated cases other interactions are found with the carbon
atoms of the aromatic rings. The values of the electron density
and its Laplacian at the bond critical points correlate exponen-
tially with the interatomic distance of the atoms involved (Fig. 5
and Eqns 3–10). Similar results have been already described for
other closed shell interactions.[17–19]


0:3527 � expð�0:873 � distanceÞ ¼ ðH � � � H contactsÞ rbcp; R2


¼ 0:9866; n ¼ 41


(3)


0:3288 � expð�0:4794 � distanceÞ ¼ r2rbcp; R
2 ¼ 0:9188


(4)

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 381–386







Figure 5. Electron density at the bond critical point, rbcp, versus the
interatomic distance. The fitted curves are those of Eqns 3, 5, 7 and 9
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1:2054 � expð�1:0363 � distanceÞ ¼ ðH � � � F contactsÞ rbcp; R2


¼ 0:9889; n ¼ 59


(5)


3:0774 � expð�0:9077 � distanceÞ ¼ r2 rbcp; R
2 ¼ 0:9691


(6)


1:7644 � expð�0:9985 � distanceÞ ¼ ðH � � � Cl contactsÞ rbcp; R2


¼ 0:9973; n ¼ 24


(7)


3:3656 expð�0:8483 � distanceÞ ¼ r2rbcp; R
2 ¼ 0:9807 (8)


2:5723 � expð�1:0587 � distanceÞ ¼ ðH � � � S contactsÞrbcp; R2


¼ 0:9951; n ¼ 16


(9)


1:2151 expð�0:6573 � distanceÞ ¼ r2 rbcp; R
2 ¼ 0:9727


(10)


For the same distance, the values of the H���S contacts are
larger than those of the H���Cl ones.


Optical rotatory power


The calculated optical rotatory power (ORP) presents very large
values for the min1 that decreases steadily in ts1, min2 and are
very small in ts2 (Table 6). It should be noted that ts2 represents
the geometry where these system energetically change from one

Table 6. Optical rotatory power, [a]D, (8) of the chiral con-
figurations of 1


min1 ts1 min2 ts2


S 2111.33 1268.61 345.46 �69.37
CH2 1808.68 1252.81 532.21 43.52
CHF(E) 1613.13 1158.92 468.78 37.12
CHF(Z) 1464.87 967.66 438.49 126.85
CF2 1330.21 905.76 403.25 104.08
CCl2 1705.25 1410.68 534.25 24.8


J. Phys. Org. Chem. 2008, 21 381–386 Copyright � 2008 John W

enantiomer to its opposite but instead of using a symmetric path
used a non-symmetric one and thus, this structure present a small
ORP value. The values obtained provide a measure of the chirality
of the structures for a given derivative.
In addition, the similar behaviour of this property in all the


compounds studied is confirmed by a high correlation coefficient
between the data shown in Table 6 (the smallest R2 value
obtained in all the possible correlations is 0.94)

CONCLUSIONS


A theoretical study of the potential energy surface of a series of
chiral truxene derivatives has been carried out by means of DFT
calculation methods. Four minima and four transition states have
been characterized. A step-wise transformation between the two
enantiomeric structures with C3 symmetry is able to explain the
configurations found. The synchronous transition state barrier
presents much larger energy than the step-wise and thus is not
feasible for most of the system considered.
In all the cases, the most stable minima correspond to that


with a C3 symmetry and the ts barriers are related to the size of
the substituents, especially to those located Z to the double
bond. The calculated solvation energy does not affect signifi-
cantly the relative energies of the configurations obtained.
The analysis of the electron density shows the presence of


closed shell intramolecular interactions. Exponential relationships
have been found between the value of the electron density and
its Laplacian versus the interatomic distance of the atoms
involved.
The calculated ORP of the different configurations provides a


qualitative idea of the chirality of the structures, thus, the larger
values are obtained formin1 and then decrease up to ts2 where
the values are close to zero.

SUPPORTING INFORMATION


Geometry of all the stationary points (minima and TS) calculated
at the B3LYP/6-31G* computational level.
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The primary kinetic hydrogen isotope effect in
the deprotonation of a nitroalkane by an
intramolecular carboxylate group
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The rates of racemization of optically active nitropen

J. Phys. Or

tanoic acid, and 4-deuteronitropentanoic have been compared.
The rate ratio (kie) is kH/kD¼ 5.68(W0.17) at 31-C, in good agreement with that determined by Lewis et al. for
base-catalysed deprotonations using iodine-trapping methods. In a more detailed study, optically active
4-nitro-4-phenylbutanoic acid (NPBA) has also been prepared and rates of racemization measured in dimethox-
yethane:water. With less than a full equivalent of triethylamine, rates are proportional to [Et3N:]/[NPBA]. For
1< [Et3N:]/[NPBA]< 2, rates are independent of the ratio, consistent with racemization being dominated by
deprotonation of the nitroalkane by the intramolecular carboxylate group. The solvent isotope effect is
kH2O=kD2O ¼ 0.73(W0.04) and rates of exchange with D2O are equal to rates of racemization. Comparison with
rates of racemization by acetate of the methyl ester yielded an effective molarity (EM¼ 13.7) for the
intramolecular carboxylate. The kie for racemizations of NPBA and 4-deutero-NPBA is kH/kD¼ 5.78 at 25-C, and
for 20< T< 50-C, EDa S EHa ¼ 5.5(W0.1) and AH/AD¼ 0.63(W1.03). For the acetate catalysed racemizations of the methyl
ester, 25-C, kH/kD¼ 7.43 with EDa S EHa ¼ 5.2 kJmolS1 and AH/AD¼ 1.08. In neither case is there any indication of amajor
tunnelling contribution on the isotopic rate ratio. A hitherto unrecognised mode of decomposition of nitronic acids,
involving direct reaction with dissolved oxygen, has been identified. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


With the availability of three isotopes, and large isotopic mass
ratios, kinetic hydrogen isotope effects (kies, kH/kD, kH/kT and kD/
kT), are especially valuable in the characterisation of mechanisms
of deprotonation of carbon acids, firstly to determine if a proton
transfer is rate-limiting in a complex sequence and, when such a
situation has been discovered, then to probe the nature of the
proton transfer transition state. The usefulness of the method
follows from an understanding of the origins of the kinetic effects
at the molecular level. An excellent qualitative understanding has
been available for many years, with kinetic isotope effects
associated with changes in force constant of the vibrations of
isotopically substituted bonds as reactants proceed from ground
to transition state.[1–4] Vibrational analysis, coupled with
bond-energy bond-order relationships, has provided a useful
empirical treatment to relate the experimentally determined
isotope effects to transition state models.[5] If, however, isotope
effects are to be linked in a detailed way to changes in molecular
structure, ab initio methods must be applied and high-level
computational studies have been undertaken in a few cases.
Since rate ratios for H- and D-isotopomers at 258C are usually less
than 8, quantitatively useful models must be capable of
calculating activation energy differences much smaller than
5.7 kJmol�1 presenting a tough challenge, even to modern
computational methods.
The challenge to theory has become more pronounced with


the accumulation of reports of enzyme-catalysed processes
showing kinetic isotope effects considerably larger than those
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anticipated from complete loss of ground state zero-point energy
differentials.[6–8] The temperature dependences of such rate
ratios often yield Arrhenius parameters which are incompatible
with explanations involving only ground state zero-point energy
differences (for 20< T< 2000 K, ED


a � EH
a � 5 kJmol�1 and


0.7<AH/AD< 1.32).[9] These effects (which are rare in ’normal’
organic reactions) have been taken as evidence for mechanisms
involving quantum mechanical tunnelling of the transferring
proton through the barrier (from the Born–Oppenheimer
potential energy surface).[10,11] An emerging explanation[12,13]


of the occurrence of such contributions in enzyme-catalysed
reactions is ‘environmentally coupled or vibrationally assisted
hydrogen tunnelling’, focusing on the role of protein dynamics
and qualitatively understood in terms of a strong coupling
between certain vibrations of the reacting protein acting to
narrow the barrier.[14] Our own computational studies on
methylamine dehydrogenase (MADH)[15,16] showed that the
structural configuration of an enzyme during transfer of a proton
from the carbon of a Schiff base to the carboxylate of an aspartate
(Fig. 1) can strongly affect the shape of the barrier to proton
transfer and that large kies might then arise, in line with
experiment. The dominating effect in these studies has been the

2008 John Wiley & Sons, Ltd.
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Figure 1. Carbon deprotonation in the active site of MADH
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exo- or endothermicity of the process, which indirectly affects
the shape of the barrier. In their current state, these studies
rationalise rather than predict the results of experiment, and
because of the size and complexity of proteins, difficulties arise in
separation of the interacting contributions and inclusion of
dynamical effects to experimental accuracy.
The theory thus remains unclear in its application in enzymes,


and it has been pointed out[17] that, while the chemistry
occurring in the active site of enzyme-substrate complexes has
often been modelled by intramolecular reactions in small
molecules,[18] measurements of kinetic isotope effects in
intramolecular proton, hydride and hydrogen atom transfers in
such models are rare. Indeed, a search for such measurements
in intramolecular deprotonations of carbon acids revealed only
the three examples shown in Fig. 2. All reactions were carried in
aqueous medium, and in no case were temperature depen-
dences reported.
Acetophenones 1 and 2 are from the work of Bell.[19,20] In


these, the acidic carbon site is adjacent to the ketonic carbonyl
and phenolic or carboxylic acid groups provide the catalysing
intramolecular base. In both cases, rates of enolization were
determined by halogen trapping. An elevated isotope effect was
reported for 1 but close reading of the original paper suggests
that this result should be viewed with caution. Additionally, the
acidic methyl groups were fully labelled, so observed ratios were
combinations of primary and secondary effects which were not
disentangled. The large difference between the acidities of the

Figure 2. Available kinetic isotope effects in intramolecular deprotona-


tions of carbon acids
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catalysing groups (pKa ca 10 for the phenol and ca 5 for the
carboxylic acid) and that of the carbon acid (ca 20) shows that
intramolecular carbon deprotonations would be strongly
endothermic in both cases, a situation believed to disfavour
tunnelling. The final example, in which there can be no
complicating secondary effect, is 4-nitropentanoic acid, 3, from
the work of Lewis.[21,22] In this case, the carbanion is stabilised by
a nitro group, the best carbanion stabilising group in organic
chemistry, with the anion best depicted as a nitronate with the
negative charge largely on the oxygen atoms of the group.
A pKa¼ 7.7 is expected[23,24] for the carbon acid, so that the
imbalance with the catalysing carboxylic acid group is much
reduced (DpKa� 3) compared to that in 1 or 2. This, combined
with the high kinetic barriers associated with deprotonation of
nitroalkanes[25–27] makes 3 the most promising of this group for
tunnelling. In the event, the reported kie (kH/kD¼ 5.5 at 258C),
again from halogen trapping experiments, is rather less than
those reported for intermolecular deprotonations of 2-nitro-
propane by other oxyanionic bases.[28] No temperature depen-
dence was reported.
In view of the sparsity of such data, we have begun a study of


isotope effects associated with intramolecular proton transfers in
synthetically accessible carbon acids, with the aim of providing
measurements for simple reactions in which ground and
transition states have been characterised as fully as experiment
allows. Experimental and computational studies are to be
compared, and results used to validate the theoretical models,
leading eventually to a computational model with predictive
power.
As noted earlier, values of kH/kD significantly larger than those


which might be expected from complete loss of isotopically
induced ground state zero-point energy differentials are rare in
‘small molecule’ chemistry, occurring mainly (but not exclusively)
in deprotonations of nitroalkanes. Some of the very largest of
these[29–31] (kH/kD¼ 50 at 258C) have, on reinvestigation, turned
out to be artefacts arising from unrecognised loss of isotopic label
during the rate measurements,[32,33] but values between 14< kH/
kD< 20 remain to be explained. These are often associated with
deprotonations in aprotic media by hindered bases[34,35] but
deprotonations of 2-nitropropane by hindered pyridine bases in
protic medium are particularly well characterised,[36,37] with kH/
kD¼ 19.5 at 258C in EtOH, and temperature dependence (a 128
range only!) giving AH/AD¼ 7.1 and EDa � EHa ¼ 12.5 kJmol�1,
compatible with the intervention of tunnelling. Pressure
dependences also are compatible with a large tunnelling
contribution in the 1H-isotopomer,[38] but the tritium isotope
effect, kH/kT, has also been measured[39] and the value of the
exponent a¼ 1.42 in the Swain–Schaad relationship,[40] kH/
kT¼ (kH/kD)a, does not support a high-tunnelling contribution.
It is perhaps worth repeating that the large kinetic isotope


effects and unusual Arrhenius behaviour taken as indicative of
proton tunnelling may also arise from mechanistic complexities.
Quite reasonable combinations ofmicroscopic rate constants and
conventional primary isotope effects may produce such
results,[41,42] for example, in reactions in which products are
formed from common intermediates. Even where kinetic isotope
effects fall within the ‘normal’ range, anomalous Arrhenius
behaviour may arise from a mechanism involving internal
return.[43] Checking for such complexities in enzyme-catalysed
reactions is far from trivial but an essential part of any study of
small molecule reactions intended to provide data for the
construction and optimisation of theoretical models.
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Scheme 1. Preparation and labelling of 4-nitropentanoic acid, 3, and
4-nitro-4-phenylbutanoic acid, 4


Scheme 2. Nef chemistry on nitronates or nitronic acids carrying car-


boxylic acid residues
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RESULTS AND DISCUSSION


Choice of substrate and experimental design


Nitroalkanes offer a combination of particularly high carbanion
stability with high kinetic barrier to deprotonation (the
nitroalkane anomaly[25–27]), a combination thought to favour
tunnelling pathways, and numerous detailed studies of inter-
molecular deprotonation exist for comparison. With the excep-
tion of Lewis’ study of 4-nitropentanoic acid 3, intramolecular
variants have not been examined, but an oxidative conversion of
nitroalkanes to corresponding aldehydes or ketones catalysed by
the flavoenzyme, nitroalkane oxidase, has been shown to involve
deprotonation of an enzyme-bound nitroalkane by the carbox-
ylate group of an aspartate residue,[44] with a remarkable 109-fold
rate enhancement over the acetate induced reaction. A kinetic
isotope effect, kH/kD¼ 7.9, has been reported for the reaction of
1,1-dideuterionitroethane.[45,46]


In this work, we have firstly re-examined the behaviour of
3 to establish techniques and methods, and then undertaken a
more detailed examination of the behaviour of 4-nitro-
4-phenylbutanoic acid 4 in which the methyl group of 3, is
replaced by phenyl. In both nitroalkanes, formation a nitronate
anion eliminates the stereogenic centre adjacent to the nitro
group, so that loss of optical activity from resolved compounds
offers a useful handle on extent of the deprotonation reaction.
Replacement of methyl by phenyl induces a favourable small shift
of the carbon acidity (7.39[47] as opposed to 7.7[23,24]) and offers
the valuable technical advantages of enhanced UV activity and
ease of preparation of optically active material, but is not
expected to make major changes to the chemistry.


Preparative considerations and preliminary
reactivity studies.


Methyl esters of both 3 and 4 are readily accessible by
conjugated addition of nitroethane or phenyl nitromethane to
methyl acrylate,[48] and pyridine-catalysed exchange with
OD-methanol affords the required deuteriated materials. Extents
of deuteriation could be readily determined from 1H-NMR spectra
by integration since the signal from the exchangeable hydrogen
adjacent the nitro group was well resolved (a doublet of doublets
at d 4.68 in 3 and d 5.60 in 4) and readily compared with signals
from non-exchanging sites. As anticipated from the established
behaviour of nitroalkanes,[49,50] hydrolysis of the esters by
heating in aqueous TFA occurred without exchange of hydron at
the position a-to the nitro group.
In the case of 3, we could not find conditions for resolution of


either the ester or the acid by chiral chromatography, and
resorted to an established method[51] involving crystallisations of
the quinine salt of the 3, in both isotopomeric forms. Again,
extents of deuteriation after resolution were readily measured
from 1H-NMR spectra by integration, but, in our hands, the
resolution by this method was accomplished only with some
wash-out of deuterium, and decomposition of the nitroalkane by
processes discussed later. For 4, chiral HPLC of the ester, either
before or after deuteriation, yielded optically active material,
which was then hydrolysed with no detectable loss of either label
or of optical activity (Scheme 1).
Hydrolyses of nitronic acid tautomers of nitroalkanes to


ketones or aldehydes (the Nef reaction[52]) usually occurs at
relatively high acidities[53] (ca 3M HCl) and is not normally
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regarded as a complication in studies of deprotonations of
simple nitroalkanes or in reversions of nitronic acid tautomers to
nitroalkanes in near neutral aqueous medium. Lewis, however,
noted that the anion of 3was relatively unstable, decomposing to
4-oxopentanoic acid 5 (R¼Me) with evolution of a gas presumed
to be nitrous oxide.[21,22] To account for the apparent occurrence
of this Nef chemistry under the mildly basic conditions of his
observations, he suggested that the carboxylate group might
participate in forming the putative tetrahedral intermediate of
the hydrolytic Nef reaction by nucleophilic attack on the carbon
of the nitronate or nitronic acid[54] to give a g-lactone 6 as shown
in Scheme 2.
Our first observations of the behaviour of aqueous solutions of


4-nitropentanoate confirmed the ready formation of 5. Since the
chemistry leading to 5 was not well understood, and might have
complicated measurements of deprotonation rates, this aspect of
the reactivity was briefly investigated further using 4 (rather
than 3) because of its more convenient UV–Vis properties.
1-Phenylnitropropane then serves as a reference compound
lacking the catalysing intramolecular carboxylate group.
Solutions of phenylnitropropane (ca 10�5M) in distilled but


undegassed water exhibited the expected shoulder at 240 nm
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Table 1. Initial rates for racemizations of 0.018M
4-nitropentanoic acid, 3, in 54:46 (wt:wt) t-BuOH:water at
30.98C in the presence of tetramethylguanidine


[TMG]/[3] 105 k/s�1


0.251 3.85
0.522 7.22
0.996 16.9
1.136 88.2
1.445 215
1.512 277
1.990 530
2.590 827
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characteristic of the nitro group.[47] Addition of aqueous
sodium hydroxide then yielded a new peak, lmax¼ 275 nm
(emax¼ 6300M�1 cm�1), with a shoulder to 225 nm, consistent
with formation of the nitronate anion, and this basic solution was
stable. Acidification to pH 1 immediately shifted the peak to
262 nm with an increased extinction, changes associated with
formation of the nitronic acid tautomer, expected to
have pKa� 4.[54] This spectrum, however, did not, as expected,
revert cleanly to that of the original phenylnitropropane, instead
slowly developing a new peak at 244 nm (emax 10 300M


�1 cm�1).
When changes were complete, GLC analysis of the solution and
comparison with authentic samples confirmed recovery of
phenylnitropropane and of propiophenone, the Nef product.
In successive experiments, the ratio of propiophenone to
phenylnitropropane was enormously variable, but it was clear
that the production of the ketone was reduced by use of
degassed materials and solvents, and enhanced by use of
oxygenated water.
A solution of 4 (ca 10�4M) in undegassed water similarly


exhibited only a shoulder at 240 nm, and addition of dilute
sodium hydroxide produced a new peak at 275 nm, associated
formation of the nitronate, again stable for prolonged periods. On
acidification, however, the solution did not yield any indication of
a peak corresponding to the nitronic acid, but immediately
showed a new absorption at 244 nm (emax 11 000M�1 cm�1)
corresponding closely to that of 4-oxo-4-phenylbutanoic acid,
5(R¼ Ph), the Nef product, whose presence was confirmed by
subsequent isolation and comparison with authentic material.
When solvents and reagents were degassed, acidification of the
nitronate produced a peak at 266 nm consistent with formation
of the nitronic acid. Ketone formation was suppressed, and 4 as
well as 5 could then be recovered after the cycle of basification
and re-acidification.
These observations are consistent with formation of ketonic


products, not from a hydrolytic Nef reaction, but from a process
involving reaction between dissolved oxygen and the nitronic
acids, with the carboxylic acid in 4 facilitating the reaction.
Observations on more concentrated solutions by 1H-NMR
spectroscopy support this conclusion. Solutions of the
nitronate anion of 4 (10�2M) were prepared by addition to an
excess of sodium deuteroxide in undegassed 30:70 vol:vol:
CD3CN:D2O mixture. Besides the phenyl signals, the spectrum
showed 2H-triplets[55] at d 2.99 and at d 2.04 and in this basic
solution there was no indication of decay either to nitroalkane or
to Nef product. Addition of 2 molar equivalents of CD3COOD
(relative to the sodium deuteroxide) induced an immediate small
change in chemical shifts with distinct broadening of the signal at
d 2.99, and then evolution of the spectrum to that of a mixture of
4 and 5 (R¼ Ph) over a period of less than 5min at 208C. The
amount 5 formed was compatible with consumption of the
available oxygen in the NMR tube[56] and, if air was bubbled
through the tube immediately after acidification, 5 was the
exclusive product. Repetition of the experiment with thoroughly
degassed solutions, with addition of acetic acid, under argon,
completely suppressed formation of 5 (R¼ Ph). When phenylni-
tropropane, was used similar results were obtained but the
conversions were much slower, taking place over 45min.
Oxidative cleavage of nitronates is a synthetically preferred


method of converting nitroalkanes to carbonyl compounds,[57]


but with one exception,[58] molecular oxygen has not been used
as the oxidant, and the only in vitro reactions of dioxygen with
nitronates reported are those of a nitronate–copper com-

www.interscience.wiley.com/journal/poc Copyright � 2008

plex.[59,60] In contrast, oxidative denitrifications of nitroalkanes,
catalysed by flavin-dependent enzymes of bacterial, fungal and
plant origin[60–63] consume molecular oxygen, and as we have
noted earlier,[44] at least one enzyme-catalysed denitrification
involves a deprotonation of the nitroalkane by the carboxylate of
an active site aspartate residue.[44] There are interesting parallels
here, and perhaps also some warnings for the interpretation of
data on deprotonations of nitroalkanes when these have been
monitored by UV–Vis spectroscopy. These observations will be
pursued elsewhere; for the present, the important conclusion is
that this oxidative Nef chemistry occurs after deprotonation of
the nitroalkane and will not complicate measurements of
deprotonation rates by racemization of optically active nitroalk-
anes.


Reaction kinetics


For direct comparability with the results of Lewis, the solvent
chosen for the study of 3 was that used by Lewis, 54:46 (wt:wt)
t-BuOH:water. To confirm conditions under which intramolecular
deprotonations might be observed we initially examined
racemizations in the presence of varying amounts of tetra-
methylguanidine (TMG), a strong base (for TMGHþ, pKa¼ 13.6[64])
capable of deprotonating quantitatively both the carboxylic acid
and the nitroalkane. Under these conditions, with undegassed
solvents, material recovered from solutions at completion of the
racemizations contained up to 20% of 4-oxopentanoic acid, 5
(R¼Me).
With less than stoichiometric amounts of TMG, loss of optical


activity was first order. With excess TMG, behaviour was complex,
with a fast initial phase followed by a prolonged slow phase. In
view of the complexity across the range, initial rates, (df/dtt¼ 0),
were determined for all reactions and divided by initial rotations
(fo) to yield comparable first order rate constants which are
presented in Table 1 and graphically in Fig. 3.
The plot shows a break at base equivalence point linking two


linear sections, and is consistent with the reaction sequence
shown in Scheme 3, in which the chiral compound which we
depict as a dibasic acid, HO� *CH, is first deprotonated
stoichiometrically to yield the carboxylate, �O� *CH. The
kinetically significant processes are then deprotonations at the
carbon of the nitroalkane. The intramolecular process (governed
by kintra) results in racemization, but, because the nitroalkane is at
least 103 times less basic than the carboxylic acid, does not
consume additional base. With excess base, deprotonations
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Figure 3. Effect of added tetramethylguanidine on rates of racemization


of optically active 4-nitropentanoic acid 3 at 30.98C in 54:46 (wt:wt)


t-BuOH:water


Scheme 3. Reaction scheme for loss of optical activity in reaction of


strong bases with 3 or 4
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governed by kinter yield a carboxylate-nitronate dianion, �O� C�,
with consumption of an additional equivalent of added base.
The initial linear portion of the plot in Fig. 4 has the equation


105 � kinit ¼ 16:9 ð�1:3Þ � ½base ratio� � 0:48 ð�0:75Þ (1)

Figure 4. Effect of added triethylamine on rates of racemization of
optically active 4-nitro-4-phenylbutanoic acid 4 at 30.048C in 2:1 (wt:wt)


DME:water
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which describes the increase in rate proportional to the fraction
of the 3 in its carboxylate form, and confirms the absence of
significant competing water-catalysed reaction. The slope of
the line, 16.9� 10�5 s�1, is then the rate constant for the
intramolecular reaction and in reasonable agreement with the
value (18.1� 10�5 s�1) obtained by Lewis for the same reaction
using pyridine as base.[21,22] Lewis also obtained a value for the
second order rate constant for acetate catalysed iodination of the
methyl ester of 4-nitropentanoic acid[65] in the same medium
(4.0� 10�5M�1 s�1), and the ratio of first and second order rate
constants gives the effective molarity, EM� 4.3, of the catalysing
carboxylate in 4-nitropentanoic acid, a low value but comparable
with those tabulated for other such intramolecular carbon acid
deprotonations.[66–68]


The much steeper line after equivalence point has the form:


105 � kinit ¼ 517ð�14Þ � ½base ratio� � 511ð�25Þ (2)


and represents the contribution from proton abstractions by the
excess strong base from the nitroalkane moiety of the
carboxylate. Correction for initial NPA concentration gives a
second order rate constant, kinter¼ 2.9� 10�2M�1 s�1. Since
TMG is sufficiently basic to generate some hydroxide in this
medium, this rate constant will itself be a complex quantity
reflecting contributions from both active bases.
For the reactions of 4 and its ester, the solvent mixture was


changed to 2:1wt:wt dimethoxyethane:water (28.6:71.4 mole
ratio), to permit later use of D2O in the experiments.
Racemizations of 4 in this mixture were similarly examined,
but with the TMG replaced by the less basic triethylamine
(pKa¼ 11.01 for Et3NH


þ,) which, when in excess, was shown by
separate UV–Vis observations to be capable of fully deprotonat-
ing both carboxyl group and the CH of the nitroalkane in this
medium. For these reactions, losses of optical activity were
first order for base ratios <1, and showed little deviation from
first order behaviour with 1<base ratio< 2. For full compar-
ability with the behaviour of 3 and TMG however, initial rates
were determined as before and are presented in Table 2 and
graphically in Fig. 4. Recovery of material from solutions at
completion of the racemizations now yielded 4-nitro-4-
phenylbutanoic acid 4, with less than 2% of 4-oxo-4-
phenylbutanoic acid 5(R¼ Ph).
The plot of rate constant against base ratio shows that, with


less than the full equivalent of base, rates are again proportional
to the fraction of acid in its salt form with no indication of a

Table 2. Initial rates for racemizations of 0.023M
4-nitro-4-phenylbutanoic acid 4, in 2:1 (wt::wt) DME:water at
30.048C in presence of triethylamine


[Et3N]/[4] 104 k/s�1


0.148 2.50
0.493 13.6
0.642 16.8
0.790 20.2
0.888 23.0
0.987 27.2
1.480 26.3
1.628 27.2
1.974 27.9
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significant water-catalysed process


104 � kinit ¼ 26:6ð�0:9Þ � ½base ratio� � 0:42ð�0:58Þ (3)


The slope of the line gives the rate constant for the
spontaneous reaction of the salt of 4, k¼ 26.6(�0.9)� 10�4 s�1,
some 15-fold faster than the reaction of 3, reflecting both the
change in medium, and the slightly enhanced acidity of the
carbon acid associated with replacement of methyl by phenyl in
the nitroalkane. In contrast to the behaviour of 3 with TMG, rates
are little affected by excess of the weaker triethylamine showing,
in terms of the reaction scheme (Scheme 3), that this base neither
competes efficiently with the intramolecular carboxylate, nor
generates sufficient hydroxide in this medium at the concen-
trations used for its effects to be obvious at the base
concentrations used.
To estimate the effective molarity of the intramolecular


carboxylate, racemizations of optically active methyl ester of
4 were measured also using buffered acetic acid
([HOAc]:[NaOAc]¼ 1.0). These were cleanly first order and the
dependence of rates on concentration of sodium acetate
(Table 3) is given by the relationship:


105 � kobs ¼ 19:3ð�3:0Þ � ½NaOAc� þ 1:5ð�0:6Þ (4)


Comparing the second order rate constant for catalysis by
acetate with that for spontaneous reaction of the carboxylate of 4
yields EM¼ 13.7, marginally larger only than that found for 3.
Generally, the behaviours of 3 and 4 are closely comparable,


but before moving to the primary kinetic isotope effects in 4, we
consider two possibly related complications to both measure-
ment and modelling.
The first is that water might be involved as a proton shuttle in


the intramolecular deprotonation, and this has been probed by
measurement of the solvent isotope effect. Rates for racemiza-
tions of optically active 4 were measured in at 30.048C
in a D2O–DME mixtures, using triethylamine with [Et3N]/
[4]¼ 0.800. Loss of optical activity was first order, and duplicate
runs gave k¼ 28.6 (�0.5)� 10�4 s�1. From Equation (3), the rate
constant for reaction in an H2O/DME mixture at the same
base ratio is 20.8� 10�4 s�1, giving kH2O=kD2O ¼ 0.73(�0.04), for
the intramolecularly catalysed process. Interpretation here is
complicated a little by the use of mixed solvent, but this ratio is
close to that reported for the deprotonations of 2-nitropropane
by hydroxide in water[28] (kH2O=kD2O ¼ 0.68), and to the
fractionation factor for isotopic distribution between bulk water
and water hydrogen-bonded to oxy-anionic base (f¼ 0.74).[69]


The inverse effect is interpreted in terms the stronger
DOD. . ..�OR bonds compared to HOH. . ..�OR, and a requirement
for solvation of the oxy-anionic base to be reduced prior to its

Table 3. Rate constants for racemizations of methyl
4-nitro-4-phenylbutanoate in 1:1 NaOAC:HOAc buffered 2:1
DME: water at 30.048C


[NaOAc] 105 k/s�1


0.140 4.32
0.210 5.30
0.282 7.05
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involvement in deprotonation of the nitroalkane. The effect is not
compatible with involvement of solvent derived hydron in
covalent bonding changes in the rate-limiting step.
The second was that some exchange of nitroalkane proton


with solvent might occur independently of the racemization (i.e.
kexchange> kracemisation),


[70] possibly by a discrete transient
pyramidal hydrogen-bonded carbanion of the type suggested
by Bordwell et al.[71] Such exchange has been shown to lead to
erroneously low values for kD in reactions of deuteriated
isotopomers.[72] The excellent first order behaviour observed in
racemizations in the D2O/DME mixture in the determinations
solvent isotope effect militates against this, but exchange
reaction of 4 in D2O/d10–DME was also monitored directly by
1H-NMR spectroscopy to follow loss of the signal associated the
nitroalkane hydrogen (d 5.6). With one equivalent of triethyla-
mine, the first order rate constant at 30.18C was 33.2
(�2.8)� 10�4 s�1, giving an apparent kexchange/kracemisation¼ 1.25.
1.25. However, allowance for the solvent isotope effect associated
with replacement of H2O in the racemization experiments
by D2O in the NMR experiment (kH2O=kD2O ¼ 0.73) reduces the
ratio to 0.91(�0.14), and we conclude that, within the combined
experimental uncertainties, kracemisation¼ kexchange in these reac-
tions.


Primary kinetic isotope effects


The practical difficulties in measuring kinetic isotope effects in
these racemizations are associated with ensuring that the
isotopomeric reactants experience identical conditions of
solvent, temperature and degree of neutralisation. To achieve
this, we have resolved partially deuteriated mixtures of
isotopomers and then monitored the course of racemization
of these isotopically mixed samples, catalysed by less than a full
equivalent of TMG, in the case of 3, and Et3N in the case of 4. This
procedure assumes firstly that g-isotopic substitution has no
significant effect on the acidity of the carboxylic acid, and
secondly, that the substitution does not significantly affect the
optical activity. For the first, we note that the effects at the
a-deuteriation on acidity of carboxylic acids are small
(K


CH3
a =K


CD3
a ¼ 0.03 in acetic acid)[73–75] and suggest that the


effects of isotopic substitution even more remote from the
carboxylate can safely be ignored. For the second, the resolution
and measurement of optical activity in compounds such
PhCHDCH3


[76] shows there must indeed be an effect from
isotopic substitution, but the associated changes in specific
rotations are very small compared to those for the compounds
used, and we believe that this effect can also be safely ignored.
With these simplifying assumptions, the optical rotation, ft, of


the partially neutralised isotopic mixture is expected to decay
following relationship (5), where finf is the optical rotation at
infinite time:


ft ¼ fðinfÞ � FrðHÞDf e
�kH:t � ð1� FrðHÞÞDf e�kD :t (5)


The fraction here (Fr(H)) is the fraction undeuterated within the
optically active component, and not in the total mixture which
may contain racemic material, both labelled and unlabelled, but
which is ‘transparent’ to polarimetry. The relationships then sums
the contributions from each optically active isotopomer to the
total optical rotation of the mixture, and rates, extracted
from time dependences of the rotations by non-linear
regression,[77,78] are presented in Table 4, along with the
associated activation parameters.
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Table 4. Primary kinetic isotope effects for base-catalysed racemizations of carboxylic acids of 3 and 4, and of the methyl ester of 4


T (8C) 104 kH/s�1 kH/kD Activation parameters


Acid 3 in t-BuOH: H2O. Salt formation with TMG.
30.9 1.69 (�1.3) 5.68 (W0.17) DGzH


303 ¼ 88.6(W3.8) kJmolS1


Acid 4 in DME:H2O. Salt formation with Et3N.
20.16 11.6 (W0.3) 5.99 (W0.28)a EDa S EHa ¼ 5.5(W0.1) kJmolS1, AH/AD¼ 0.63(W1.03)


32.04 35.5 (W0.8) 5.51 (W0.06)a EHa ¼ 67.6(W1.2) kJmolS1, AH¼ 1.68(W1.2)T 109


50.02 151 (W2.5) 4.87 (W0.12)a DHHz ¼ 65.1(W1.2) kJmolS1, DSHz ¼S78.8(W3.8) J KS1molS1


25.0 18.5* 5.78* DGzH
298 ¼ 88.6(W3.8) kJmolS1


Methyl ester of 4 in DME:H2O in presence of 0.25M NaOAc
30.40 4.18 (W0.01) 7.18 (W0.09)
50.00 21.1 (W0.02) 6.33 (W0.17) EDa S EHa ¼ 5.2 kJmolS1, AH/AD¼ 1.08


25.0 2.58* 7.43*


aMean of two experiments.
* Extrapolated values.
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Conclusions


Taken together, the combined results of the studies described
above are consistent with the racemizations of salts 3 and 4
involving a direct transfer of proton from the nitroalkane carbon
to an anionic oxygen of the intramolecular carboxylate via a
six-centre cyclic array, and that rates of racemization are a reliable
measure of deprotonation rates. The kie found in this work for the
racemization 4-nitropentanoic acid, 3 (kH/kD¼ 5.68� 0.17 at
318C) is satisfyingly close to that reported by Lewis for
deprotonations of 4-nitropentanoic acid, using iodine-trapping
methods (kH/kD¼ 5.5� 0.5). Replacement of methyl by phenyl,
and change of solvent from aqueous t-BuOH to aqueous
dimethoxyethane makes little difference with kH/kD¼ 5.51� 0.06
0.06 at 328C for racemizations of 4 in aqueous dimethoxyethane.
In considering the detailed course of the reaction (Scheme 4),


we assume that ground state conformation of the reactant in the
medium is the extended one shown, minimizing torsional
interactions along the chain, and expect that the anionic oxygens
of the carboxylate are solvated, with hydrogen bonding with a
number of water molecules,[79] although we show only one here.
Before the intramolecular proton transfer can occur, there must
be conformational adjustment to bring the basic carboxylate
group within reacting distance of the nitroalkane hydrogen, and
desolvation of the oxyanion (Step A). Since the transfer occurs
through a six-centre cyclic array, the energy increase associated
with the conformational change is likely to be only a little greater

Scheme 4. Separation of steps in the racemizations of the salts of 4 (L¼H
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than that in the a staggered-to-gauche change in butane
(3.8 kJmol�1). If the effects on the pKa of carboxylic acids of
moving fromwater to DMSO (4.8 in water to 12.3 in DMSO[80]) are
taken to reflect the effects of desolvation on the stability of
the anionic base in a polar non-aqueous environment, then the
energetic cost of the desolvation may be as much as
42.8 kJmol�1, so that half of the measured free energy barrier
might be accounted for by processes not linked directly to the
proton transfer which occurs in step B, with no water molecule
having more than ‘interested-spectator’ status. This may lead to a
carbanion in which charge remains largely localised on carbon,[71]


and the process is then completed by charge and solvent
re-organisation to yield the planar, optically inactive nitronate in
step C. The extent of linkage between the proton motion and the
secondary re-organisation remains to be established, but the fact
of a substantial kinetic isotope effect and the equality of
exchange and racemization rates demands that step C is
substantially faster than the reverse of step B.
Table 4 includes Arrhenius and Eyring parameters for the


H-isotopomer of 4, and we note that the reaction exhibits a large
negative entropy of activation. The kie for the intramolecular
reaction in 4 does not differ significantly for that found for 3, and
the temperature dependence yields Arrhenius parameters
indicating that the rate ratios are associated with differences
in activation energies (EDa � EHa ) rather than in pre-exponential
factors (AH/AD), and thus not consistent with major tunnelling
contributions.

and D)
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Notably, the kie for the intramolecular reactions is significantly
smaller than that catalysed intermolecularly by acetate (this work,
7.2 at 258C), but again, the intermolecular kinetic isotope effect is
associated with differences in activation energy (EDa � EHa ) rather
than in pre-exponential factors. The smaller intramolecular effect
may be associated with some stiffening of isotopically sensitive
modes in the cyclic transition state, and indeed, may be signalling
that the six-membered ring is not an ideal size for accommodat-
ing a proton transfer. Studies on intramolecular hydrogen
bonding using diamides[81] have suggest that rings as large as
nine may be necessary to accommodate fully relaxed linear
hydrogen bonds.
These measurements on a well-defined intramolecular process


will be used to test and parametrise computational methods
which can then be applied to much more complex reacting
systems, and the results of a parallel computational study will be
reported separately.

EXPERIMENTAL SECTION


General methods


NMR spectra were recorded on Varian Unity INOVA-300 or Brüker
500 AMX spectrometers. Chemical shifts are parts per million
(ppm) downfield from tetramethylsilane. Signal splittings are
quoted as: singlet (s), doublet (d), triplet (t), quartet (q) and
multiplet (m). Infrared spectra were recorded on an ATI Mattson
Genesis Series FTIR and were run as liquid films or as films
evaporated from deuteriated chloroform. UV–Vis spectra were
recorded on a Cary 50 UV–Visible spectrophotometer. Mass
spectra were recorded on a Kratos MS25, Fisons VG Trio 2000 or
on aMicromass platform. Modes of ionisation are electron impact
(EI), positive chemical ionisation (þCI) using ammonia and fast
atom bombardment (FAB), positive electrospray (þES) and
negative electrospray (-ES). Melting points were recorded on a
Kofler heated stage microscope and are uncorrected. Thin layer
chromatography (TLC) was carried out on Polygram Sil G/UV254
0.25mm silica gel plates with solvent systems as indicated.
Analytical gas chromatography was carried out using: Perki-
n-Elmer capillary gas chromatography model 8310 with flame
ionisation detection (FID). Analytical HPLC was carried out using:
Waters 510 HPLC pump, Bondclone C18 100� 8mm column,
Perkin-Elmer LC480 Diode Array System with detection at 255
and 285 nm pre-mixed degassed solvent systems 75:25
MeOH:H2O or as stated in the text, flow rate 2mlmin�1.


The compounds


Phenylnitropropane


Propiophenone oxime was oxidised with sodium perborate in
acetic acid according to the method of Olah et al.[82], to give
phenylnitropropane in 45% yield after distillation; b.p. 728C
at 2mm Hg (lit 758C at 1mm Hg).


Methyl 4-nitropentanoate


AmberlystTM A-21 (5.00 g), nitroethane (6.0 g) andmethyl acrylate
(5.81 g) were mixed and the solution left stirring overnight at
408C. The reaction wasmonitored by NMR and on completion the
mixture was cooled and filtered. The resin was washed with a
little dichloromethane, and the combined liquids dried over
sodium sulphate before removal of solvent under reduced

www.interscience.wiley.com/journal/poc Copyright � 2008

pressure to yield 8.9 g of yellow oil which was purified by
bulb-to-bulb distillation (1008C at 1mm Hg). dH (300MHz, CDCl3)
4.68 (1H, m, 14 lines, W¼ 35Hz), 3.72 (3H, s), 2.43 (2H, m, 13 lines,
width¼ 57Hz), 2.29 (1H, m, 14 lines, width¼ 37Hz), 2.12, (1H, m,
12 lines, W¼ 34Hz), 1.61 (3H, d, J¼ 8Hz); dC (75MHz, CDCl3)
172.5, 89.9, 82.5, 51.9, 34.0, 29.9, 28.728, 21.6, 19.16; nmax/cm


�1,
2995, 2955, 1743, 1543, 1554, 1438.


4-Nitropentanoic acid, 3


Methyl 4-nitropentanoate (4.1 g) and 2:1 vol:vol TFA:water
(100ml) were heated at 808C overnight in an RB flask before
removal of solvents under reduced pressure by rotary evapor-
ation. Toluene (30ml) was added to the residue in the flask, and
then also evaporated under reduced pressure to leave a white
crystalline solid, recrystallised for ether:petroleum (3.54 g). mp
338C (lit., 34.532[51]). dH (300MHz, CDCl3) 11.5 (1H, s), 4.85 (1H, m,
14 lines, W¼ 35Hz), 2.44 (2H, m, 13 lines, width¼ 57Hz), 2.24 (1H,
m, 14 lines, width¼ 37Hz), 2.07, (1H, m, 12 lines, W¼ 34Hz), 1.77
(3H, d, J¼ 8Hz); dC (75MHz, CDCl3) 177.9, 89.9, 82.6, 30.3, 29.0,
19.05; nmax/cm


�1, 2583 (b), 2994, 1712, 1548, 1450, 1416. m/z
(CIþ) 179 (51%, MþNHþ


4 ) 162 (100%, MþHþ), 146,(64%).


Methyl 4-deuterio- 4-nitropentanoate, 3(L¼D)


Methyl 4-nitropentanoate (2.0 g) was dissolved in methanol-OD
(10ml) and pyridine (1ml) added.. The reaction mixture was
heated to 608C and the exchange was followed by 1H-NMR
spectroscopy until appropriate deuterium incorporation, by
integration of the signal at d4.68. The solvent was then removed
under reduced pressure, the residue taken up in ether, and the
pyridine removed with successive washes with dil. hydrochloric
acid. The ethereal solution was then dried over sodium sulphate,
before evaporation and distillation as before.


4-Deutero-4-nitropentanoic acid, 3(L¼D)


Methyl-4-deutero–4-nitropentanoate (2.0 g) was hydrolysed by
overnight treatment with 2:1 water:TFA mixture at 808C
and isolation as described above to give crystals, (1.75 g).
dH (300MHz, CDCl3) 11.5 (1H, s), 2.44 (2H, m, width¼ 50Hz), 2.24
(1H, m, 6 lines, width¼ 31Hz), 2.07, (1H, m, 6 lines, W¼ 30Hz),
1.70 (3H, s); dC (75MHz, CDCl3) 177.9, 89.9, 82.6, 30.3, 29.0, 19.05;
nmax/cm


�1, 2583 (b), 2994, 1712, 1548, 1450, 1416.


Resolution of 4-nitropentanoic acid and
4-deutero-4-nitropentanoic acid


4-Nitropentanoic acid was resolved by crystallisation of its
quinine salt as described by Theilacker and Wendtland.[51] The
acid (1.0 g) was dissolved in acetone (10 cm3) with gentle
warming. Quinine (2.1 g) was also dissolved in acetone (10 cm3),
and then the two warm solutions mixed and allowed to stand
until no more crystals formed. The mother liquor was then
pipetted away and the crystals washed with a little cold acetone.
The mother liquor was retained for subsequent crops. The solid
was then dissolved in the minimum amount of methanol (5 cm3)
and sulphuric acid solution (20 cm3 of 20%) added. The resolved
compound was extracted into ether (30 cm3) which was dried
over sodium sulphate before evaporation of solvent to leave a
clear oil which slowly crystallised, (0.42 g, [a]D¼ 138 in
acetonitrile). Similar treatment of 4-deuterio-4-nitropentanoic
acid yielded crystals (0.42 g. [a]D¼ 9.68 in acetonitrile). Integ-
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ration of the signals at d 4.85 and at d 1.70 yielded estimate of the
deuterium incorporation in samples used in isotope effect
measurements.


Methyl 4-nitro-4-phenylbutanoate


This ester was prepared by the method of Ballini and Bosica.[48]


Amberlyst-A21TM resin (1.2 g) was added to a stirred mixture of
methyl acrylate (1.1 g, 12.8mmol) and nitrophenylmethane[83]


(1.42 g, 10.2mmol), under nitrogen. After stirring overnight at
258C, the resin was separated from the liquid and extracted
3 times with 20ml portions of ether. The liquid and combined
ether extracts were then dried over anhydrous sodium sulphate,
and the ether was removed under vacuum yielding methyl
4-nitro-4-phenylbutanoate as a clear oil (1.8 g, 78.3%), of
sufficient purity for use in subsequent hydrolysis. Distillation of
a portion yielded material, b.p. 1348C at 1.4mm of Hg (lit., 2058C
at 0.4mm); dH (300MHz, CDCl3) 7.44 (5H, m), 5.65 (1H, dd, J¼ 5.8,
J¼ 8.5), 3.73(3H, s), 2.82(1H, m, 14 lines, width 34Hz), 2.55–2.37
(3H, m); dC (75MHz, CDCl3) 172.1, 133.9, 129.9, 127.9, 127.6, 89.9,
51.8, 30.0, 28.8; nmax(film)/cm�1, 1737(s), 1552; m/z (CI) 241
(100%), 177; (EI) 177, 117; (ES-) 222(M-1, 20%), 208(100%).


Deuteration of methyl 4-nitro-4-phenylbutanoate


Methyl 4-phenyl-4-nitrobutanoate, (0.5 g, 2.25mmol) was added
to a 25ml round bottom flask containing of methanol-D (4.0 cm3)
and of pyridine (1.0 cm3). This was left for 24 h at 508C, then the
methanol and pyridine were removed under vacuum. The
process was then repeated with fresh reagents. This yielded an
oil, which was purified by bulb-to-bulb distillation yielding a
clear oil, methyl 4-deuterio-4-nitro-4-phenylbutanoate (0.454 g,
2.03mmol, 90.4%). Its proton NMR spectrum was closely similar
to the all-H material, with diminution of the signal at d5.65,
consistent with 77% deuteriation; nmax(film)/cm�1, 1738(s), 1552;
m/z (CI) 242(100%), 178(65%); (EI) 178(15%), 118(100%),
105(80%), (ES-) 236(100%), 222(M-1, 90%).


Resolution of Methyl 4-nitro-4-phenylbutanoate and Methyl
4-deuterio-4-nitro-4-phenylbutanoate


Optically active methyl 4-nitro-4-phenylbutanoate was obtained
by chromatography on a 25� 1 cm ChiracelTM OD-H column
eluting with 1% 2-propanol in hexane at 4mlmin�1. A full
separation of enantiomers was not achieved but judicious cutting
of the peaks yielded samples with [a]365 up to 758 for
dichloromethane solutions.


4-Nitro-4-phenylbutanoic acid and
4-deuterio-4-nitro-4-phenylbutanoic acid, 4 (L¼H and D)


Methyl 4-nitro-4-phenylbutanoate (70mg, 0.315mmol) and 2:1
v:v TFA:D2O solution (2 cm�3) was placed in a screw-top test tube
which was heated at 558C for 12 h, with reaction monitoring by
periodic 1H-NMR spectroscopy. Removal of volatiles under
vacuum yielded 4-nitro-4-phenylbutanoic acid as a waxy solid
(48mg), mp 78–838C and material used in measurements was
purified by crystallisation from petrol giving white needles, mp
94–988C.
For all-H material, dH (300MHz, CDCl3) 7.44 (5H, m), 5.65 (1H,


dd, J¼ 5.8, J¼ 8.5), 2.82(1H, m, 14 lines, width 36Hz), 2.55–2.37
(3H, m); dC (75MHz, CDCl3) 177.1, 133.7, 130.0, 129.1, 127.6, 89.7,
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29.8, 28.5; nmax(film)/cm�1, 1703(s), 1552;m/z (CI) 227, 180(100%);
(EI) 163, 117(100%); (ES-) 208(M-1, 100%), 113(40%).
For the deuteriated material the 1H-NMR spectrum was closely


similar to the all-H material, with diminution of the signal at d5.65,
consistent with 77% deuteriation; nmax(film)/cm�1, 1715, 1552;
m/z (CI) 228(75%), 181(100%); (EI) 164(65%), 118(100%).


Sensitivities to oxygen


Observations by UV-vis spectroscopy were on a Cary 50 Bio
Spectrometer. NMR experiments used a 400MHz INOVA instru-
ment with probe held at 208C.
To a NMR tube containing 1ml of phenylnitropropane and


0.5ml of pivalic acid as internal reference was added CD3CN (230
ml) and standardised NaOD in D2O (460ml of 0.0906M). For initial
experiments no precautions for deoxygenation were taken. The
NMR spectrum and then d4-acetic acid (4.5ml) was injected into
the tube to give a solution with pD of 5.6 at 258C. Spectra were
then collected. For reactions without oxygen, the tube was fitted
with a subbaTM seal and nitrogen was bubbled slowly for 1 h
through the solution via syringe needle before addition of the
phenylnitropropane and pivalic acid and NaOD, and then
again before acidification. Simliar experiments were carried
out with tubes containing a weighed amount (0.0011 g) of
4-nitro-4-phenylbutanoic acid in CD3CN (230 ml) and standar-
dized NaOD in D2O (460 ml of 0.0891M). Results are described in
the text.


Reaction kinetics


Polarimetry


Optical rotations were monitored using a Perkin-Elmer PE 341
polarimeter. Reactions were run in a thermostatted cell whose
temperature was monitored at the cell using a platinum
resistance thermometer. Cell temperatures were constant over
the course of a kinetic run to �0.028C. Cell volume was 5ml and
the path length was 10 cm. The recorder voltage from the
polarimeter and the output of the platinum resistance
thermometer were taken via a Pt100 4-channel analogue-
to-digital converter (from Pico Technology Limited) directly to a
standard PC and logged continuously (1 reading per second)
using the supplied data logging software (Picolog). Reactions
were monitored for at least five halflives (of the slower
component when mixtures of isotopomers were used). Data
was transferred to Microsoft Excel for treatment, usually
non-linear least squares fitting to the appropriate function using
the Solver add-in. Uncertainties and statistics associated with
fitting were generated using the SolvStat macro of Billo.[84] For
fitting to Equation 5 in the text to extract kinetic isotope effects,
there is a strong covariance between the kH/kD and the fraction of
deuteriated material, Fr(H). Initial fitting was therefore carried out
with the value of Fr(H) fixed at that determined by NMR analysis of
the sample of 3 or 4 used. Fitting was then repeated with Fr(H)
treated as a fully adjustable parameter. Data were only deemed
acceptable if relaxing the restriction on Fr(H) did not significantly
change its value or any of the other derived parameters.


Racemizations of 4-nitropentanoic acid, 3


For racemizations of 4-nitropentanoic acid, a stock solution of
optically active 4-nitropentanoic acid (0.181M) in 54:46wt:wt
t-BuOH: water was prepared, having an optical rotation
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f¼ –3.4118 (at 598 nm and 30.98C). These solutions showed slow
loss of optical activity on storage (presumably via the small
equilibrium concentration of the carboxylate) and stored
solutions were acidified ([HCl]¼ 2.5� 10�3M) to suppress
ionisation of the carboxylic acid. For the rate measurements,
weighed quantities of TMG (0.103 g, 0.208 g, 0.026 g, 0.206 g,
0.1501 g, 0.157 g, 0.054 g, 0.1176 g) were added with shaking to
5ml of the stock solution in a volumetric flask, which was
thermostatted to the same temperature as the polarimeter cell.


Primary kinetic isotope effects in racemizations of
4-nitropentanoic acid, 3


Studies were conducted at 30.9, 41.1, and 49.38C. Separate stock
solutions of weighed amounts of optically active partially
deuteriated 4-nitropentanoic acid and of TMG in 54/46w/w
tert-Butanol/water were prepared. Concentrations varied
between 0.68 and 0.15M for the acid and 0.6 and 0.08M for
the TMG, with concentrations chosen so that mixing would yield
solution of partially neutralised acid with a known acid:base ratio,
adjusted to give a conveniently observable rate. Before mixing,
these were brought to the reaction temperature and then 2.5 cm3


of each solution transferred to a thermostatted flask for mixing
before transferring by cannula to the cell as quickly as possible.
Data logging zero time was taken from the time of mixing, and
changes in optical activity at l¼ 598 nm were monitored for at
least 30� t1/2 anticipated for the H-isotopomer.
Material was recovered from these racemizations by acidifica-


tion of the solutions with dil. hydrochloric acid, and extraction
with dichloromethane. Examination by 1H-NMR spectroscopy
showed, in all cases, the presence of laevulinic acid (up to 20% of
total) as well as 4-nitropentanoic acid.


Racemizations of 4-nitro-4-phenylbutanoic acid, 4


The reaction medium was 2:1wt:wt mixture of dimethoxyetha-
ne:water, made up using dimethoxyethane freshly distilled
from calcium hydride and distilled deoxygenated water, and
stored in the dark under nitrogen. Stock solutions of optically
active 4-nitro-4-phenylbutanoic acid (0.24 g in 50.5ml) and a
more concentrated solution of triethylamine (0.86 g in 15.0ml)
were made up, under nitrogen, and sonicated briefly before
mixing under nitrogen. Typically, an aliquot of the acid solution
(5.0ml) was placed in a stirred flask thermostatted to the reac-
tion temperature (30.068C) and a volume of the triethylamine
solution added by micrometer syringe as rapidly as possibly.
The mixed solution was then transferred by cannula to the
polarimeter cell, and changes in optical rotation monitored at
l¼ 365 nm. Data logging was initiated at time of mixing of acid
and basic solutions. For a series of measurements the acid–base
ratio was varied and initial rotations were between 0.28 and 0.268.
For the solvent isotope effects, stock solutions of optically


active (0.276 g in 20.0ml) and of triethylamine (0.105 g in 25ml)
were made up in a mixture of DME (102.6 g) and D2O (56.4 g).
For the reaction, these solutions were separately equilibrated to
temperature and equal volumes (2.6ml) mixed at the reaction
temperature before transfer to the cell as before. Changes in
optical rotation monitored at l¼ 365 nm, where initial rotations
were ca 0.168.
Material was recovered from these racemizations by acidifica-


tion of the solutions with dil. hydrochloric acid, and extraction
into dichloromethane. Examination by 1H-NMR spectroscopy
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showed 4-nitro-4-phenylbutanoic acid and no more than 2% of
4-oxo-4-phenylbutanoic acid.


Kinetics of deuteriation of 4-nitro-4-phenylbutanoic acid,
4, by NMR


The solvent was a mixture of d10-DME (2.91 g) and D2O (1.45 g).
4-Nitro-4-phenylbutanoic acid (0.032 g) was dissolved in the
solvent mixture (0.75ml), and transferred to an NMR tube. After
equilibration to probe temperature, an aliquot of triethylamine
was added by micrometer syringe, the tube shaken quickly and
then returned to the probe. Spectra were then recorded at
appropriate intervals, with at least 10 s between acquisitions.
The probe temperature was measured before and after the
experiment using signal separations in the spectrum of ethylene
glycol. Decrease in ratio of integrals of signal at d5.45 to
the isolated signal of a non-exchanging hydrogen at d2.28 with
time was first order. Base ratios were measured by comparing
integrals from the methyl signal of the triethylamine with that at
d2.28. In two separate experiments rate constants were
31.7(�2.8)� 10�5 s (at 28.48C) and 34.7(�2.8)� 10�5 s (at
31.78C) for fully neutralised materials. Uncertainties take into
account the standard deviation of the fit, and in the base ratio.


Primary kinetic isotope effects in racemizations of
4-nitro-4-phenylbutanoic acid, 4


Separate stock solutions of optically active partially deuteriated
4-nitro-4-phenylbutanoic acid (0.221 g in 45.1ml) and a more
concentrated solution of triethylamine (0.86 g in 15ml) were
made up in the 2:1 DME:H2O solvent mixture, as before. The acid
solution (5.0ml) was placed in a stirred flask and equilibrated to
the reaction temperature. Triethylamine solution (0.1ml) was
then added by micrometer syringe as rapidly as possibly for
mixing before transfer by cannula to the cell. Data logging zero
time was taken from the time of mixing, and changes in optical
activity at l¼ 365 nm were monitored for at least 10� t1/2
anticipated for the H-isotopomer.


Racemizations of the methyl ester of 4


Three acetate buffers (1:1 HOAc:NaOAc) in 2:1 DME:water were
prepared with [NaOAc]¼ 0.28, 0.42 and 0.56M. Equal volumes
(2.5ml) of each buffer and a stock solution of 4-nitro-
4-phenylbutanoic acid (0.13 g in 12 g) were equilibrated to
temperature andmixed before transfer by cannula to the cell, and
changes in optical activity at l¼ 365 nm were monitored for at
least 5� t1/2.
For the kinetic isotope effects in the racemization, separate


stock solutions in 2:1 DME:water of optically active partially
deuteriated 4-nitro-4-phenylbutanoic acid (0.223 g in 50 ml) and
an acetate buffer (AcOH 0.752 g, 0.0125mol, and NaOAc, 1.025 g,
0.0125mol, in 25ml) were made up. The solutions were
separately equilibrated to temperature and equal volumes
(2.6ml) mixed at reaction temperature (308C or 508C) before
transfer by cannula to the cell. Data logging zero time was taken
from the time of mixing.
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Values of s and sR, for use in linear free energy relationships, are determined for para hydrogen atoms having nuclear
charges other than 1 (nucleomers). Hammett r values for a variety of free energies of activation, reaction, and other
extrathermodynamic properties (e.g., vibrational frequencies) are computed therefrom and compared to those
computed using typical para functional groups. The nucleomer correlations show excellent qualitative agreement
with standard correlations but the quantitative agreement is less good, typically underestimating the standard
r-value by 10–60%. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Linear free energy relationships have a long history in the study
of mechanistic organic chemistry.[1–10] In early work, Hammett
proposed that the effects of aryl substituents on benzoic acid
ionization constants would correlate linearly with the effects of
those same substituents on other reactions of substituted
aromatics. That is, he suggested the prevalence of relationships of
the form


log
Ko
X


Ko
H


� �
¼ sXr (1)


where KX is the equilibrium (or rate) constant for some reaction of
an aromatic ring substituted with substituent X, and the speci-
fication of X includes whether it is ortho, meta, or para to the
reacting functionality. The slope of the linear relationship, r, is
characteristic for the reaction under study once substituent
constants sX have been chosen. Hammett chose these constants
so as to make r¼ 1 for the ionization constants of substituted
benzoic acids in aqueous solution and as such this reaction
defines the so-called s scale.
Subsequent studies by Brown et al.[11,12] emphasized that the


influence of substituents on aromatic reactions typically involves
a balance between inductive effects and resonance effects, and
these workers pointed out that the s scale was more appropriate
for reactions dominated by the former (because of the nature of
its defining reaction, benzoic acid ionization). They proposed an
equivalent relationship for cases where resonance effects were
dominant,


log
Ko
X


Ko
H


� �
¼ sþ


X r (2)


where the values of the sþ scale were defined for para substit-
uents so as to construct a linear free energy relationship for
substituted cumyl chloride ionizations in aqueous acetone.

g. Chem. 2008, 21 136–145 Copyright �

Note that the ratios of logarithms of equilibrium or rate
constants appearing in Eqns 1 and 2 can be related to free energy
changes according to


DGo
X � DGo


H ¼ �2:303RT log
Ko
X


Ko
H


� �
(3)


and


DG
z;o
X � DG


z;o
H ¼ �2:303RT log


koX
koH


� �
(4)


where R is the universal gas constant, T is temperature, and the
relationship in Eqn 4 involving free energies of activation derives
from transition-state (TS) theory.[13]


Operationally, determination of experimental r values is
accomplished by (i) the synthesis of various substituted versions
of some substrate of interest, (ii) the measurement of the relevant
equilibrium or rate constants (or possibly other non-free-energy
related properties, although any observed linear relationship is
then extrathermodynamic in nature), and (iii) the regression of
the experimental data on tabulated s or sþ values. The same
process can also be undertaken within the context of a theoreti-
cal modeling study. That is, any process being studied compu-
tationally can be repeated with various substituents and a r-value
determined for the level of theory being used.

2007 John Wiley & Sons, Ltd.







Scheme 1. Benzylic C–H bond activation by supported Cu2O
2þ
2 core.
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Comparing computational and experimental r values can be
useful for validating the theoretical model, particularly for cases
where free energies of activation are being computed in order to
gain insight into the nature of TS structures, the characterization
of which is certainly one of the most powerful aspects of a
modeling study. Thus, for example, one of us computed TS
structures for the reaction shown in Scheme 1 using a mixed
quantum-mechanical/molecular mechanical protocol;[14,15] the
reaction in question involves a mechanistically interesting C—H
bond activation by a Cu2O


2þ
2 core and had been studied


experimentally by Mahapatra et al.[16] Analysis of the computed
rate-determining TS electronic structures suggested that the
nature of the reaction was best described as a hydrogen-atom
transfer from a benzylic carbon to a core oxygen atom (as
opposed to, e.g., proton-coupled electron transfer or hydride
transfer between these atoms). To further validate this inter-
pretation, Cramer et al.[14,15] computed r by regression against s
values for R¼H, CF3, and OH and showed that there was indeed
good agreement between the computed values and those
measured experimentally by Mahapatra et al.[16] Given that the
size and complexity of the molecules in Scheme 1 had imposed
restrictions on the possible theoretical models that could be
practically applied, this validation step was especially useful.
In sufficiently complex theoretical models, the computation of


a large number of substituted systems can be quite tedious (we
make this point with all due humility, noting that in most
instances the computational tedium pales by comparison to its
experimental counterpart). There is, however, a simplification that
is only available to the alchemically minded theorist. When
inductive effects are dominant, one may in principle introduce
such effects without changing the atomic composition of the
unsubstituted aromatic ring by adjusting the nuclear charge of
the parent proton. Thus, increasing the proton charge to a value
fractionally greater than one should inductively mimic the
substitution of an electron-withdrawing group at that position,
and reduction of the nuclear charge to a value fractionally less
than one should mimic substitution by an electron-donating
group. In this work, we address the utility of such an approach by
examining its quantitative performance against full molecular
calculations for themodel reactions and properties listed in Fig. 1.
Thus, we establish s values for H atoms having variable nuclear
charge (which we call hydrogen nucleomers) and explore
whether these values are as transferable to a wide variety of
situations as are those already tabulated for synthetically

J. Phys. Org. Chem. 2008, 21 136–145 Copyright � 2007 John W

accessible functional groups. We note that other theoretical
approaches to replace standard s values have been reported. For
instance, Girones and Ponec[17] have suggested their replace-
ment with fragment quantum self-similarity measures in quanti-
tative structure-activity relationships.

COMPUTATIONAL METHODS


All molecular geometries were fully optimized at four different
levels of theory. In three cases, the B3LYP functional[18–21] was
employed with different basis sets, namely, MIDI!,[22] 6-31þ
G(d,p),[23] and aug-cc-pVDZ.[24] For the remaining case the PBE
functional[25] was employed with the 6-31þG(d,p) basis set.
Analytical vibrational frequencies were computed to verify the
nature of all stationary points as either minima or TS structures;
however, Hammett relationships involving energies were
evaluated using the electronic energies in order to avoid possible
complications associated with using the rigid-rotator quantum-
mechanical-harmonic-oscillator approximation for thermal con-
tributions to free energies.[13]


For cases involving proton nucleomers, that is, molecules
where the nuclear charge on an aryl proton was varied from its
normal value of 1.0, we generally used the frozen geometry of the
corresponding normal systems. In select instances, however, we
reoptimized each nucleomer structure, for example, to compute
adiabatic ionization potentials or variations in carbonyl
vibrational frequencies.
Calculations were performed using the Guassian03,[26]


MOLCAS v. 6.4,[27] and Turbomole[28] suites of electronic structure
programs. In the cases of MOLCAS and Turbomole, the atomic
charge can be varied as part of normal input. In the case of
Gaussian03, a proton with a non-unit nuclear charge is most
easily created by defining a ghost atom (not a hydrogen atom) to
exist at the appropriate coordinates carrying the same basis
functions as those defined for an H atom. In addition, a point
charge is placed at the ghost atom’s position with a value chosen
so that the sum of the point charge and the molecular charge is
the desired change in nucleomer charge. Thus, for example, the
para-H nucleomer of benzaldehyde having additional charge
þ0.1 could be constructed as the 4-dehydrobenzaldehyde anion
with a para ghost atom and point charge of magnitude þ1.1
at the ghost atom’s position. This procedure works for any
nucleus.[29,30] However, to avoid convergence difficulties

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 1. Reactions andmolecules for which energy changes and other properties were computed for R¼NH2, OH, Me, Cl, CN, NO2, and H atoms having


nuclear charges of 0.80, 0.85, 0.90, 0.95, 1.00, 1.05, 1.10, 1.15, and 1.20 a.u.
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Table 1. R and r0 values versus s and sþ for various reactions from different protocols


System/theory p-substituent


s sþ


r0 R r0 R


Benzoic acid ionizationa


B3LYP/MIDI! Actual �12.2 �0.976 �7.9 �0.925
H�DZ �12.2 �1.000 �12.6 �1.000


/6-31þG(d,p) Actual �12.5 �0.976 �8.0 �0.917
H�DZ �12.5 �1.000 �11.8 �1.000


/aug-cc-pVDZ Actual �12.4 �0.978 �7.95 �0.918
H�DZ �12.4 �1.000 �11.8 �1.000


PBE/6-31þG(d,p) Actual �12.7 �0.980 �8.2 �0.925
H�DZ �12.7 �1.000 �11.8 �1.000


Cumyl chloride ionizationb


B3LYP/MIDI! Actual 22.0 0.974 15.2 0.991
H�DZ 14.8 1.000 15.3 1.000


/6-31þG(d,p) Actual 22.1 0.986 15.0 0.984
H�DZ 15.9 1.000 15.0 1.000


/aug-cc-pVDZ Actual 21.7 0.986 14.8 0.985
H�DZ 15.6 1.000 14.8 1.000


PBE/6-31þG(d,p) Actual 21.6 0.981 14.8 0.985
H�DZ 15.9 1.000 14.8 1.000


Arylnitrenium S–T splitting
B3LYP/MIDI! Actual �6.7 �0.938 �4.8 �0.984


H�DZ �2.2 �1.000 �2.2 �1.000
/6-31þG(d,p) Actual �7.2 �0.937 �5.2 �0.979


H�DZ �2.4 �1.000 �2.3 �1.000
/aug-cc-pVDZ Actual �7.0 �0.930 �5.0 �0.975


H�DZ �2.4 �1.000 �2.2 �1.000
PBE/6-31þG(d,p) Actual �7.1 �0.922 �5.1 �0.970


H�DZ �2.3 �1.000 �2.2 �1.000
Benzaldehyde hydride affinity
B3LYP/MIDI! Actual �14.9 �0.979 �9.65 �0.928


H�DZ �13.4 �1.000 �13.9 �1.000
/6-31þG(d,p) Actual �16.1 �0.976 �10.4 �0.918


H�DZ �14.1 �1.000 �13.3 �1.000
/aug-cc-pVDZ Actual �15.9 �0.979 �10.2 �0.922


H�DZ �13.9 �1.000 �13.2 �1.000
PBE/6-31þG(d,p) Actual �17.8 �0.973 �11.5 �0.917


H�DZ �14.7 �1.000 �13.6 �1.000
Aniline basicity
B3LYP/MIDI! Actual 15.1 0.993 10.0 0.962


H�DZ 12.7 1.000 13.1 1.000
/6-31þG(d,p) Actual 16.5 0.989 10.7 0.943


H�DZ 14.8 1.000 14.1 1.000
/aug-cc-pVDZ Actual 16.2 0.965 10.5 0.867


H�DZ 15.0 1.000 14.3 1.000
PBE/6-31þG(d,p) Actual 16.6 0.985 10.8 0.937


H�DZ 15.1 1.000 14.0 1.000
Phenol acidity
B3LYP/MIDI! Actual �20.7 �0.962 �13.2 �0.900


H�DZ �15.4 1.000 �15.9 �1.000
/6-31þG(d,p) Actual �21.0 �0.951 �13.3 �0.883


H�DZ �15.2 �1.000 �14.4 �1.000
/aug-cc-pVDZ Actual �21.6 �0.929 �13.8 �0.871


H�DZ �15.2 �1.000 �14.5 �1.000


(Continues)
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Table 1. (Continued)


System/theory p-substituent


s sþ


r0 R r0 R


PBE/6-31þG(d,p) Actual �20.8 �0.953 �13.2 �0.885
H�DZ �15.5 �1.000 �14.4 1.000


Stryrene proton affinity
B3LYP/MIDI! Actual 24.4 0.976 17.0 0.992


H�DZ 16.0 1.000 16.6 1.000
/6-31þG(d,p) Actual 24.5 0.986 16.7 0.984


H�DZ 17.1 1.000 16.2 1.000
/aug-cc-pVDZ Actual 25.8 0.949 17.6 0.949


H�DZ 16.8 1.000 16.0 1.000
PBE/6-31þG(d,p) Actual 23.6 0.982 16.2 0.985


H�DZ 17.1 1.000 15.9 1.000
Methylphenylsulfoxide IPc


B3LYP/MIDI! Actual 17.9 0.979 12.4 0.991
18.0 0.968 12.5 0.981


H�DZ 13.3 1.000 13.7 1.000
13.3 1.000 13.8 1.000


/6-31þG(d,p) Actual 19.5 0.981 13.2 0.978
19.4 0.978 13.2 0.977


H�DZ 14.7 1.000 14.0 1.000
14.7 1.000 14.0 1.000


/aug-cc-pVDZ Actual 20.7 0.938 14.2 0.945
18.8 0.979 12.8 0.978


H�DZ 14.4 1.000 13.7 1.000
14.4 1.000 13.7 1.000


PBE/6-31þG(d,p) Actual 18.7 0.969 12.9 0.983
19.0 0.970 13.1 0.980


H�DZ 15.2 1.000 14.2 1.000
15.3 1.000 14.2 1.000


5,7-Indanedione nC¼¼O
d


B3LYP/MIDI! Actual 6.8 0.985 4.6 0.988
7.2 0.985 4.9 0.984


H�DZ 3.9 1.000 4.0 1.000
3.8 0.999 3.9 0.999


/6-31þG(d,p) Actual 13.7 0.994 9.3 0.986
12.9 0.997 8.6 0.980


H�DZ 7.1 0.998 6.7 0.998
7.3 0.999 6.9 0.999


/aug-cc-pVDZ Actual 13.1 0.992 8.9 0.990
12.4 0.998 8.4 0.985


H�DZ 7.0 0.993 6.7 0.993
7.2 0.997 6.9 0.997


PBE/6-31þG(d,p) Actual 12.7 0.987 8.7 0.988
12.4 0.995 8.4 0.985


H�DZ 7.1 0.998 6.6 0.998
7.4 0.999 6.8 0.999


Claisen rearrangement
B3LYP/MIDI! Actual 1.9 0.956 1.3 0.990


H�DZ 0.7 0.998 0.8 0.998
/6-31þG(d,p) Actual 1.8 0.966 1.3 0.996


H�DZ 0.8 0.997 0.8 0.997
/aug-cc-pVDZ Actual 1.7 0.970 1.2 0.992


H�DZ 0.8 0.997 0.8 0.997


(Continues)
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Table 1. (Continued)


System/theory p-substituent


s sþ


r0 R r0 R


PBE/6-31þG(d,p) Actual 2.2 0.975 1.5 0.990
H�DZ 0.9 0.998 0.9 0.998


Carbonate fragmentation I
B3LYP/MIDI! Actual 1.7 0.974 1.2 0.996


H�DZ 0.7 1.000 0.7 1.000
/6-31þG(d,p) Actual 3.8 0.976 2.6 0.989


H�DZ 1.5 1.000 1.5 1.000
/aug-cc-pVDZ Actual 3.7 0.974 2.6 0.991


H�DZ 1.5 1.000 1.4 1.000
PBE/6-31þG(d,p) Actual 3.1 0.961 2.2 0.986


H�DZ 1.2 0.999 1.1 0.999
Carbonate fragmentation II
B3LYP/MIDI! Actual �1.1 �0.978 �0.7 �0.946


H�DZ �0.3 �0.995 �0.3 �0.995
/6-31þG(d,p) Actual �0.7 �0.919 �0.5 �0.888


H�DZ 0.0 0.582 0.0 0.582
/aug-cc-pVDZ Actual �0.7 �0.933 �0.5 �0.900


H�DZ 0.0 �0.771 0.0 �0.771
PBE/6-31þG(d,p) Actual �1.0 �0.931 �0.6 �0.890


H�DZ �0.1 �0.960 �0.1 �0.960


a Reaction used to define s scale.
b Reaction used to define sþ scale.
c Data above are for vertical ionization potential and below for adiabatic ionization potential.
d Data above are for asymmetric combination stretch and below for symmetric combination stretch.


LINEAR FREE ENERGY RELATIONSHIPS

associated with very poor initial guess wave functions when
highly charged molecules are combined with large point charges
(to simulate a heavier atom) it is typically advisable to carry out a
calculation on the ‘normal’ molecule first and use that wave
function for the initial guess.

1


RESULTS AND DISCUSSION


We consider first benzoic acid ionization. In order to compare
theory directly to theory, thereby avoiding complications asso-
ciated with, for example, solvation effects, we combine Eqns 1
and 3, absorb all other constants (�2.303RT) into the slope, and
ignore thermal contributions to free energies to arrive at


DEoX � DEoH ¼ sXr
0 (5)


where computed values of r0 are not expected to be equal to
measured values of r but may be used straightforwardly for
defining sX values for hydrogen nucleomers. In the case of
benzoic acid ionization, regression of computed energy changes
for the first reaction shown in Fig. 1 on sX values [31] for the
standard functional groups X¼NH2, OH, Me, H, Cl, CN, and NO2


led to highly linear correlations at all four theoretical levels
(absolute values of Pearson correlation coefficient R in excess of
0.976) with quite similar values of r0, from �12.2 to �12.7
(Table 1, row labeled ‘Actual’ para substituent). The regression for
PBE/6-31þG(d,p) is shown in Fig. 2. As expected, regression on sþ


X


values led to reduced quality linear correlations and smaller
corresponding values of r0 (Table 1).

J. Phys. Org. Chem. 2008, 21 136–145 Copyright � 2007 John W

We next computed energy changes for the ionization of parent
benzoic acid with the charge of the para hydrogen nucleus
changed to values of 0.80, 0.85, 0.90, 0.95, 1.00 (i.e., a normal
hydrogen nucleus), 1.05, 1.10, 1.15, and 1.20 a.u. At each level of
theory, keeping the geometry of the parent benzoic acid frozen
for maximum simplicity, the linear correlations between the
ionization energy changes and the variations in nuclear charges
were perfect (absolute values of R¼ 1.000); sX values were
assigned for each level of theory so as to make the slopes of the
respective correlations equal to those computed using actual
para substituents (Table 1; row labeled H�DZ). The derived
values, together with the normal functional group values used in
this study, are listed in Table 2. The variation in the ionization
energy was about 4.1 kcalmol�1 per 0.05 unit change in the
proton nuclear charge.
For the sþ scale, an identical protocol was followed for the


ionization of cumyl chloride. With actual functional group
substituents and correlating against their respective sþ


X values,[31]


very high correlation coefficients were found with computed
energy changes; R values exceeded 0.984 for all levels of theory
and similar r0 values of 14.8–15.2 were obtained (Table 1 and
Fig. 3 for PBE/6-31þG(d,p) correlation). It is noteworthy that
correlations of equally good quality were obtained when
regressing on sX values instead of sþ


X values, indicating that
the gas-phase calculations do not fully reflect differences in
experimental conditions that distinguish one scale from the
other. Again, nucleomer energy changes were computed and sþ


X


values were assigned so as to match r0 values computed from
actual functional groups. The various sþ


X values are listed in
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Figure 2. Computed energy changes for substituted benzoic acid ion-


ization versus sX for various para substituents at the PBE/6-31þG(d,p)
level


Figure 3. Computed energy changes for substituted cumyl chloride
ionization versus sþ


X for various para substituents at the PBE/6-31þG(d,p)


G(d,p) level
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Table 3. Once again, nucleomer energy-change correlations were
perfectly linear with nuclear charge variation.
We note that DiLabio and Ingold,[32] using a similar compu-


tational protocol but with B3LYP/6-311þG(2d,2p) electronic
energies and AM1 geometries and thermal contributions predict-
ed a r0-value of 16.3, which is quite close to those reported here.
DiLabio and Ingold[32] noted that including solvation effects
with the SM5.42R/AM1 continuum solvation model[33] led to
improved agreement with experiment, with a computed r0-value
of 7.7 only slightly exceeding the experimentally determined
value of 6.2.
We next considered the influence of para substitution on


singlet-triplet (S–T) splitting in substituted nitrenium ions. Be-
cause singlet arylnitrenium ions have been implicated in carcino-
genesis,[34–39] the study of the influence of substituents on the
relative energies of the singlet and triplet states of such systems
has been a topic of considerable theoretical interest.[40–46] In this
context, Sullivan et al.[44] have previously computed linear
correlations against s and sþ values for several actual functional
groups and reported optimal linear correlation with the latter

Table 2. Values of sx for functional groups and H atom nucleome


p-X Z Expt.a B3LYP/MIDI! B3LYP/6


NH2 �0.660
OH �0.370
Me �0.170
H 0.80 �1.456 �


0.85 �1.092 �
0.90 �0.728 �
0.95 �0.364 �
1.00 0.000
1.05 0.364
1.10 0.728
1.15 1.092
1.20 1.456


Cl 0.227
CN 0.660
NO2 0.778


a From Reference [31].
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scale at the BPW91/cc-pVDZ level of theory (including thermal
free-energy contributions and aqueous solvation effects with the
SM5.42R continuum solvation model[47]). We observed similarly
good correlations with sþ values for the levels of theory
employed here, with gas-phase r0 values of about �5.0. By
contrast, correlation against the nucleomer sþ values listed in
Table 3 was somewhat disappointing. While the linear corre-
lations were all essentially perfect, the computed r0 values were
only about �2.2, which is less than half the value computed
for actual substituents. This probably reflects the significant
geometric differences between singlet and triplet species that
can be enhanced by appropriate substituents other than H. Thus,
as illustrated in Fig. 1 and confirmed by IR spectroscopy,[43] the
singlet nitrenium is best represented as a substituted cyclohex-
adienium ion while the triplet nitrenium really has true nitrenium
ion character. As a H nucleomer cannot hybridize with the
cyclohexadienium cation the way a more complex functional
group can, the computed group influence is strongly reduced
when only nucleomers are considered.

rs having nuclear charge Z


Theory level


-31þG(d,p) B3LYP/aug-cc-pVDZ PBE/6-31þG(d,p)


1.310 �1.337 �1.292
0.983 �1.003 �0.969
0.655 �0.668 �0.646
0.328 �0.334 �0.323


0.328 0.334 0.323
0.655 0.668 0.646
0.983 1.003 0.969
1.310 1.337 1.292
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Table 3. Values of sþ
X for functional groups and H atom nucleomers having nuclear charge Z


p-X Z Expt.a


Theory level


B3LYP/MIDI! B3LYP/6-31þG(d,p) B3LYP/aug-cc-pVDZ PBE/6-31þG(d,p)


NH2 �1.300
OH �0.920
Me �0.310
H 0.80 �1.456 �1.310 �1.337 �1.292


0.85 �1.092 �0.983 �1.003 �0.969
0.90 �0.728 �0.655 �0.668 �0.646
0.95 �0.364 �0.328 �0.334 �0.323
1.00 0.000
1.05 0.364 0.328 0.334 0.323
1.10 0.728 0.655 0.668 0.646
1.15 1.092 0.983 1.003 0.969
1.20 1.456 1.310 1.337 1.292


Cl 0110
CN 0.660
NO2 0.790


a From Reference [31].
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More favorable results are obtained for the fourth reaction in
Fig. 1, the hydride affinity of substituted benzaldehydes. Excellent
correlations with s are computed at all levels, with large negative
r0 values. Correlations with sþ are less linear, as expected for this
reaction which should have no particular sensitivity to resonance
stabilization. Correlation of reaction energies computed for H
nucleomers against the s values determined from benzoic acid
ionization gives linear correlations with r0 values about 10–15%
smaller than those computed from actual substituted benzal-
dehydes at the various theoretical levels. Figure 4 shows the data
from both sets of calculations on a common plot.
Similarly good quality correlations for both actual substituents


and H nucleomers are computed for the basicities of substituted
anilines and acidities of substituted phenols (reactions 5 and 6 of
Scheme 1, respectively). As with the benzaldehyde hydride
affinities, in each case correlations of energy changes for actual

Figure 4. Computed energy changes for substituted benzaldehyde


hydride affinities versus sX for various actual para substituents (squares)
and H nucleomers (circles) at the PBE/6-31þG(d,p) level. The line is a linear


fit to the data for actual substituents


J. Phys. Org. Chem. 2008, 21 136–145 Copyright � 2007 John W


1


substituents against s values are more linear than those
against sþ values – substantially so in the case of phenol
acidities – although correlations against either set of nucleomer
values are perfectly linear. Also similar to the benzaldehydes case,
the r values computed for the H nucleomers using the s scale are
about 10–15% smaller than those computed from actual
substituted anilines at the various theoretical levels. In the
phenol case that disparity increases to about 30%, reflecting
perhaps a deficiency in the use of nucleomers when a heteroa-
tom directly attached to the aromatic ring carries a full charge
and is otherwise unsubstituted.
Extremely good agreements – r0 values within 2–3% – are


obtained between actual substituent and nucleomer correlations
against sþ values for substituted styrene proton affinities
(Reaction 7 of Scheme 1). This is perhaps not surprising given
that the product carbenium ion differs from the cumyl cation only
by methyl substitution at the cationic center.
Another reaction that generates a positively charged func-


tional group is the ionization of substituted methyl phenyl
sulfoxides (Reaction 8 of Scheme 1), originally studied exper-
imentally and computationally for a series of substituted
examples by Baciocchi and Gerini.[48] In this case, we considered
both the vertical ionization potential, that is, taking the radical
cation geometry to be the same as that optimized for the neutral
precursor, and also the adiabatic potential taking geometric
relaxation of the radical cation into account. In the case of the
nucleomers, the vertical IP then corresponds to using the
neutral, unsubstituted geometry for nucleomer calculations,
and the adiabatic IP is computed using the relaxed geometry
of methyl phenyl sulfoxide radical cation (but not further relaxing
when changing the nuclear charge). In this case, correlations
against s and sþ values are computed to be about equally linear
at all theoretical levels. Moreover, r0 values are about the same for
the vertical and adiabatic processes, with the exception of the
B3LYP/aug-cc- pVDZ level, where the adiabatic r0-value is
computed to be about 10% smaller than the vertical one.
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Nucleomer correlations are perfectly linear in either scale. The
predicted r0 values against the s scale are too low by 25–30%
while those against the sþ scale are within about 10% of
those computed for actual substituents, sometimes overesti-
mating, sometimes underestimating. In the absence of intuition,
it is not obvious that one would be able to clearly determine
whether correlation against s or sþ values is more physical. Of
course, the qualitative conclusions would be similar in either
instance.
The situation is somewhat similar with respect to correlations


of indanedione carbonyl stretching frequencies (one being a
symmetric combination and the other asymmetric) against s and
sþ values. This correlation is extrathermodynamic, but a strong
linear relationship is found nonetheless (the individual frequen-
cies vary over a range of about 20 cm�1 across the actual substi-
tuents). Once again, there is no particular distinction between
correlations against s and sþ. There is a surprisingly large
basis set effect on the predicted r0 values, with the MIDI! basis
predicting much smaller variations in the stretching frequencies
as a function of substitution. This effect is faithfully reproduced in
the nucleomer correlations. Again, however, the nucleomer
correlations against s values lead to r0 values too small by fairly
substantial margins: 40–45%. Underestimation is also consistent
on the sþ scale, but the magnitude is reduced to about 20%.
Returning to a correlation of free energy changes, but now free


energies of activation, as opposed to reaction, we consider the
Claisen rearrangement of para substituted allyl phenyl ethers
(Reaction 10 of Fig. 1). Correlating the kinetics of this reaction
against sþ values represented a very early example of linear free
energy relationships.[49,50] White et al. measured a r0-value of
about 1.4 correlating rearrangement rates against sþ values in
carbitol as solvent. The theoretical gas phase values for actual
substituents listed in Table 1 are in quite good agreement with
this result, and moreover have Pearson correlation coefficients in
excess of 0.99, reflecting the weak solvent influence known for
this reaction.[49] While nucleomer correlations are also very good,
the predicted r0 values are too small by a fairly substantial
margin. We speculate that this may reflect the failure of nucleo-
mers to properly represent the polarizability of actual sub-
stituents, as opposed to simply their polarity. As TS structures are
usually more polarizable than equilibrium structures, this
discrepancy should become more important when free energies
of activation are considered compared to free energies of
reaction.
Consistent with this analysis, nucleomer r0 values are again


about 50% too small compared to values computed with actual
substituents for the first carbonate fragmentation shown as
Reaction 11 in Fig. 1, although the proper qualitative trend is
predicted. However, for the second carbonate fragmentation
(Reaction 12 of Fig. 1), where the substituent influence is rather
small, quite poor correlations are observed when nucleomer
correlations are computed with the B3LYP functional and large
basis sets. Curiously, with the smaller MIDI! basis set, a reasonable
correlation is obtained with B3LYP even though the magnitude is
again underestimated. At the PBE/6-31þG(d,p) level the acti-
vation free energy is predicted to be essentially independent of
nucleomer.
While the nucleomer correlations at the B3LYP/MIDI! level


underestimate the influence of substitution effects, they do
correctly predict that rearrangement rates are (i) more sensitive
to aryl substitution at the a position on the carbonate alkyl chain,
as opposed to the b position and (ii) show contrasting sensitivity

www.interscience.wiley.com/journal/poc Copyright � 2007

to electron-withdrawing versus electron-donating substituents.
Van Speybroeck et al.,[51] who previously studied these reactions
at the B3LYP/6-311G(d,p) level, noted these same trends
and used them reasonably to conclude that the TS struc-
ture has more C—O bond breaking, with development of
carbocationic character at the a position, than any corresponding
bond making. Owing to the complexity of the substituted
carbonates, Van Speybroeck et al. developed initial geometries
from PM3 calculations in order to be more efficient. This system,
then, is a nice demonstration of when using nucleomers can
be efficient, since only a single TS structure needs to be located
for each reaction, and that only for the unsubstituted parent
system.

CONCLUSIONS


Hammett r values computed from H nucleomer s and sþ


constants show good qualitative agreement with r values
computed from typical para functional group substitution for a
number of energetic and extrathermodynamic correlations, but
quantitative agreement is sometimes disappointing. As H
nucleomers cannot enjoy resonance interactions with the aro-
matic p system, there is typically little distinction between the
nucleomer s and sþ scales. In addition, in most instances the
magnitudes of the r values computed from nucleomer cor-
relations are some 10–60% smaller than those computed from
actual para substituents. We speculate that some of this dif-
ference may be attributed to the lack of polarizability of the
nucleomers compared to actual organic functional groups.
Nevertheless, nucleomer correlations provide a very quick
estimation of r values and should prove useful for evaluation
of the full range of linear free energy relationships.
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INTRODUCTION


A shape familiar to most of us is the five-pointed star, or
pentagram:


A search of the literature suggests that, to date, no one has
mentioned that this shape also defines a hydrocarbon, viz.:


The formula for this hydrocarbon is C10H10. It can be
considered from different perspectives: as a cyclopentane ring
with five methylene groups as substituents, or as five
cyclopropane rings bonded by five spiro carbons. In either
case, should such a hydrocarbon be isolated, it would
undoubtedly be a high-energy substance because of the
presumed large amount of ring strain in the molecule.
Spiropentane itself, spiro-C5H8, has a strain energy of about
262 kJmol�1,[1] making its enthalpy of combustion higher in
magnitude, by about 110 kJmol�1, than its straight-chain diene
isomer 1,3-pentadiene.[2] With two and a half spiropentane
molecules constrained to a ring, we expect that this C10H10


isomer will likely have a higher specific combustion energy.
As mentioned, a literature search found no connection


between the title molecule and the pentagram. However, the
molecule itself has been mentioned in a few previous studies.
Zefirov et al.[3] referenced molecule 1 in a footnote of a study on

g. Chem. 2008, 21 387–392 Copyright �

cyclosubstituted triangulanes (the general name for spiro-fused
polycyclopropane molecules). They quoted some force field
calculations using PC Model that predicted its enthalpy of
formation to be 191.9 kcalmol�1 (802.9 kJmol�1). They followed
up with another study of triangulanes,[4] repeating this
information (although in the second paper, the enthalpy of
formation is listed as 191.1 kcalmol�1; the reported strain energy
and strain per methylene group are the same). However, neither
paper mentions the connection between the molecule and its
highly recognizable line diagram.
Although a ‘triangulane’ nomenclature has already been


introduced into the literature, we would like to propose a
common name of ‘pentagramane’ for this particular compound,
as this name succinctly conveys the structure of the molecule’s
line diagram. Its IUPAC name is hexacyclo[7.1.0.01,3.03,5.05,7.07,9]-
decane. Here, we present results of calculations on the
minimum-energy geometry, expected vibrational and NMR
spectra, and enthalpies of formation and combustion of
pentagramane.

COMPUTATIONAL DETAILS


All calculations were performed using the Gaussian03 program.[5]


The calculations were performed on an Itanium Linux cluster
located at the Ohio Supercomputer Center in Columbus, Ohio.
The calculational methods used were the G2[6] and G3[7]


compound methods, which use relatively low-level calculations
to find an optimized geometry and then calculate high-level
corrections to determine a precise energy. The methods were
applied as predefined in the Gaussian03 program. The vibrational
spectra were plotted using the SWizard program.[8]

2008 John Wiley & Sons, Ltd.


8
7







Figure 1. Side and top views of the minimum-energy geometry of


pentagramane


Table 1. A list of representative bonding parameters for
pentagramane. (All distances in Å, all angles in degrees)
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The enthalpy of formation was determined using several
different chemical reactions, each of which has its strengths and
drawbacks. The first was the reverse atomization reaction:


10CðgÞ þ 10HðgÞ ! C10H10ðgÞ (1)


Atomization reactions are used because of the perceived
accuracy of computational chemistry programs to determine
absolute energies of atoms. However, they ignore any errors
introduced by chemical bonding. To determine the enthalpy of
formation of pentagramane, we correct the energy change of
reaction (1) for the enthalpies of formation of the atoms, taken
from the NIST Chemistry Webbook website,[9] to get a true
formation reaction whose enthalpy change is DHf[C10H10]. Next,
we consider the reaction of five cyclopropane molecules
combining to make pentagramane and methane:


5C3H6ðgÞ ! C10H10ðgÞ þ 5CH4ðgÞ (2)


This reaction preserves the number of cyclopropane rings in
both products and reactants, but suffers from having no
spiro-bonded carbons. To rectify that, we need to use
spiropentane, C5H8, as a reactant. We do this in two different
reactions:


2C5H8ðgÞ ! C10H10ðgÞ þ 3H2ðgÞ (3)


5C5H8ðgÞ ! C10H10ðgÞ þ 5C3H6ðgÞ (4)


where the C3H6 product in reaction (4) is also cyclopropane.
Reaction (4) may be the most accurate because it is closest to a
true isodesmic reaction. However, it also has the greatest number
of highly strained molecules, so if any one species is calculated
inaccurately, the calculated enthalpy of formation of pentagra-
mane may be inaccurate in turn. Hence, we will use all four
reactions for comparison. The DHf[C10H10] is determined by
calculating the energies of all species in reactions (2)–(4) and then
equating the energy difference to the differences in the
enthalpies of formation of the products and reactants. Known
DHf data were determined using the NIST Chemistry Webbook.[2]


The enthalpies of combustion are determined using the
following reaction:


C10H10ðgÞ þ 25=2O2ðgÞ ! 10CO2ðgÞ þ 5H2OðlÞ (5)


The specific enthalpy of combustion is determined by dividing
the molar enthalpy of combustion by the molar mass of C10H10,
which is 130.18 gmol�1.
Carbon and proton NMR shifts are both referenced to


tetramethylsilane, TMS. The shifts were calculated using a
MP2(full)/6-31G(d) calculation, since this is the ultimate method
that GX theories use to determine a minimum-energy geometry.

Parameter Value


r(C–H) 1.080
r(C–C[methylene, ax]) 1.528
r(C–C[methylene, eq]) 1.507
r(C–C[cyclopentane]) 1.501, 1.474, 1.462
a(C–C–C[methylene]) 58.1, 58.9, 60.0
a(C–C–C[cyclopentane]) 105.1, 109.0, 111.7
a(H–C–H) 114.0 (ax), 114.2 (eq)
d(C–C–C–C[methylene]) 60.2, 59.3, 60.9, 66.9, 11.7
d(C–C–C–C[cyclopentane]) 1.1, 2.8, 3.6

RESULTS AND DISCUSSION


Optimized geometry


Figure 1 shows top and side views of the minimum-energy
geometry of pentagramane. The inside ring is almost a regular
pentagon, and the side view of the molecule shows that this
pentagon is essentially planar. Four of the five methylene groups
adopt alternating axial-type positions about the planar penta-
gonal ring, while the fifth methylene group adopts an equatorial-
like orientation. These positions doubtless minimize steric
hindrance in the minimum-energy structure. Notice that the

www.interscience.wiley.com/journal/poc Copyright � 2008

equatorial methylene group is slightly twisted, as if the proximal
methylene groups on both sides are attracting the hydrogen
atom. A list of representative bonding parameters is listed in
Table 1. The numbers in Table 1 show that the central pentagon is
not a perfect regular polygon, and that while similar in geometry
the cyclopropane rings are slightly different in structure, although
these differences may be caused by inherent imperfections in the
numerical method used to determine the final minimum-energy
geometry (which in the G2 and G3 compound methods is a
MP2(full)/6-31G(d) calculation). The dihedral angles in the
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Figure 2. Relative energies of pentagramane, transition state to reaction


product, and reaction product


Figure 3. Predicted infrared absorption spectrum of pentagramane
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cyclopentane ring range from 1.1 to 3.68, indicating that this
central ring is very close to planar. Cyclopentane itself is known to
be puckered by 7–428, varying based on the value of the
pseudorotation phase angle.[9] Although this is a rather wide
range of pucker, it is still definitely larger than the pucker found in
the central ring of pentagramane.
In order to get an idea of the kinetic stability of the


minimum-energy geometry, we calculated the energy involved
in the rearrangement of pentagramane through a transition state
2 to a structure 3 that represents a reasonable rearrangement
product of the pentagram structure. We assumed that a C—C
bond in a cyclopropane group in the pentagramane structure
was most likely to break. We then optimized that geometry and
used it, along with the optimized geometry of pentagramane
itself, to find a maximum-energy transition state geometry using
the OPT¼QST3 function in the Gaussian03 program. Such a
first-order transition state would be expected to have one
imaginary vibrational frequency. Figure 2 shows the results, along
with the relative energies of the three structures (also shown).
The three structures are oriented so that the same atoms are in
the same relative orientation, clearly showing structural
differences in the bond breaking process and the ultimate
product, on the lower right of each molecule. The relative
energies listed show that pentagramane has a ca. 88 kJmol�1


barrier to overcome to undergo what we would argue is the most
expected bond-breaking process, that is, the opening of a
cyclopropane ring. We confirmed the transition-state status of
the middle structure by calculating its vibrational frequencies,
which show one imaginary frequency at 404i cm�1. Animation of

J. Phys. Org. Chem. 2008, 21 387–392 Copyright � 2008 John W

this vibration showed a C—C stretch involving the two carbon
atoms in the lower right of pentagon in concert with the
attached CH2 wagging toward the left, exactly as one might
expect in going from pentagram on the left and the biradical
product on the right. Although different geometries having the
formula C10H10 are more thermodynamically stable than the
pentagram (which is not surprising; see energy determinations
below), from these calculations we can conclude that penta-
gramane has a reasonable probability of kinetic stability if
isolated.


Predicted spectra


Figure 3 shows the predicted vibrational spectrum of penta-
gramane. The molecule has 54 fundamental vibrations, and since
the molecule was optimized without constraining symmetry, all
54 vibrations are infrared active. Because of the lack of symmetry
in the molecule (it is very nearly of C2 symmetry, with the C2 axis
going through the carbon atom of the equatorial methylene
group), many of the vibrations that would have similar
approximate descriptions are near degenerate. With the
15-wavenumber half width used to plot Fig. 3, overlapping
absorptions decrease the number of distinct peaks seen in the
predicted spectrum to about 25. The actual spectrum may be
more complicated by combination bands, Fermi resonances,
overtones, etc. A list of all 54 fundamental vibrations, their
intensities, and the motion vectors of the atoms can be obtained
by the author upon request.
Table 2 lists the 1H and 13C NMR isotropic magnetic field shifts


expected for pentagramane, with respect to TMS. Figure 4 shows
the numbering of the atoms used in Table 3; carbon #6 is eclipsed
by hydrogen #8, while hydrogen #16 is blocked by hydrogen #15
and hydrogen #3 is hidden by carbon #2. The line diagram of
pentagramane is misleading: it suggests two types of carbon
atoms and one type of hydrogen atom, yielding simple NMR
spectra. However, because of the three-dimensional structure of
the molecule, several different environments of carbon and
hydrogen are actually present. There are some degeneracies that
can be explained in terms of the position of the atoms with
respect to the unique equatorial methylene group in the
molecule. For both 1H and 13C NMR spectra, the methylene group
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Table 2. Predicted NMR shifts for pentagramane (in ppm versus TMS). See Figure 4 for atom numbering


Atom(s) Shift Position relative to equatorial CH2


H12, H19 0.95 Methylene group adjacent to equatorial CH2


H11, H20 1.85 Methylene group adjacent to equatorial CH2


H3, H8 2.62 Methylene group distal to equatorial CH2


H4, H7 2.87 Methylene group distal to equatorial CH2


H15, H16 5.08 Equatorial CH2 group
C10, C18 23.09 Methylene groups adjacent to equatorial CH2


C2, C6 35.14 Methylene groups distal to equatorial CH2


C1, C9 45.87 Cyclopentanic, intermediate from equatorial CH2


C13, C17 50.27 Cyclopentanic, adjacent to equatorial CH2


C5 54.22 Cyclopentanic, farthest from equatorial CH2


C14 72.10 Equatorial CH2


Figure 4. Numbering scheme of atoms in pentagramane for NMR spec-


trum; see Table 2


Table 3. Enthalpies of formation for pentagramane, in
kJmol�1


Reaction G2 G3


(1) 1005.3 1004.8
(2) 1011.6 1014.9
(3) 1040.0 1027.7
(4) 1024.7 1029.3
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has the resonance farthest downfield, while the two methylene
groups adjacent to the equatorial methylene group have
resonances farthest upfield. Thus, the 1H NMR spectrum is
predicted to have five resonances, representing the five different
types of hydrogen environments in the methylene groups.
The 13C NMR spectrum has six resonances, as the cyclopentane
carbon atoms have a different environment than the methylene
carbon atoms.

www.interscience.wiley.com/journal/poc Copyright � 2008

Some comparisons to the predicted NMR spectra are
cyclopropane (1H shift¼ 0.20 ppm)[10] and spiropentane
(1H shift¼ 0.73 ppm).[11] There is also a report of the synthesis
of [5]-triangulane, which has five spiro-fused cyclopropane rings,
essentially pentagramane without closing into a central five-
membered ring.[12] They report 1H NMR shifts of 0.62–0.86, 1.30,
and 1.45–1.60 ppm and 13C shifts of 4.30, 4.74, 10.95, 11.23, 13.81,
and 18.71 ppm. While there is some agreement in the 1H shifts,
the reported shifts for the 13C NMR spectra do not even overlap.
Either the experimental reports are inaccurate; the method for
calculating NMR shifts used here is inaccurate; or the constraining
of the five cyclopropane rings into a cycle greatly modifies the
local isotropic magnetic field.


Thermodynamics


Table 3 lists the enthalpies of formation of pentagramane as
determined by the four reactions listed in the previous section.
The enthalpies of formation are remarkably similar, given the
differences in the reactions, and also given the number of species
and the strain energy in many of the reactants and products in
reactions 1, 2, and 4. The values range over 25 kJmol�1 for the G2
and G3 calculations, with reactions 1 and 3 determining the
extreme values for the G2 calculations and reactions (1) and (4)
determining the extreme values for the G3 calculations. An
average value for DHf[C10H10] of 1020 kJmol�1 appears appro-
priate to recommend.
With the enthalpies of formation determined for pentagramane,


the enthalpies of combustion are straightforward to determine,
using Eqn (5). The results are given in Table 4, both in units of
kJmol�1 and kJ g�1; these last values are important because for
high-energy materials, energy given off per unit mass is an
important aspect. Since the calculated enthalpies of formation are
close in values, so are the enthalpies of combustion. The
magnitudes cluster around �6380 kJmol�1, or about 49.0 kJ g�1.
For comparison, the NIST Chemistry Webbook[2] lists enthalpies of
formation for two hydrocarbons that have the same molecular
formula as pentagramane that do not have any aromatic rings.
They are 1,4-dicyclopropylbuta-1,3-diyne (DHcomb¼ 5867kJmol�1)
and diisopropenyldiacetylene (DHcomb¼ 5808 kJmol�1). The com-
bustion enthalpy for pentagramane is significantly greater than
either of these two isomers.
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Table 4. Enthalpies of formation of pentagramane


Reaction G2 G3


In kJmol�1


(1) �6369.6 �6369.1
(2) �6375.9 �6379.2
(3) �6404.3 �6392.0
(4) �6389.0 �6393.6


In kJ g�1


(1) �48.9 �48.9
(2) �49.0 �49.0
(3) �49.2 �48.9
(4) �49.1 �49.1
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A specific enthalpy of combustion of 49 kJ g�1 is high for a
hydrocarbon: the specific enthalpy of combustion for methane is
55.7 kJ g�1, and drops rather quickly to 51.9 kJ g�1 for ethane and
approaches an asymptotic value of �48.0 kJ g�1 for larger,
saturated hydrocarbons.[2] The title hydrocarbon is not saturated
(indeed, it has a degree of unsaturation of 6), so it would form six
less water molecules upon combustion than its saturated
counterpart. Thus, its expected enthalpy of combustion should
be lower by 6� 283.85 kJmol�1 lower in magnitude, or about
�4677 kJmol�1 or 35.9 kJ g�1. The fact that the enthalpy of
combustion of pentagramane is so large in magnitude is
doubtless due to its strain energy.
What is the strain energy of pentagramane? Ideally, the strain


energy of C10H10 would be determined by calculating the energy
of the reaction:


C10H10 þ 6H2 ! C10H22 (6)


where in reaction (6) the formula C10H22 refers to one of many
possible saturated hydrocarbon isomers, depending on which
ring bonds of C10H10 are broken upon hydrogenation. The
calculated energy of reaction (6) would be compared to the
expected value of reaction (6) based on average C—H and C—C
bond energies, with the difference being attributed to angle
strain. An ideal product would be 2,3,4,5-tetramethylhexane,
which is the product that would be formed if hydrogenation were
to occur at similar bonds in the cyclopropane rings, ultimately
yielding pentamethylcyclopentane, then breaking the cyclopen-
tane ring at one point. However, thermodynamic data on this
molecule are unavailable. The only tetramethyl derivative of
hexane for which thermodynamic data are available is
2,2,5,5-tetramethylhexane, for which the NIST Chemistry Web-
book website[2] lists �258 kJmol�1 for the gas phase molecule.
However, inspection of the structure of pentagramane shows that
it is not possible to hydrogenate a set of C—C bonds in C10H10 to
generate this particular isomer of C10H22.
We can estimate the strain energy of pentagramane in several


ways. First, the molecule can be considered as 2½ spiropentane
molecules. If we assume that the strain energy will be a minimum
2½ times the strain energy of spiropentane,[1] we have 2.5�
262 kJmol�1¼ 655 kJmol�1 for pentagramane. Second, let us
consider the total strain energy of pentagramane as the strain
energy of planar cyclopentane plus the strain energy of five
cyclopropane rings. Planar cyclopentane is estimated to have a
strain energy of about 40 kJmol�1 (it actually has a strain energy
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of ca. 31 kJmol�1 because cyclopentane is not planar), while
cyclopropane has a strain energy of about 117.6 kJmol�1.[1]


Hence, we have for the strain energy of pentagramane as
40þ 5(117.6)¼ 628 kJmol�1, in the same ballpark as the
spiropentane-based estimate. Thus, even without doing detailed
calculations, we can estimate that the strain energy of
pentagramane should be at least about 600 kJmol�1. This rivals
the strain energy of cubane (C8H8), which has been estimated at
about 657 kJmol�1 (157 kcalmol�1).[13] These estimated strain
energies allow us to estimate a strain energy per cyclopropane
unit of about 126–131 kJmol�1, significantly smaller than the
42.9 kcalmol�1 (179.5 kJmol�1) suggested by Zefirov et al.[3,4]

CONCLUSIONS


We have presented calculated data on a novel hydrocarbon:
hexacyclo[7.1.0.01,3.03,5.05,7.07,9]decane, which we have given the
common name of pentagramane because the line diagram of the
molecule resembles the shape of a pentagram (i.e., the five-sided
star). Geometry optimizations show that the inner five-
membered ring is near planar, with four of the methylene
groups in alternating axial positions relative to the ring, and
the fifth methylene group in an equatorial-like position. We have
determined the predicted vibrational and 1H- and 13C-NMR
spectra of the molecule, and find that its enthalpy of formation is
considerable, at about 1020 kJmol�1. Given this high enthalpy of
formation, it is not surprising that the enthalpy of combustion is
also rather high, with a specific enthalpy of formation of about
49 kJ g�1. This is much higher than expected given the molecular
formula, and doubtless due to a high strain energy in the
molecule. The strain energy of the molecule has been estimated
to be at least 600 kJmol�1, making it one of the most strained
molecules studied.
Will pentagramane ever be synthesized? This is, of course, a


problem for the synthetic organic chemist. However, a tantalizing
possibility that the answer may be ‘yes’ can be taken from the
work of Zefirov et al.[12] In 1990, they reported the synthesis and
characterization of cyclopropane chains having three to six
spiro-fused cyclopropane rings. All it would take would be to join
the terminal carbon atoms of [4]-triangulane and include a
methylene group between them, or to overlap the terminal
carbon atoms of [5]-triangulane and remove a CH4 moiety to
make C10H10. We are not suggesting that these are the required
synthetic steps, only that these be the net changes needed to
make pentagramane. However, if these [n]-triangulane molecules
are themselves synthesizable, then the formation of pentagra-
mane may be only a few synthetic steps away.
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e basis for industrial sustainable production with waste-free


solid–gas and stoichiometric solid–solid reactions at low energy requirement. These profit from the bargain of the
self-assembled crystal packing. They rapidly complete to give 100% yield and require no solvent for workup. The basic
requirements are thermodynamic feasibility and anisotropic molecular migrations at local pressure or suction in
opposition to claims of ‘minimal atomic and molecular movements’ that do not know gas–solid and solid–solid
reactions. Topochemical failures are settled on that experimental basis by atomic force microscopy (AFM), correlation
with the crystal packing, scanning near field optical microscopy (SNOM), and nanoscratching. A general three-step
phase rebuilding mechanism is derived that provides directions for all experimental situations including stereo-
regular polymerizations. Heat control in gas–solid equipment and solid–solid small-scale vibration or large-scale
rotation ball-mills is essential. If AFM identifies (nano)liquids cooling is required. Also rare cases of surface passivation
are detected by AFM. Molecular solid-state chemistry and mechanochemistry are differentiated. Solid-state tech-
niques easily exclude moisture and are able to synthesize hitherto inaccessible compounds. Some of the latter are
selected for discussion out of more than 1000waste-free solid-state reactions in addition to already executed kg-scale
productions using reasonably inexpensive starting materials with promise for industrial applications and extensions.
They cover salt formations, complexations, additions, eliminations, substitutions, esterifications, carboxylations,
rearrangements, linear dimerizations, cycloreversions, cyclizations, ring openings, cascade reactions, and
C—C-couplings (Knoevenagel, Michael, aminomethylation). Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Solid-state reactions have matured and deserve appreciation.
Hundred per cent yield are obtained in already more than 1000
waste-free reactions all across chemistry in more than 25 reaction
types with gas–solid and solid–solid techniques. They can be
upscaled and they do not require purifying workup. Therefore,
neglecting the benefit of well done solid-state reactions is
severely violating the concept of sustainable responsible care to
the environment. Well done solid-state reactions are highly
superior to ‘solvent-free’ reactions that produce wastes because
of chromatography and recrystallization requirements. In fact, the
latter should not be called ‘solvent free’, but unfortunately there is
widespread undue endowment with this bewildering label at
present. The mechanism and application of the solid-state
chemistry are well known. Hundred per cent melt reactions are
rare but also useful. Comprehensive literature is available that
covers the achievements,[1] the scale up,[2] and the prediction.[3] If
crystals are available these should not be dissolved. The bargain
of self-assembled alignment might be wasted, and the molecules
deactivated by solvation. The maturation of the new solid-state
techniques required the application of local investigations with
molecular precision of rough and reacting molecular crystals

g. Chem. 2008, 21 630–643 Copyright �

from 1989 when atomic force microscopy (AFM) became com-
mercially available. Suitable scanning near field optical micro-
scopy (SNOM) and nanoscratching techniques followed and
verified the conclusions together with depth sensitive grazing
incidence diffraction (GID).[4] Contrary to textbooks of chemistry
relying on topochemistry with minimal atomic and molecular
movements (<3 Å range) the ingenious three-step ‘phase
rebuilding mechanism’ with far-reaching anisotropic molecular
migrations by (1) phase rebuilding, (2) phase transformation, and
(3) crystal disintegration was proven to apply for all types of
solid-state reactions with geometric change.[3] The first step
involves anisotropic molecular migrations within polar (including
salts) and nonpolar molecular crystals.
These are well documented by unequivocal physical measure-


ments, but they are still not duly acknowledged, because
topochemical thinking still prevails. This is unfortunate, because
acceptance of experimental results with molecular precision
easily removes all of the common pseudo-problems as created by
topochemistry and it would save research funds for environmen-

2008 John Wiley & Sons, Ltd.
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tally benign intercrystal and gas–solid syntheses.[1–3] These new
techniques are even superior to contemporary ‘green chemistry’
on the basis of its 12 commandments.[5] General claims for
protection of the environment by solid-state chemistry perpe-
tuate in the wider field (e.g., incomplete photoreactions or
reaction stop by melting), but they usually suffer from lack of
realization. They would be more realistic if they were
substantiated by waste-free performance using the benefit of
favorable crystal packing, and if large-scale execution could be
demonstrated. Only the latter quality is a basis for industrial
production capability.[1–4]


The anisotropic molecular migrations within crystals are not
only important for explosives by initiation with mechanical shock,
which is genuine mechanochemistry, but also with molecular
solid state photochemistry, intra- and intermolecular crystal
reactions, gas–solid and solid–solid reactions. Solid–solid reac-
tions do not belong to ‘mechanochemistry’ despite grinding or
milling.

6


RESULTS AND DISCUSSION


Topochemistry considerations


As we deal with a change in paradigm a brief reminder of the
term ‘topochemistry’ is in order. Textbooks still rely on
‘topochemistry’ that denies molecular migrations within crystals
and thus severely hampered the development of gas–solid and
intercrystalline syntheses and production. The term ‘topochem-
istry’ was coined by Kohlschütter in 1919 when he produced
colloidal alumina inside the boundaries of the original KAl(SO4)2
crystal by aqueous alkaline hydrolysis.[6] That meaning of
‘topochemistry’ was totally changed by Schmidt in 1964, when
he speculated that molecules in crystals might experience ‘only
minimal atomic and molecular movements’ upon chemical
reaction with a limit from 4.2 to 1.5 Å.[7] This assertion assumed
the formation of solid solutions in so called ‘reaction cavities’[8]


with product crystallization when the solubility limit is exceeded.
Such speculations found immediate inclusion into textbooks.
They promised reactivity and prediction of product stereochem-
istry from the orientation of reactants not requiring crystal
packing analysis if the distance between reacting centers was
smaller than 4.2 Å. This is very strange, because the assertions
forgot to consider the enormous local pressure that would be
imposed to a crystal lattice when there is geometric change
incompatible with the crystal lattice in the absence of immediate
release. Furthermore, there were numerous failures of the claims
from the beginning (see Reference [9]). Even the origin of the
speculation with a- and ß-trans-cinnamic acid providing
predominantly a-truxillic and ß-truxinic acid upon solid-state
photodimerization[7] involves long-range anisotropic molecular
migrations rather than minimal atomic movements. This can be
seen by microscopic inspection and more detailed with the
molecular precision of AFM (cracks and features along cleavage
plane directions) on regular selective and ‘tail-irradiation’ at (very)
low intensities (see References [3,9,10], there references to earlier
work since 1992), it did however not appear to impress
contemporary topochemists who are engaged in crystallography.
They still continue to stay with ‘minimal atomic movements’ even
though they are apparently not able to present microscopic
images of ‘tail-irradiated’ crystals of a-cinnamic acid without such
lattice controlled changes (but only of crystals before irradiation),
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or to challenge the striking anisotropic events with molecular
precision up to now. The clear-cut failures of ‘topochemistry’
concern reactivity at much larger distances or unreactivity at
lower distances of the reacting centers and wrong prediction of
the stereochemical outcome. This is exemplified with some
examples from the photodimerization of anthracenes 1–5. The
solid-state photodimerization of anthracene 1 to give 2 is known
since 1904.[11,12] The distance d of reacting centers is 6.038 Å,
much larger than 4.2 Å.


The total predictive failure of topochemistry has been
demonstrated with the 9-substituted anthracene derivatives
3–5.[13] The crystals of 3a–c with P212121 space group give a
product orientation in the corresponding photodimer that is
opposite to the monomer orientation in the crystal. Furthermore,
the crystals of 4a,b with P21/a and 5 with P1 space group (four
more cases) are unreactive despite short and very short distances.
This was termed a ‘topochemical abnormality’ lacking any idea or
guideline for an experimental approach to solve the incon-
sistencies (the obvious solution is convincingly described in
Reference [3]).
Surprisingly, all of these and the other examples that


contradicted the topochemical assumption were being elimi-
nated without hesitation from the scope of topochemistry and
said to be ‘crystal defect reactions’, because the formally
‘topochemically allowed’ processes were taken as support for
topochemistry without further proof for decades. This is far from
being convincing. All of the topochemical failures are pseudo-
problems. Nothing is special with these reactions. They all
depend on whether the molecules can migrate within the crystal
packing or not (due to availability of suitable cleavage planes,
channels, or voids).[3] Also the assertion of exclusive ‘defect
reactivity’ has been disproved with SNOM at molecular defect
sites, as identified by AFM, that did not exclude the bulk
reactions.[4,14]


Face selectivity with the nanoscopic local resolution of AFM


The first reports on the application of AFM to rough reacting
molecular crystals were in 1991,[15,16] the first publications in
1992.[17] They presented molecular steps on rough surfaces and
anisotropic molecular migrations upon photodimerizations of a-
and ß-trans-cinnamic acid and several anthracenes in striking
opposition to the topochemical speculation. The anisotropy of
the far-reaching migrations is face selective and strictly correlates
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Figure 1. AFM topologies on 9-chloroanthracene 3c. (a) Fresh main face; (b) main face after irradiation; (c) fresh long side face; (d) long side face after


irradiation, these features start with hilly islands that extend to fill the whole surface as expected. This figure is available in colour online at
www.interscience.wiley.com/journal/poc


Figure 2. Stereoscopic representation of the crystal packing of benzi-


midazole 6 (Pna21)
[24] along [010] turned around y by 28 for a better view,


showing vertical stacks linked by hydrogen bonds forming heavily inter-


locked horizontal ‘bilayers’ and almost square channels along [010]. This


figure is available in colour online at www.interscience.wiley.com/journal/


poc
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with the crystal packing.[3,4] Figure 1 represents a typical example.
9-Chloroanthracene (3c) consistently forms oriented prismatic
floes upon selective photodimerization (l> 290 nm from 6 cm)
on the main face (indicating that a cleavage plane cuts there) and
volcano-like cones on the perpendicular longer side face
(indicating migration penetrating flat monolayers).[18,19] The
face-selective anisotropic far-reaching migrations can be clearly
seen despite the roughness of the original surfaces. Face
selectivity is a very clear indication that the crystal packing is
decisive and that the migrations choose cleavage planes or
similarly channels. Similar face-selective anisotropic migrations
are found for gas–solid and solid–solid reactions, for example,
with a- (on (010)) and ß-trans-cinnamic acid (on (100) and (010))
upon addition of gaseous bromine.[14,20] Twelve basic feature
types are known, depending on the orientation and the shape of
the molecules (10 in Reference [9], new are ‘fissures’ and ‘bricks’ in
Reference [4] that also shows variability within the types).
It is also possible to distinguish reactive and unreactive


crystallographic faces with the molecular local resolution of AFM
and correlate it with the crystal packing features.[21] For example,
the acid catalyzed solid–solid rearrangement of benzopinacol
occurs on the (100) face but not on (001) as judged from the
development or non-development of features. This is explained
with the crystal packing.[22] Furthermore, molecular steps on an
unreactive face exhibit a different crystallographic step face and
will therefore be reactive there if the molecules are in the same
orientation as on the corresponding extended reactive face of the
crystal. For example, crystalline thiohydantoin undergoes ring
opening addition of gaseous methylamine with remarkable rate
differences between the natural (110) and the cleaved (10�2)
face that is 66.078 inclined. The ridges and valleys that form
rapidly on (110) are, of course, different from the lower height flat
volcanoes on (10�2). Such ridges and valleys were also recorded
by AFM at a 9 nm step on (10�2) (27 molecular layers according
to the interlayer separation of 3.34 Å) in a necessarily flat
orientation, as the step is a genuine (110) face. This is imaged and

www.interscience.wiley.com/journal/poc Copyright � 2008

correlated with the crystal packing in Reference. [23] Similar step
selectivity has been reported with benzimidazole 6 exhibiting
channels along the [010] direction (Fig. 2).
Crystals of benzimidazole 6 react quantitatively with gaseous


ClCN to give N-cyanobenzimidazole and HCl. However, ClCN does
not attack the plain (100) face, because the functional groups are
hidden under the shielding benzo-groups. However, the reagent
enters along [010] through the channels for reaction and
migrations upon reaction. This nanoscopic effect is shown in
Fig. 3. The channels under (010) are available at the steps on (100)
and reaction is only there as indicated by the enormous feature
heights up to >300 nm.[3,25]


Even better and more sensitive proof is provided if AFM is
combined with SNOM, which provides identification of products
by chemical contrast. Air autoxidation at slopes on unreactive
(110) of anthracene or around a nucleation site on the unreactive
(001) face of 2-mercaptobenzothiazole have been imaged in
Reference [26]. Another example there is the diazotization of
sulfanilic acid with NO2 gas only at a slope on the unreactive (010)
face.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 630–643







Figure 3. AFM topographies of benzimidazole 6 on the (100) face at a step site corresponding to the (010) face where the channels and the functional


groups are available. (a) Before reaction; (b) same site after application of diluted ClCN gas, showing formation of high features at the step sites. This figure
is available in colour online at www.interscience.wiley.com/journal/poc


Figure 4. Thiourea 7 on (100) (Pbnm).[31] (a) Stereoscopic representation


of the crystal packing rotated around x and y by 108 each, showing


vertical monolayer sheets separated by cleavage planes under (100) and
(001); (b, c) AFM images after 4mm cube corner nanoscratching from


0–150mN normal force in 30 s; (b) along the b-direction with the cleavage


planes guiding the migrations to both sides and in front; (c) along the
c-direction when the vertical layers are shifted in front of the tip, as


molecules cannot migrate to both sides. This figure is available in colour


online at www. interscience.wiley.com/journal/poc
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These and many further results that are found in the
comprehensive reviews[1–4] clearly prove that unlike the
speculations of topochemistry[7] and reaction cavity[8] molecules
in reacting crystals migrate anisotropically and strictly guided by
the crystal packing along cleavage planes or channels. The reason
is release of local pressure.


The local pressure in reacting crystals


The local pressure that would be created within the crystal upon
molecular change that cannot be accommodated by confor-
mational flexibility within the lattice in the absence of molecular
migration can be judged from mechanical results of nanoinden-
tation. Typical nanohardness values of organic molecular crystals
are in the range of H¼ 0.1–1GPa, whereas the elasticity moduli
cover the range of 5–20GPa.[4] On the physical basis of plastic
and elastic theory it becomes clear that the average pressure
imposed is the H-value in all of these cases, as an elasticity
derived value based on the moduli[27] would give higher values,
irrespective of the cone shape or sphere radius of the diamond
indenter tip. It is quite clear that the enormous local pressures of
0.1–1GPa within a crystal lattice are out of reach for molecular
reactions unless we deal with the initiation of explosives, when
genuine mechanochemistry by local bond-breaking is followed
by extreme release of chemical energy (increasing heat and
pressure) so that explosion of the whole crystal can occur with
uncontrolled extreme migration of material.
It is highly gratifying that anisotropic molecular migrations can


be mechanically induced by nanoindentation and nanoscratch-
ing in various distinct directions in relation to skew and straight
cleavage planes.[4,28–30] The different behavior of skew (left or
right migrations) and vertical cleavage planes has been exhaus-
tively imaged for thiohydantoin, anthracene, tetraphenylethene,
thiourea, and a-trans-cinnamic acid.[4] All directionally different
scratching results are convincingly analyzed in terms of
geometry. The simplest case of thiourea 7 is exemplified in
Fig. 4. It also images the crystal packing of 7 on (100) exhibiting
slightly zigzagged monolayer sheets in alternating stacks
vertically under (100).


Systematics of molecular migrations


Molecular migrations within crystals have been amply shown
with molecular precision using AFM and the interpretation has
been secured with SNOM and GID. Additional support for aniso-
tropic molecular migrations has been obtained by local pressure
as applied to molecular crystals by nanoindentation and nano-

J. Phys. Org. Chem. 2008, 21 630–643 Copyright � 2008 John W

scratching.[4] The reason for anisotropic molecular migrations is
release of local pressure if molecules change their shapes or
volumes upon chemical reaction. Three different situations have
to be differentiated: (1) the volume may decrease creating voids
by negative local pressure with migration, (2) there may be no
significant change and it can be accommodated by the crystal
structure without creating pressure or migration, and (3)
geometric or volume change would produce enormous local
pressure to the crystal structure so that reaction can only occur if
the crystal packing allows for molecular migrations along
cleavage planes, channels, or to already available voids. Cleavage
planes and/or channels are also used for the entry of reagents in
intercrystalline or gas–solid reactions. This is amply proven with
molecular precision by AFM. The differences are summarized in
Table 1. Shrinking is typical for linear dimerizations or removal of
molecules and leads to voids in the crystal, for example, craters
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Table 1. Systematics of anisotropic migrations within reacting crystals


Negative local pressure (suction) No local pressure Positive local pressure


Shrinkage No geometric change Expansion
Migration No migration Migration
Surface features No surface features Surface features
Not very frequent Extremely few approved cases Very frequent or common
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(Fig. 7), or deep valleys into flat surfaces are formed (Fig. 9). No
surface features are observed with genuine topotactic (single-
crystal-to-single-crystal) reactions.[19] In the ‘normal’ and most
important case of positive pressure various kinds of characteristic
face specific surface features are detected by AFM analysis. It
should also be mentioned here that thermal expansion, piezo-
electric effects, or pressurizing without reaching the threshold of
phase transitions change the shape of the crystal by cooperative
movements but not by local anisotropic migrations, whereas
phase transitions between polymorphs may occur with con-
servation or destruction of the crystal. Pure surface reactions that
do not reach the bulk do not change the crystal shape, but are
very important for protective surface passivation, both in
molecular crystals (e.g., Fig. 11) and metals or inorganic oxides
(e.g., hydroxides with water layers).
The initial introduction of the term ‘topochemistry’ of


Kohlschütter[6] described the conservation of the macroscopic
shape of a KAl(SO4)2 crystal that was transformed into colloidal
alumina. But the redefinition of the term since 1964 claims
‘minimal atomic and molecular movements’ (from <4.2 Å to
about 1.5 Å), which has been disproved for the ‘testimonies’ of the
‘crown witnesses’ a- and ß-cinnamic acid, which actually
photodimerize with very pronounced anisotropic molecular
migrations followed by crystal disintegration. On the other hand

Figure 5. AFM topologies of benzohydrazide on the (100) face. (a) The fresh
islands after application of 0.2ml gaseous BrCN; (c) the more phase rebuilt


transformed surface after application of 1ml BrCN gas with a Z-range of 400 n
journal/poc
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only the present author proved the topotaxy of two photoreac-
tions with the molecular precision of AFM and disproved several
unjustified claims of topotaxy.[19,28] The now general availability
of AFM will certainly help to proceed from topochemical
speculation to experimental evaluation.


Positive pressure, phase rebuilding mechanism


By far the most molecular solid-state reactions proceed with
positive local pressure. So this is the general case. AFM is very
helpful in following the course of solid-state reactions on crystal
surfaces with molecular precision. Irrespective of the reaction
type (thermal or photochemical, intra or intercrystalline, or
gas–solid) it is consistently found that distinct steps of solid-state
change can be differentiated. These were comprehensively
termed (1) phase rebuilding (it proceeds gradually, molecules
migrate anisotropically forming a distorted lattice), (2) phase
transformation (typically a sudden process, formation of the
product phase frequently with huge changes), and (3) disinteg-
ration (the product phase separates from the starting phase
forming new surface). These processes are easily distinguished
and it is this phase rebuilding mechanism that also allows for
intercrystal and gas–solid reactions. It also explains why
transparent crystals become dull upon short reaction. Figure 5

surface is flat with molecular terraces; (b) the phase rebuilt surface with
surface with more islands after application of 0.4ml BrCN; (d) the phase


m. This figure is available in colour online at www.interscience.wiley.com/


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 630–643







Figure 6. AFM topologies on (010) of (Z)-a-benzylidenebutyrolactone. (a) Starting surface; (b) after 10min irradiation (365 nm, 6.0mWcm�2, bandpass
6.4 nm); (c) after 15min irradiation; (d) after 60min irradiation. This figure is available in colour online at www.interscience.wiley.com/journal/poc
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provides an example out of hundreds for a demonstration. Solid
benzohydrazide is exposed to BrCN vapor in air from a syringe at
the AFM stage and forms (in preparative runs with 100% yield)
2-amino-5-phenyl-1,3,4-oxadiazole hydrobromide.[25] The fresh
surface with molecular steps forms characteristic islands upon
reaction with the reactive gas. These grow and augment
gradually while the original phase rebuilds and that is followed
by a sudden event that makes everything different if the product
phase is formed, which is called phase transformation. Shortly
thereafter the product phase disintegrates and fresh surface is
obtained for further reaction, which is very important for
complete reaction in synthetic runs. The feature type during the
phase rebuilding stage correlates strictly with the crystal
packing[3,4,9] that gives in this example a slow start as a flat
double layer has to be penetrated (the shape of the fresh surface
had not significantly changed after application of 0.1ml BrCN
gas). Conversely, the features from the phase transformation
must, of course, not necessarily correlate. Further examples are
depicted in References [3,9,21]. The conclusions from the AFM
results have been fully verified by depth dependent GID
measurements for the diazotization of sulfanilic acid with
gaseous NO2.


[32]


Correspondingly, the three-step ‘phase rebuilding mechanism’
is also found in intracrystalline solid-state photochemistry, as
repeatedly imaged for a- and ß-cinnamic acid dimeriza-

Figure 7. AFM topologies on (100) of 1,1-bis(4-tolyl)ethene 8c. (a) Fresh surfa


hydrogen transfer and shrinking. This figure is available in colour online at


J. Phys. Org. Chem. 2008, 21 630–643 Copyright � 2008 John W

tions.[3,4,17,19] However, due to the deep penetration of light
the product molecules are further apart in the phase rebuilding
stage, which usually makes the phase transformation a less
sudden event (with some intermediate features), than in
intercrystalline and gas–solid reactions. This is demonstrated
with the solid-state Z! E photoisomerization of (Z)-a-benzyli-
denebutyrolactone upon selective irradiation in the absorption
tail (Fig. 6).[19,33] After initial phase rebuilding to give large craters
and hills these become smaller and more numerous in an
intermediate stage (c). Totally different and more than 40-fold
higher are the solid structures of the phase transformation (d).
Shortly thereafter there is disintegration. It should be noted here
that previous claims of a ‘topotactic’ E! Z photoisomerization of
1,2-dibenzoylethene[34] could not be substantiated by AFM that
proved phase rebuilding (anisotropic migrations) followed by
phase transformation and disintegration.[35] The unidirectional
behavior could be explained by an unsuitable interlocked
packing of the Z-isomer impeding molecular migrations.[35]


Turbidity and disintegration of the crystals cannot be overlooked,
but the previous authors[34] might have partially melted their
crystals by heating them with their irradiation equipment. AFM
would easily detect such feature (see below). The molecular
migrations are long-range indeed.
Only in topotactic reactions (no pressure), or in exceptional


rare cases with migration to crystallographic void cages, no

ce; (b) after application of gaseous HCl catalyzing linear dimerization with


www.interscience.wiley.com/journal/poc
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Figure 8. Crystal packing along [001] (slight rotation around y) of


1,1-bis(4-tolyl)ethene 8c. This figure is available in colour online at


www.interscience.wiley.com/journal/poc
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surface changes occur at the molecular precision of AFM.[19] An
example is given in Reference [36]. There the Z-3,30-bis(diphenyl-
hydroxymethyl)stilbene/acetone complex (m.p. 77–82 8C) photo-
isomerizes to a transparent crystal of the E-isomer while the more
extended product molecules migrate to crystallographic void
cages. Themolecular mechanism should choose the hula-twist, or
bicycle pedal motions as one-bond-rotation appears impossible
here, but it could not be elucidated by X-ray crystallography: an
amorphous phase was forming on irradiation at 250 K. This is a
further example of Kohlschütter type topochemistry not to be
confused with Schmidt type ‘topochemistry’. Furthermore, AFM
revealed surface melting upon high intensity irradiation at room
temperature and 15 cm distance (700W water cooled mercury
arc), but not at �17 to �15 8C when no surface corrugation
occurred except on (100) where very minor efflorescence was
detected. Also this feature correlates with the crystal packing.


Negative and no pressure, shrinking, and topotaxy in
solid-state reactions


This section deals with shrinking transformations that are
accommodated by the lattice[21] and with exit of molecules for
reaction in a contacting different crystal. Table 1 indicates
important applications for these[3,9,37,38], and there is a continu-
ing run for topotactic reactions.


Most rather bulky 1,1-diarylethenes 8 do not exhibit favorable
cleavage planes or channels. These are therefore not able to add
HCl gas to their double bonds in crystals, because the more
voluminous product molecules could not migrate. However, they
use the possibility of acid catalyzed linear head/tail dimerization
with hydrogen transfer after protonation with low but distinct
stereoselectivity to give 9 and 10, because that shrinks the
volume. Huge craters form without concomitant rims in the AFM
image by migration at negative local pressure (Fig. 7). These
reactions are not accompanied by polymerization. These are acid
catalyzed intracrystalline intermolecular reactions.
The structures of some of the 1,1-diarylethenes have been


reported: 8c (P21/c),
[39] 8d (Cc), and 8f (Aaba2).[40] A detailed


reactivity discussion is given on the basis of Fig. 8.
It shows a view of the packing that explains the situation of


crystals out of 8c. The interlocked bilayers arrange the double
bonds to point into the poor horizontal (010) cleavage plane.
Migration along such cleavage plane appears impossible after
linear dimerization of the skew opposing double bonds.
Therefore the shorter (4.402 Å) head–head interaction is not
used at the expense of the head–tail combination (4.566 Å) in the
acid catalyzed dimerization with completing hydrogen transfer
(tail–tail distance is 5.826 Å and the parallel molecules behind are
7.718 Å away). The extended dimer molecule so formed has
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shortened with respect to the original lattice and can be
accommodated along its previous direction as the final methyl
group is generated in the cleavage plane environment. Therefore,
the shrinking with crater formation can proceed in the next
neighbor’s rows etc. The crystals formed by 8d and by 8f pack in
monolayers with the double bonds inside. They have parallel and
almost parallel displaced double bonds with shorter head–tail
distances (4.417 and 4.380 Å, two pair types for 8d, and 4.334 Å for
8f ), respectively, and exhibit interpenetrating cleavage planes. A
more detailed analysis of the crystals formed by 8d and of E/Z
ratios 9/10 is given in References [3,37,38].
Removal of molecules from crystals is encountered in


solid–solid reactions if the fate of the crystal is studied that
provides the reagent. Figure 9(a) shows the flat initial surface and
Figure 9(b) the removal of migrating 4-hydroxybenzaldehyde
molecules along the plane of the hydrogen bonded strings for
reaction with an anisidine polycrystal that has been deposited on
it. The yellow color of the imine product is only seen at the initial
anisidine crystal. Clearly, deep valleys between residual hills are
formed by ‘suction’ of the nearby anisidine in which themigrating
molecules are consumed by condensation reaction. The also
formed connecting side valleys isolate the remaining heights
from being sucked. All features are in the directions of the two
cleavage planes under (010) – that intersect at 328 – with deep
and steep (up to >558) valleys where the material was removed
(further images in Reference[41,42]).
The applications of Table 1 to the field of thermal and


photochemical stereoregular polymerizations are particularly
fertile as the long known structural facts can now be successfully
used for the prediction of reactivity along columnar stacks. The
topochemical assumptions fail in the cases of ‘topochemical
distances’ (<4.2 Å) between the reacting centers, at nonreactivity
or when the stack is reactive at much larger distances.[3,38,43] It is
well known that crystalline Z,Z-muconic esters 11 can be reactive
at distances of the centers from 3.30 up to 5.69 Å (six of them
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Figure 9. AFM topology on (010) of a 4-hydroxybenzaldehyde single crystal at 0.2mm from the edge of a small polycrystal of anisidine. (a) Shortly after


the laying down and positioning; (b) 90min after the laying downwhen the anisidine crystal had become yellow by the condensation reaction. This figure


is available in colour online at www.interscience.wiley.com/journal/poc
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above 5.3 Å), whereas 10 examples with distances <4.2 Å do not
polymerize. Surprisingly, this was not interpreted beyond
topochemistry.[44] More important is the stacking spacing of
the monomers. For example, the high temperature


polymorph of Z,Z-diethylmuconate 11 (R¼ Et) has a monomer
spacing of 4.931 Å and polymerizes upon UV or X-ray irradiation
to give 12. On the other hand the low temperature polymorph
with a spacing of 4.25 Å does not react. It was stated that such
diminution of the spacing by 14% be ‘minor’ but that ‘it deviates
from the empirically found favorable 4.7–5.2 Å’ spacing.[44] An
obvious predictive reason can only be given if the mechanism is
not termed ‘topochemical’ (denying molecular migrations) but if
molecular migrations are accepted. One has to also consider the
polymer period of 4.841 Å (12, R¼ Et). In the high temperature
case the situation of negative pressure occurs as the polymer
becomes shorter. Clearly, the growing polymer cannot migrate.
Therefore, after 100 polymerization steps the 101st monomer
molecule must migrate along the undisturbed stack by 9 Å under
negative pressure, which looks very favorable. Regular polymeri-
zation was verified when a qualified single crystal of 11 (R¼ Et)
was exposed to slow X-ray irradiation and a single crystal of the
polymer with meso-diisotactic trans-2,5-repeating unit 12 was
obtained almost free of monomer impurities.[45] A totally
different situation obtains with the low temperature polymorph,
fromwhich no polymer is obtained: after 100 periods the polymer
would be 59 Å larger than the monomer stack. The positive
pressure by such an expansion inside the crystal bulk is totally
impossible to be created. Therefore, there can be no stereo-
regular polymerization within the stack, as the polymer cannot
move out, a fact that has been totally overlooked. Generally,
coincidence or shrinking is the prerequisites of reactivity. But
there are also limitations, as the molecular migrations within a
stack under negative pressure (Table 1) cannot proceed
indefinitely. Still reactive is the Z,Z-di-(p-chlorobenzyl)-muconate
11. Its monomer stacking is 5.122 Å; the polymer period is
4.8631 Å. It has been found to provide regular polymerization (12
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with meso-diisotactic-trans-2,5-repeating unit),[46] while the
migration distance for 100 polymerization steps calculates to
26 Å. That is still not bad but far away from being ‘topochem-
ical’[7,8] as claimed in Reference[46]. The limit for migrations of Z,Z-,
E,Z- or E,E-muconates (different tacticities in Reference[47]) and
E,E-sorbates within simple columnar stacks appears to be at
about 60 Å of the necessary migration for 100 polymerization
steps.
The successful analysis of more than 40 non-polymerizing


monomers of that type with known structure equally supports
our straightforward arithmetic on the basis of Table 1, which
should replace the claims of ‘topochemistry’ that must admit[44]


not being able to ‘predict any reactivity of molecules in the
crystalline state from chemical structure information’. The
overwhelming success of our self-evident treatment secures
that no reaction induced phase transformations of the monomer
lattice had occurred and that the stacking did not collapse upon
reaction in these systems. Such events would, of course,
complicate predictions but they would have to be looked for
if future deviations might emerge. Now the new clear-cut
interpretation of reactivity on the basis of molecular migrations
within crystals makes easy and reliable predictions, as extended
polymer geometries can also be calculated with reasonable
reliability if structural data are not available.
In the case of solid-state styryl polymerizations a reconsidera-


tion of the possibility for stereoselectivity on the basis of
‘topochemistry’ met with very limited success,[48] because the
migration requirements and accommodation of the polymer with
the monomer lattice were disregarded. The application of the
experimentally secured molecular migrations will avoid the
present pseudo-problems of topochemistry that are actually
expensive non-problems.
Furthermore, columnar diacetylene stacks exhibit always


distances between reaction centers smaller than 4.2 Å, but the
overwhelming number of studied examples is unreactive with
respect to stereoselective polymerization. Again these striking
failures of ‘topochemistry’ could not convincingly be explained
despite very complicated efforts for decades. Importantly,
decreasing the spacing of the stacks resulted in less success
(the smaller the worse), but no answer has emerged on the basis
of topochemistry (‘smallest atom displacements’; ‘limiting
distance of approximately 4 Å’) that is constantly being
invoked.[49] Empirically a 5 Å rule (stacking close to 458) has
been found but not discussed beyond topochemistry.[49] As X-ray
crystal analyses are available for most crystals of monomer 13
and polymer 14 it was known that the lattice parameters change
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upon polymerization. This provoked the development of the
crystal strain theory of Baughmanwith four assumptions,[50] but it
was not accepted in the field as it was only successful with the
diacetylene 13 (R¼OSO2-p-Tol).
Most disturbing are the kinetics reports of the thermal poly-


merization of the diacetylene 13 (R¼OSO2-p-Tol). Always after
induction periods a zero order reaction was reported (linear plot)
in Reference [51] and also in Reference [52], first order claims (linear
log plot) followed in Reference [53] and also in Reference [54], but it
was switched back again to zero order (although the linear plot
was erroneously termed ‘first order’) in Reference [49]. Such
unsettled inconsistencies detract from confidence in the data.
As in the case of the muconates 11 above, the necessity of


molecular migrations is so stringent that they should be applied
to the prediction of reactivity and overwhelming non-reactivity.
Coincidence or moderate decrease of the polymer period
with respect to the monomer spacing will grant reactivity but
the difference must not be too large to avoid excessive
migration distances in the delicate stacks so that the oligomer-
ization will stop or continue unspecifically with molecules of
neighboring stacks and destruction of the columnar structure.

Conversely, larger polymer periods than the monomer spacings
will impede polymerization, as a growing polymer cannot
migrate out of a crystal bulk and too much local pressure would
be created. However, a difficulty may arise in the diacetylene field
that can enforce further investigations: some structural phase
transitions have been discussed or found in these systems in
addition to polymerization.[49] Therefore, if a particular poly-
morph with a shorter monomer spacing than the polymer period
nevertheless polymerizes one has to consider a structural phase
transition to a reactive polymorph with larger monomer spacing
and try to identify it. The 1,6-di-(N-carbazolyl)-2,4-hexadiyne
(DCH) system 13 (R¼N-carbazolyl) represents such a case. The
monomer has a spacing of 4.55 Å (caused by an unusual stacking
angle of 618), whereas the measured polymer period 14
(R¼N-carbazolyl) is 4.91 Å, which clearly excludes such reaction
without previous phase transition of the monomer. It turned out
that DCH provided the polymer, but as expected now only after
previous phase transition by a sudden change of the monomer
spacing to 4.9 Å (with concomitant changes of the other crystal
parameters). After reaching the coincidence in the induction
period the polymerization proceeded rapidly,[49] and that is
almost certainly topotactic behavior.
The arithmetic predictions are very valuable for the under-


standing why the overwhelming number of the studied examples
is unreactive, because structural phase transitions do not seem to
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be very frequent. As the known periods of the 2,4-hexadiyne
polymers 14 are very stable at a length of 4.91 Å the prediction is
very simple on the basis of this value. A simple geometric analysis
of the stiff molecules indicates that the stack volume is best
accommodated for both the substituted 2,4-hexadiyne and its
polymer at a stacking angle close to 458, which is a reasonable
additional requirement. We then understand that the
2,4-hexadiynes 13 with R¼OSO2-p-Tol (448, 5.11 Å), or OSO2-2-
naphthyl (44.88, 5.07 Å) are well suited for trans-tactic polymeri-
zation, as the migration distances along the stacking axis under
negative pressure for 100 polymerization steps are only 20 or
16 Å. On the other hand 13 with R¼OSO2-p-fluorophenyl (62.78,
5.80 Å) starts with a too wide stack and too far distances for local
migration (89 Å after 100 steps), with R¼OSO2-p-Cl-phenyl (678,
5.03 Å) it suffers only from the too wide stack and with
R¼N-carbazolyl (60.88, 4.36 Å) it must also be unreactive as
must all other systems with spacings below 4.9 Å for the columnar
polymerization. The length increase of the polymer cannot be
tolerated. This experimentally based analysis (molecular
migrations within crystals) is so simple and successful that it
provides a unique understanding of the empiric findings that
cannot be explained on the basis of topochemistry (the distance
between reacting centers is always<4.2 Å here). Much effort and
costs could have been avoided for decades. An AFM investigation
on the (100) face of the thermolyzed diacetylene 13
(R¼OSO2-p-Tol) exhibits ridges along the polymerization axis[55]


however, the surface changes on the front face (010) would be
much more interesting but AFM on that face was not reported.


Detection of liquids with AFM


There might be concern whether liquids are involved on the
surface in solid-state reactions, but liquids can be very sensibly
differentiated from solids by AFM. The spreading of the liquid
along scan-direction or immediate stable features (>5 frames) on
the surface can be distinguished at the molecular scale. An
example is the addition of methylthiol gas to N-vinylcarbazole
crystals (15) thermally at 20 8C in the dark or with 500W tungsten
lamp irradiation at 0 8C. Interestingly, there is full regiospecificity
in both cases: only Markovnikov orientation in the dark to give 16
or only anti-Markovnikov orientation under illumination to give
17 is quantitatively obtained.[56] AFM investigation at 20� 1 8C
clearly indicated that the difference is also caused by the phase
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difference.[57] Figure 10 indicates that the thermal reaction is
more susceptible to liquefaction than the photochemical one. In
Figure 10(a) there is spreading of the liquid along the scan
direction, whereas Figure 10(b) shows stable high hills that
formed on a previously flat surface. Clearly, the dark reaction runs
via partial intermediate melting at 20 8C and is therefore not a
solid-state reaction, whereas the photoreaction is a genuine
solid-state reaction – inasmuch as the temperature in the
synthesis had been lowered to 0 8C – while any liquid formation
would have detracted from the complete stereospecificity that is
observed.
Further detections of liquids by AFM have been reported. The


test of spreading can be further secured by changing the scan
direction. In other cases nano-recrystallization has been obtained
by continued scanning.[4,9,20]


It should be mentioned here that only reactions with low
activation energy might continue upon partial intermediate
melting at room temperature. But solid-state reactions profit from
the bargain of self-assembled crystal packing. Melt reactions
typically require more than 100 or up to 150 8C higher
temperatures than solid-state reactions with the consequence
that the intended solid-state reaction stops if a (nano)liquid
forms. Such reaction must be performed at lower temperatures
well below any eutectics (some comparisons of solid-state and
melt reactions are found in References [58–60]). Needless to say
that large-scale mills do not work as kneading devices under
conditions of a viscous melt but stall. The lower activation energy
for solid-state reactions due to lack of deactivating solvation
allows to avoid catalysts or to synthesize new delicate products at
low temperatures that are not available by any other means.[1] If
cooling is not possible in self-made mills for intercrystal reactions
and if liquid phases occur, the mill is misused as a heating device
for liquids. The resulting melt reactions should rather be
performed in a flask at the higher temperature that was reached
in the mill without temperature control (it can be useful to
pre-mill solids of low solubility to micrometer size). Such
uncontrolled temperatures might reach 80 or 100 8C and more.
Therefore so-called ‘high-speed milling’ without temperature
control (e.g., References [61–64]) accelerates melt reactions by
heating. Use of such mills, which actually are not running at
higher ‘speed’ than the mills with cooling/heating mantle, are a
severe step backward. Such reports must state that they do not
know the temperature and their claims of having increased the
rate of reaction by milling impacts are totally unsupported. All
reliable waste-free lab-scale and large-scale solid–solid syntheses
or productions were performed in temperature controlled
vibration mills or industrial rotor mills at the necessary but not

Figure 10. AFM topology of crystallineN-vinylcarbazole 15 at 20� 1 8C. (a) A
tip; (b) after application of light and methylthiol gas for 5min produc
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at excessive energy consumption.[1–3,65,66] We need only the
creation of multiply repeated contacts of micronized reacting
crystals and profit thereby from the bargain of self-assembled
crystal packing of the reaction partners. The thermodynamically
possible solid–solid reaction is chemically driven (see Figs 9 and
12). This should not be confused with mechanochemical (that is
also called tribochemical) grinding/milling (explosives, polymers,
flint, and other infinitely covalent solids) where the mechanical
impact plays an important role (see below).[65–69]


If ‘a little’ solvent or liquid catalyst or a liquid reagent is added
the alternative to solid-state may be kneading,[70,71] but that does
not profit from the crystal packing of the reagents. If for an
unsuitable crystal structure (not permitting molecular migrations
in the bulk) no solid-state reaction can occur and the kneading
equipment is not available, the melt reaction should be tried
rather in a heated vessel but not in a mill. The only useful
technical milling of solids with large amounts of low viscosity
liquids is the leaching technique, that must not be restricted to
applications in metallurgy.[72] Importantly, the same ball-mills are
most profitably used.


Surface passivation


Gas–solid reactions might not only be stopped by local
liquefaction (previous section) but also by surface passivation.
This happens if either the phase transformation or the
disintegration steps of the phase rebuilding mechanism do
not readily occur. AFM is able to identify such events of
non-reactivity in the solid state. A typical example is given in
Fig. 11. DL-penicillamine does not undergo the condensation
reaction with gaseous acetone, even though the crystal packing
would allow for migrations. AFM at a very flat site on the
overwhelming (100) face does not exhibit any change upon
application of acetone gas (there are the shielding methyl groups
of the double layers). Therefore, a rough site (most faces are
available there) had to be crystallized for the experiment in
Fig. 11. Clearly, there is a rapid start of reaction at nanoscopic
faces with access to the functional groups. The features in
Fig. 11(b) reach heights of up to 100 nm after 5 minutes, however
these decline upon continuation of the reaction and end with a
solid cover that protects the crystal from further reaction. It
appears that the phase transformation step does not proceed
and that no disintegration follows. This passivation and a similar
passivation with L-cysteine can be avoided by previous salt
formation.[21,73]


Surface passivation is face selective in the gas–solid
neutralization of dicarboxylic acids. For example, solid adipic

fter application of methylthiol, indicating a liquid that is transported by the


ing stable solid features. This figure is available in colour online at
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Figure 11. AFM topologies of DL-penicillamine on the (100) face at a site of some roughness. (a) Fresh surface; (b) after 5min; (c) after 10min; (d) after


30min exposure to acetone vapor in air. This figure is available in colour online at www.interscience.wiley.com/journal/poc
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acid reacts with ammonia on its (010) face with great ease.
However, the reaction comes to an immediate stop on (100),
because the H-bonded infinite strings of adipic acid molecules
under that face will not release their front molecules.[9,74,75] The
stable volcano features are less than 50 nm high and do not
disintegrate in this case and do not increase further. This reaction
was investigated before by Curtin, Paul, and Miller with respect to
its anisotropy but it was termed ‘extraordinary behavior’, the
explanation of which had to be postponed.[76] Clearly, they could
not see the passivating layer under a light microscope and
argued on the topochemical basis rather than considering
molecular migrations.
Surface passivation by problems with the detachment of the


product phase initially impeded a quantitative yield in the
gas–solid halogen additions to trans-stilbene. That problem could
be solved by milling and very careful slow addition of
stoichiometric amounts of Cl2 or Br2 gas at low temperature to
keep the reaction rate down.[37,38] A similar problem was solved
by milling of sodium nitrite in NO2 gas to produce NO gas and
sodium nitrate, that did not readily detach by itself.[1,2,66]


Molecular solid-state chemistry versus mechanochemistry


After the systematic discussion of the experimental mechanisms
of solid-state molecular reactions under various conditions at the
molecular level it is easily recognized: grinding or milling
activates none of these mechanically. In particular, it is not
possible to enforce counter-thermodynamic reactions of mol-
ecular crystals with the help of mechanical impact unless a
Bridgeman’s anvil was applied. Conversely, in mechanochemistry
mechanical energy is used to initiate decomposition reactions to
highly energetic species that induce follow-up reactions of
various kinds. Unfortunately, various authors uncritically used the
expression ‘mechanochemistry’ or ‘mechanochemical reaction’ if
they grinded or milled or kneaded molecular solids and they
appear to speculate that molecular reactions might be driven by
mechanical impact for activation rather than by chemical
potential. Clearly, one has to differentiate between chemically
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driven and mechanically initiated reactions. But such distinction
is also not strictly followed in reviews on ‘mechanochemistry’
(Reference [77] and even worse in Reference [78], to name the most
recent ones). These included also reactions of molecular crystals
where no bonds are broken with formation of radicals, but that
were erroneously termed ‘mechanochemical’ by the cited
authors. However, the differences are very clear and important:
here destruction (nevertheless sometimes useful chemistry in
radical initiations), there waste-free synthesis if properly done.
Mechanochemistry produces surface plasma by breaking


infinite covalent crystals (e.g., sparkling flint, sand, etc.) that
can be used for igniting fires or for mineralization of any organic
material.[65,66] Reference [67,68] contains a large number of
organics from methane to tetrachloro-dibenzodioxine (TCDD)
that were mineralized by mechanochemical milling with various
infinitely covalent solids. Mechanochemistry also produces
radicals by bond breaking in polymers, radical initiators, and
many explosives. Covalent bonds are also broken in experiments
on Bridgeman’s anvil, where no escape is possible. Shocked
explosives may detonate according to different mechanisms (e.g.,
Reference [69]) and mechanic alloying presents examples of
mechanochemistry. In all of these experiments the mechanical
impact is decisive and activating. On the other hand, molecular
van-der-Waals and hydrogen-bonded crystals or salt crystals
(with the exception of weak bond radical initiators or explosives)
are not mechanically activated upon ball milling. To make it clear:
if solid diazonium salts are hit with a hammer on an anvil they
explode (mechanochemistry); if the same solid diazonium salts
are cautiously co-ground with KI (here excess for safety reasons)
solid aryliodides are quantitatively obtained (molecular solid-
state chemistry).[79] The milling has to create repeated contacts
between the reacting crystals, nothing else. This fact has been
amply proven by AFM scans close to a contact edge of reacting
crystals. Anisotropic feature formation indicates chemical reac-
tion in the absence of grinding or milling. Figure 12 shows it for
the 4-cascade reaction of ninhydrin with o-phenylenediamine
crystals to give 11-H-indeno[1,2-b]quinoxaline-11-one (substitution,
elimination, cyclization, elimination).[80] The features (island type)
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Figure 12. AFM topology on (�110) of ninhydrin with a small crystal of o-phenylenediamine on it at 0.5mm from the scanned frame as measured


according to the central sketch shortly after alignment (0min) and after 20, 120, and 240min, indicating feature formation by chemical reaction[80]. This


figure is available in colour online at www.interscience.wiley.com/journal/poc
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develop from the upper edge into the frame while they grow and
change after growing together. The anisotropic migrations are
over more than half a millimeter, which is a very long distance
indeed, and all is driven chemically. The corresponding experi-
ments on (10�1) at 0.1mm distance and on (1�10) at 0.5mm
distance gave different features and higher rates.[80] Further
systems have been studied according to the same technique and
prove equally well that solid–solid reactions are driven by chemis-
try and that the use of milling is only necessary for creating
repeated contacts of micronized crystals for a rapid completion of
the reaction. Figure 9 is discussed above, further published images
cover the rearrangement of benzopinacol with p-toluenesulfonic
acid (0.1 and 0.5mm distance),[22] hydrazine-hydroquinone
complex with p-hydroxybenzaldehyde condensation (0.1mm
distance, both crystals measured), hydrazine-hydroquinone
complex with 4-dimethylaminobenzaldehyde condensation
(1mm distance),[81] and thiourea with phenacylbromide cascade
to give the 2-amino-4-phenylthiazole hydrobromide (0.5mm
distance).[82] All of these are solid–solid reactions and the features
correlate with the crystal structures. If water was a stoichiometric
by-product it was taken up as crystal water.


Application for sustainability in gas–solid and solid–solid
syntheses


Technical remarks


Responsible care should address to wasteless chemical pro-
duction whenever possible. The detailed mechanistic knowledge
at the local molecular level is the basis for running 100% yield
waste-free solid-state reactions on a broad scale with already
more than 1000 examples in more than 25 reaction types[1] and
amply executed upscaling.[2] These avoid the requirement of
purifying workup, as the products arise in pure form. It was
urgently necessary to get rid of the unrealistic trammels of

J. Phys. Org. Chem. 2008, 21 630–643 Copyright � 2008 John W

‘minimal atomic movements’[7] that unfortunately found their
uncritical way into textbooks despite numerous obvious
inconsistencies. Gas–solid and solid–solid reactions are rapid,
safe, quantitative, energy saving, atom economic, cheap, and they
allow to obtain new otherwise unaccessible products, if properly
performed. First of all, profiting from the crystal structure bargain
requires absence of (partial) intermediate melting or any other
liquid phases. It is often necessary to cool down below eutectics,
but heating above room temperature can become necessary at
reactions with higher activation energy. The ingenious three-step
‘phase rebuilding mechanism’ provides a constant rate (close to
zero order)[9,21,83] with sharp completion, which can be easily
controlled also with respect to (mostly low) heat production both
in solid–solid and gas–solid reactions.
Gas in excess (to be recovered after reaction) can be applied at


constant pressure, but stoichiometric gas leads also to
quantitative completion (this requires really vacuum tight
equipment). Static gas–solid equipment must be gas-tight in
order to avoid ‘air blankets’. If a product gas is liberated some
agitation must mix the gases. Agitation is also required for
reliable temperature control. Gas flow is essential with inert gas at
strongly exothermic reactions or if highly diluted gases are
applied. The small- and large-scale equipment for gas–solid and
solid–solid reactions has been exhaustively imaged in Reference
[2]. It is simple, versatile, and low-cost. Grinding in mortars is
inefficient for solid–solid reactions. Ball-mills and industrial
horizontal ball-mills with large heat capacity must be equipped
with temperature control by external cooling or heating. That is
state-of-the-art from the beginning in 1992 and it should not be
omitted in self-built mills because it is a serious step backward
not knowing the temperature range or to run a risk of stopping
the reaction because of melting or of its becoming violent.
Industrial rotation ball-mills with up to 400 l and larger chamber
volume (convenient labsize is 2 l) with a minimum of noise and
vibration are connected to a semi-continuous powder filling and
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collection autobatch arrangement in a closed cycle with inert gas.
Milling times should be adjusted to 10, 20, 30, and rarely
60min.[66]


The solid-state reaction will not start if the crystal packing does
not provide the possibility for anisotropic molecular migrations
along channels or cleavage planes. Fortunately, their occurrence
is frequent and one must not perform an X-ray crystal structure
analysis prior to the testing of a new reaction. If easy ways for
migration within the crystal are unavailable this obstacle can only
be circumvented with suitable polymorphs or salt formation or
complexation (this may detract from the waste-freeness).
Stoichiometric melt reactions may then be tried but these
require much higher temperatures and often produce side
reactions or are incomplete. Another though rare obstacle is
surface passivation. It can be detected by AFM as described
above. Remedy may be slight heating for facilitation of the phase
transformation. Milling is only required for gas–solid reactions
that experience trouble with the crystal disintegration (solid–
solid reactions in the mill never have a disintegration problem).
But regular gas–solid reactions must not be milled, as the crystals
shall not be too small initially because they would violently react.
The already available upscaled syntheses (up to 500 g


gas–solid or 200 g solid–solid organic batches in an university
laboratory) cover virtually all known reaction types across
chemistry.[1,2] The Supplementary Material Section contains
upscaled examples and reactions giving products that cannot
be obtained by any other technique are added.

CONCLUSIONS


The systematic mechanistic investigation of organic molecular
solid-state chemistry at the molecular level of AFM reveals strict
correlation of anisotropic molecular migrations with the crystal
packing. Numerous local effects and fine details have been
analyzed on that experimental basis and secured by SNOM, GID,
and nanoscratching. They constitute the profound change in
paradigm. The reason for the long-range migrations are in most
cases release of positive local pressure, but molecules migrate
also at negative pressure in the case of shrinking and suction. The
general new solid-state mechanism with phase rebuilding, phase
transformation, and crystal disintegration is the basis for
solid-state reactivity and for the excellent performance of gas–
solid and solid–solid reactions. These new sustainable possibi-
lities rely on experimental findings. It is for important practical
and scientific reasons that these must remove the ‘topochem-
istry’ speculations of 1964, which unfortunately entered into
textbooks with the strange claim of ‘minimal atomic and
molecular movements’ within crystals.[7] Clearly, the pressure
issues had not been considered. Fortunately, the experimental
facts now convincingly and easily remove all pseudo-problems
that are inherent to Schmidt’s topochemistry with numerous
wrong ‘predictions’ and other failures, which were, of course,
restricted to intracrystalline reactions. Strangely enough, topo-
chemists have also been running into severe difficulties with so
called ‘topochemical distance’ polymerizations (<4.2 Å) that did
not proceed in the overwhelming number of cases, and they still
deny the obvious requirement for monomer migrations within
stacks if the polymer becomes shorter than the monomer stack.
The more important intercrystalline and solid–gas reactions
could not be foreseen by the minimal movement speculation.
Therefore, topochemical thinking strongly hampered the devel-
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opment of waste-free gas–solid and solid–solid reactions that are
most sustainable. This detracted from responsible care for the
environment of anonymous referees who disapproved research
proposals and stopped publications, as the experimental facts
could not be correlated with the invalid topochemistry
speculations. Fortunately, the field has now matured and
includes industrial applications, as properly executed gas–solid
and solid–solid reactions really avoid solvents and further
auxiliaries or high pressure or excessive energy, time, and labor.
They enable previously inaccessible products, do not require
activated reagents (no solvation is decreasing the reactivity), are
of highest atom economy (e.g., no solvents and silica or alumina
for purification) and provide the highest standard of environ-
mentally benign sustainability. The proper execution of waste-
free 100% yield reactions is therefore systematically detailed in
this work. The basis for its scholarly teaching and for first steps for
newcomers in research laboratories has already been provided
with a case study for OECD with IUPAC in 2001, which presents a
full students course in waste-free organic synthesis with 35 100%
yield syntheses not using solvents and not requiring solvent
consuming purifying workup, if the starting materials were pure
crystals. It is freely available from Reference [84] and strongly
recommended for use, as readily available materials and
equipment have been taken care of. The execution of gas–solid
and solid–solid production will improve the global environment.


Supplementary material


Fourteen different types of experimentation covering various
encountered conditions for reaching 100% yield without wastes
include condensation reactions with formation of the couple
product water (which is taken up into the product crystals as
crystal water or may require drying agent to bind liquid water)
and substitutions with alkali salt formation (producing minimal
stoichiometric waste that is removed by product sublimation or
by salt extraction with water). They serve as guideline for
successful waste-free performance of solid-state syntheses and
production. The materials that are discussed here are available at
the epoc website in Wiley Interscience.
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Is corannulene a better diene or
dienophile? A DFT analysis
Prabha Jayapala, Mahesh Sundararajana, Gopalan Rajaramana,
Ponnambalam Venuvanalingama*, Rashmi Kalagib and Shridhar R Gadreb

J. Phys. Or

Diels Alder reactivity of corannulene has been probed using density functional theory (DFT) at B3LYP/6-31G* level by
employing it both as a diene and a dienophile in cycloaddition with ethylene and 1,3-butadiene as typical partners.
Computations reveal that corannulene acts better as a dienophile than as a diene and as a dienophile it undergoes
normal electron demand type addition with 1,3-butadiene, and as a diene corannulene undergoes inverse electron
demand type addition with ethylene. When employed as a dienophile the addition takes place preferentially in the
rim position than in the spoke position due to strong steric and electronic reasons. Further in the rim addition rim exo
approach is favored kinetically and thermodynamically. As a diene, corannulene shows regioselectivity for rim–spoke
addition over spoke–spoke addition. Concerted type cycloadditions have been studied and the reactions are seen to
take place preferentially on the convex face. The effect of substituents in butadiene on the reactivity and the reaction
of butadiene–pentaindenocorannulene (an extended corannulene) system has been investigated for the most
favorable rim exo positions. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Fullerenes are classified as the third allotrope of carbon and they
became much popular after the discovery of C60 in 1985. The
remarkable stability and football like structure of C60 stimulated
the interests of many workers worldwide.[1,2] This has led to
several reports on the synthesis, structure and reactivity,[3,4]


stability, spectra of the molecule, and its possible applications in
various fields.[5–9] This molecule which was once thought to exist
in interstellar clouds was soon found to have immense techno-
logical relevance and was declared the wonder molecule of the
last decade. Corannulene, another curved p system and describ-
ed as a polar cap of C60,


[5–11] was synthesized much earlier but
relatively less investigated until recently. In fact, fullerene
research has significantly contributed to the increasing import-
ance of corannulene chemistry.
Recently corannulene has been subjected to detailed compu-


tational and theoretical investigations.[12–17] Corannulene is an
equally interesting molecule with a bowl geometry, an open
ended structure unlike fullerenes. The bowl structure leads to two
p faces, concave and convex, with different electron density
distributions and it introduces differing preferences for com-
plexation and reactivity[3,10,11] that has led to many investi-
gations. Corannulene has 10 double bonds delocalized and
distributed over 5 hexagonal rings around the pentagon hole and
has 11 Kekulé structures. The C5v symmetry of the molecule
partitions the 25 carbon–carbon bonds into four bond types
indicated as rim (a), spoke (b), flank (c), and hub (d) bonds in Fig. 1
and their double bond character decreases in the order rim>
spoke> flank> hub. Table 1 lists bond orders and bond lengths
of selected bonds of corannulene, 1,3-butadiene, and ethylene.
Rim and spoke bonds have higher double bond character and

g. Chem. 2008, 21 146–154 Copyright �

have been observed to undergo reactions characteristic of
double bonds though they are the part of aromatic sextets.[14–16]


Various types of bonds, Mulliken charges on corannulene,
butadiene, and ethylene and the picture of HOMO–LUMO of
corannulene are presented in Fig. 1.
Further these double bonds can organize themselves as cis


fixed dienes and can show Diels Alder reactivity as a diene. This
raises a question as to whether corannulene is a better diene or
dienophile and this question is mainly addressed in this work.
Further its relative reactivity as a dienophile (with dienes like
butadiene, isoprene, and chloroprene), the mechanism and
regioselectivity of Diels Alder additions of corannulene are also
discussed here through density functional theory (DFT) modeling
of these reactions. The effect of bowl depth on reactivity has been
investigated by reacting another deeper bowl pentaindenocor-
annulune (PEC) an extended corannulene systemwith butadiene.

COMPUTATIONAL DETAILS


DFT calculations have been performed using GAUSSIAN 03 suite
of programs[18] using Becke’s three-parameter non-local

2007 John Wiley & Sons, Ltd.







Figure 1. Various bond types (a–d) and atom types (A–C) of corannulene, 1,3-butadiene (a–b) and ethylene (a) andMulliken charges on carbon atoms of


corannulene, butadiene, and ethylene. HOMO and LUMO of corannulene are also depicted


IS CORANNULENE A BETTER DIENE OR DIENOPHILE?


1


exchange functional[19,20] and the non-local correlation func-
tional of Lee et al. [21] with 6–31G* basis set. This combination
(B3LYP/6–31G*) is chosen based on its performance reported in
the literature and also considering the computational cost.[22,23]


All equilibrium geometries have been fully optimized to better
than 0.001 Å for bond distances and 0.18 for bond angles. The
stationary points have been characterized by frequency calcu-
lations and the transition states [TSs] have single imaginary
frequency and the minima have real frequencies. TSs have been
further confirmed by examining their transition vectors and by
animating the imaginary frequency using a visualization program
MOLEKEL[24] and by performing IRC calculations. The reaction
progress has been verified by the Wiberg bond order analysis
(The percent of bond formation and cleavage is defined as
[BO-(TS)i–BO(R)i]/[BO(P)i–BO(R)i] X 100 where ‘i’ can be either a
forming or a cleaving bond. See also the References [25–27] for
detailed information) and the deformation energies have been
calculated for the TSs as reported earlier.[25–28] All energies have
been corrected for zero point effects. Energy decomposition
analyses[29] were performed for TSs to explain the significance of
quantities influence the bonding in the reaction pathways.
Energy decomposition analysis program were interfaced in
Gaussian 03.

J. Phys. Org. Chem. 2008, 21 146–154 Copyright � 2007 John W

RESULTS AND DISCUSSION


Among the above four bond types, rim and spoke bonds are seen
to have higher bond orders (Table 1) and this makes the rim and
spoke bonds have greater chance for addition. Jemmis and
coworkers[30] have shown that the rim bonds in corannulene are
predicted to be more susceptible to electrophilic attack in com-
parison to spoke bonds. Theoretically corannulene can act both
as a diene and a dienophile; as a dienophile, it can undergo Diels
Alder cycloaddition with 1,3-butadiene in the rim and spoke
position. Alternatively as a diene, corannulene can react with
ethylene in the rim–spoke and spoke–spoke fashion. It should be
noted that rim–spoke and spoke–spoke positions offer a ‘cis fixed
diene’ motif.
In all these additions with corannulene, concerted paths have


been traced; stepwise mechanisms have not been considered in
view of the fact that they are all carbon neutral addition and
corannulene is known to pass through concerted TSs in dipolar
addition.[13] Initially, 1,3-butadiene and ethylene have been
approached in the convex and concave side of corannulene but
computations show that TSs and adducts are stabilized only on
the convex side. The fact that convex side is more reactive than
concave side has also been discussed by Sygula and Rabideau.[31]
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Table 1. Computed bond lengths (Å) and bond orders at
B3LYP/6–31G* level of theory along with experimental bond
lengths of various C–C bond types of corannulene (a–d), 1,
3-butadiene (a and b) and ethylene (a)


Bond type


Bond length


Bond orderExpta,b Theory#


Corannulenea


Rim (a) 1.374 1.390 1.627
Spoke (b) 1.408 1.385 1.335
Flank (c) 1.441 1.448 1.214
Hub (d) 1.410 1.417 1.184


Butadieneb


(a) 1.349 1.339 l.884
(b) 1.467 1.457 1.125


Ethyleneb


(a) 1.339 1.331 2.039


a Reference [39].
b Reference [40].
# Bond types are indicated in Fig. 1.
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Steric and electronic requirements favor the addition on the
convex side rather than on the concave side and therefore
convex-addition alone are considered here. The diene and
dienophile units in corannulene are the part of local aromatic
sextet and this impedes the reactivity. This fact is discussed by
comparing these reactions with that of the Diels Alder addition
with typical diene and dienophile, (1,3-butadiene–ethylene).
Schemes 1 and 2 represent the reaction of corannulene with
1,3-butadiene and corannulene with ethylene. The optimized
geometries are given in Fig. 2 and the free energy profiles of the
additions are shown in Fig. 3. Activation and reaction energies,

Scheme 1. Reaction of 1,3-butadiene with corannulene


www.interscience.wiley.com/journal/poc Copyright � 2007

deformation energies, frontier orbital energy (FOE) gaps,
thermodynamic parameters at 298.15 K are presented in
Tables 2 and 3 lists all bond order data.
Finally, reactions of isoprene and chloroprene with corannu-


lene have been studied to examine the effect of substituents on
the Diels Alder reactivity and the reaction of butadiene with PEC
has been studied for understanding the effect of bowl depth on
the Diels Alder reactivity.


Corannulene as dienophile


Corannulene can undergo addition across its rim and spoke
bonds with 1,3-butadiene and in the rim addition there are endo
and exo approaches. In the endo and exo addition the reacting
butadiene moiety orients respectively exo and endo to the
reacting benzenoid ring of corannulene. In the spoke addition,
there is only one possibility of approach which is shown in
Scheme 1. FOE gap values listed in Table 2 show that the reaction
is normal electron demand type and this is further confirmed by
quantum of charge transfer (qCT) values for the Rim exo TS
(þ0.036) for the 1,3-butadiene–corannulene reaction. QCT values
for Rim endo TS and Spoke TS also show the same trend.


Rim addition


Optimized geometries presented in Fig. 2 show that rim addition
passes through synchronous TSs and the rim exo and rim endo
addition involves an activation free energy of 42.8 and
43.9 kcalmol�1, respectively (Table 2) and the computed reaction
energies show that rim addition is exothermic. Deforma-
tion energy analysis indicates that the major part of the
activation energy is spent for distorting 1,3-butadiene. Bond
indices presented in Table 3 show that the TSs are reactant like
with the BFCave value falling in the range of 42 to 43.


Spoke addition


Spoke addition passes through an asynchronous TS (Fig. 2) with
hub carbon interacting more closely than the spoke carbon. Hub

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 146–154







Scheme 2. Reaction of corannulene with ethylene
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carbon is negatively charged compared to the spoke carbon and
is also sterically hindered than the latter. Free energy profile
(Fig. 3) and the activation and thermodynamic parameters
(Table 2) show that this reaction involves high activation free
energy and is endothermic. Comparatively both diene and
dienophile distort more indicating that this reaction is more
sterically hindered. BFCave values given in Table 3 indicate that
the TS is product like.
From Fig. 1 it is clear that the lobes of the LUMO of corannulene


located at the rim carbons are significantly larger than those of
the hub carbons and the reactivity at rim positions is much larger
compared to spoke carbons. Comparatively, rim addition is
kinetically and thermodynamically more favored than spoke
addition. Further comparison of this reaction with that of
1,3-butadiene–ethylene shows that corannulene is a less efficient
dienophile than ethylene. The latter involves comparatively low
activation and reaction energies and passes through a more
reactant like TS. The simple reason for this is that the steric
involvement in the ethylene reaction is lesser in magnitude and
ethylene with its full bond character is obviously more reactive.
The double bond of corannulene is a part of local aromatic sextet
and this also affects its reactivity.


Corannulene as diene


Corannulene can also function as a diene where the rim–spoke
and spoke–spoke double bonds can act as a diene unit when
reacted with dienophiles. Ethylene is chosen to react with coran-
nulene and the reaction scheme is shown in Scheme 2. Frontier
orbital energy gap values (Table 2) show that these reactions are
inverse electron demand type. Quantum of charge transfer (qCT)
value for the rim–spoke TS (�0.029) for the corannulene–

J. Phys. Org. Chem. 2008, 21 146–154 Copyright � 2007 John W

ethylene reaction confirms this point. QCT values for the
Spoke–Spoke TS exhibit a similar trend.


Rim–spoke addition


The optimized geometry of the rim–spoke TS (Fig. 2) shows that
the reaction passes through asynchronous TS with the rim carbon
approaching closer than the hub carbon. The bond lengths of the
newly forming s bonds in the rim–spoke TS is much shorter
than that found for 1,3-butadiene–ethylene (Fig. 2 (f )). The
reaction involves activation free energy of 51.2 kcalmol�1 and
forms an endothermic product (Table 2). Deformation energies
show that higher degree of deformation of both the reactants
leads to higher activation energy and activation free energy.
Bond order analysis (Table 3) shows that rim bond cleaves up to
76.27% while the spoke bonds break only up to 13.64%. Both BFi
and BFCave indices indicate that this TS is a late TS.


Spoke–spoke addition


In the Spoke–spoke addition, both the double bonds involved are
endowed with comparatively lower double bond character and
located interior of themolecule and this makes the electronic and
steric requirements of the reaction very high. This is reflected in
the very high activation free energy (Table 2) and deformation
energy and further the adduct formed is highly endothermic. The
lengths of the newly formed bonds indicated in Fig. 2 (e) reveal
that these bonds are more matured and the bond indices
(Table 3) reveal that the TS is more product like and this being a
very late TS involves high activation energy.
Between rim–spoke and spoke–spoke addition the former is


kinetically and thermodynamically more favored. Comparison of
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Figure 2. B3LYP/6-31G* optimized geometries of the concerted TSs of 1,3-butadiene–corannulene (a–c) and corannulene–ethylene (d, e) and


1,3-butadiene–ethylene (BD–ET) reactions (f )
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this reaction with 1,3-butadiene–ethylene reaction shows that
corannulene is a less efficient diene compared to 1,3-butadiene.
This is due to the reason that (i) corannulene is an electron
deficient molecule (ii) its double bonds are not free as it is in
1,3-butadiene. When corannulene is employed as a diene or
dienophile, the double bonds involved in the reaction are the
part of the local aromatic sextet and during the reactions there is
sufficient double bond reorganization in corannulene that
increases the energy demand. This does not occur in either
1,3-butadiene or ethylene. Further in the typical cycloaddition
partners the double bonds are not only free but also early
accessible and flexible to deform. This makes corannulene a less
efficient diene than 1,3-butadiene and a less efficient dienophile
than ethylene. If the reactivity of corannulene as a diene and
dienophile are compared it acts better as a dienophile rather than
a diene and it undergoes readily regioselective rim exo addition.
When acting as a diene, two double bonds of corannulene are
consumed and that involves lot of reorganization, loss of aro-
maticity and strain compared to dienophile situation where only
one p bond is consumed. This is the main reason for corannulene
acting as a better dienophile than diene. This is consistent with

www.interscience.wiley.com/journal/poc Copyright � 2007

the conclusions of Chikama et al.[32] and Sola and coworkers[33,34]


who investigated the reactions of C60 with 1,3-butadiene and
ethylene. This shows that C60 and corannulene behave similarly in
Diels Alder cycloaddition.[33,34]


The nature of bonding orbital and its associated stabilization
energies are very useful and these quantities can be computed
quantitatively using energy decomposition analysis (EDA). The
EDA method makes it possible to quantify the contributions of
covalent and classical electrostatic interactions to a chemical
bond. Hence, an analysis of bonding energetics can be performed
by combining a fragment approach to the molecular structure of
a chemical system with the decomposition of the total bonding
energy. The total bonding energy is the sum of electrostatic
interaction (DEele), Pauli (DEpauli) repulsion, and orbital interaction
energy (DEorb). The first two terms, DEele and DEpauli are added
together in a single term called steric energy term.[35] These
values are computed for the five TSs and the values are listed in
Table 4.
For the reaction with butadiene and the rim carbons (both exo


and endo) the steric term summed up to ca.þ52 kcalmol�1 while
for the spoke carbons it is twice as much (þ103) indicating a

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 146–154







Figure 3. Free energy profile for the reaction of corannulene with (a) 1,3-butadiene and (b) Ethylene. Free energy profile for the reaction of


1,3-butadiene and ethylene is given for comparison This figure is available in colour online at www.interscience.wiley.com/journal/poc


IS CORANNULENE A BETTER DIENE OR DIENOPHILE?

strong destabilization or distortion up on the spoke addition.
However this destabilization in the spoke addition is largely
compensated by the orbital interaction term. This may be due to
the formation of a bond in the TS for the spoke reaction and the
involvement of neighboring phenyl rings causes a bigger orbital
relaxation compared to rim reactions. A similar behavior can
be observed for the reaction with ethylene. Additionally
the reactions at the spoke carbons lead to distortion in the
neighboring phenyl rings which is one reason for the large orbital
interaction energies observed and higher activation barrier
computed compared to that of the rim additions. The above
arguments clearly suggest that corannulene preferentially acts
as a dienophile than a diene and this can be due to the
involvement of more number of neighboring carbons in the latter

Table 2. Activation, reaction and deformation energies (kcalmol�


frontier orbital energy (FOE) gap values (eV) computed at B3LYP/6


Type of addition Activation energy Reaction energy


De


Die


1,3-butadiene–corannulene reaction
Rim exo 28.8 �15.8 24
Rim endo 29.9 �13.9 23
Spoke 38.2 13.0 32
Corannulene–ethylene reaction
Rim–spoke 37.2 7.9 25
Spoke–spoke 73.9 53.9 51
1,3-butadiene–ethylene reaction
Concerted 22.4 �43.1 19


*DE1¼ EHOMO(diene)�ELUMO(dienophile); DE2¼ EHOMO(dienophile)�ELUMO(d


J. Phys. Org. Chem. 2008, 21 146–154 Copyright � 2007 John W

reaction that alter the local aromaticity and strain to a greater
extent.


Effect of substituents


Reactions of isoprene (2-methyl-1,3-butadiene) and chloroprene
(2-chloro-1,3-butadiene) with corannulene are monitored theor-
etically. Expectedly they pass through asynchronous TSs (Fig. 5)
and have slightly lower activation energies (Table 5). s- and
p-donating tendency of methyl and chloro groups explains this
observations.
Finally, we report the rim exo cyclo addition of butadiene to an


extended corannulene system namely PEC, (C50H20, Fig. 4) which
possesses a higher bowl depth compared to corannulene. Its

1), thermodynamic parameters at 298.15 K (kcalmol�1) and
–31G* level


formation energy
Thermodynamical


parameters FOE gap*


ne Dienophile DGz
DHz


DSz DE1 DE2


.1 11.7 42.8 29.7 �44.2


.2 12.1 43.9 30.7 �44.4 4.62 5.12


.5 18.3 52.6 38.5 �47.2


.1 14.8 51.2 37.8 �44.9


.7 26.9 86.9 73.9 �43.6 6.45 5.69


.7 7.9 36.4 23.4 �43.6 6.70 6.43


iene).
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Table 3. Computed B3LYP/6–31G* bond indicesa for various TSs involving the cycloaddition reaction of corannulene with butadiene
and ethylene


Reaction


BFi


BFi (ave)


BCj


BCj (ave) BFC (ave)C2-C3 C4-C5 C6-C1 C1-C2 C3-C4 C5-C6


Butadiene–Corannulene
Rim exo 33.85 40.23 40.16 38.08 47.50 47.56 49.41 48.16 43.12
Rim endo 34.31 39.63 39.62 37.85 47.47 47.49 47.99 47.65 42.75
Spoke 45.53 72.99 31.55 50.02 49.13 75.94 64.62 63.23 56.63


Corannuleneþ Ethylene
Rim–spoke 48.41 51.10 43.54 47.68 76.27 13.64 61.21 50.37 49.03
Spoke–spoke 62.19 58.89 59.15 60.08 65.21 64.97 72.82 67.67 63.88


1,3–butadiene–ethylene reaction
Concerted 29.44 35.20 35.22 33.29 40.70 40.68 44.45 41.94 37.62


a By definition, bond indices, BFi, and BCj for various bonds listed above are 0 and 100, respectively for reactants and products. For
atom numbering see Fig. 2(a) for butadiene–corannulene reaction and 2(d) for corannulene–ethylene reaction and 2(f ) for
butadiene–ethylene.


Table 4. Energy decomposition analysis (in kcalmol�1) for the TSs involved when corannulene behaves as dienophile (with
butadiene) and diene (with ethylene)


1,3-butadiene with corannulene Corannulene with ethylene


Decomposition Rim exo Rim endo Spoke Rim–spoke Spoke–spoke


Electrostatic �41.0 �39.4 �83.9 �55.6 �77.7
Pauli þ92.9 þ91.0 þ186.5 þ124.9 þ176.0
Orbital �57.9 �57.0 �115.1 �72.1 �102.8
Total �6.1 �5.4 �12.5 �2.8 �4.5


Figure 4. Structure of pentaindenocorannulene
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X-ray crystal structure[36] has been very recently published. PEC is
a deep orange air stable crystalline solid with an enhanced
pyramidalization of the carbon atoms with a p-orbital axis vector
(POAV) of 12.68 compared to corannulene (8.38). It is to be noted
that averaged POAV of C60 is lower than 12.68. This indicates the
increased bowl depth of PEC and this is the highest bowl depth
observed so far.[33] Further it is more electron deficient than
corannulene and follows normal electron demand type reaction
with butadiene. Due to the preference of exo–metal binding to
corannulenes and in our investigations in this paper and in pre-
vious work on dipolar cyclo additions suggesting rim exo is the
most favorable site, we located the associate transition state for
the butadiene–PEC cycloaddition at the rim exo position alone.
Besides this due to the large size of the system, calculations were
performed using 6–31G basis to reduce the computational cost
for this extended corannulene. The optimized structures for the
transition states with important geometric parameters are shown
in Fig. 5, and the energetic quantities are listed in Table 5.
The activation and reaction energies computed for the reac-


tion of rim exo addition of 1,3-butadiene with PEC (Fig. 5) clearly
reveals that this greater bowl depth increased the strain and this
resulted in a high barrier (Table 5) and an endothermic adduct.
The optimized structure of the PEC (B3LYP/6–31G) is in good
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Figure 5. B3LYP/6-31G* optimized geometries of the concerted TSs of substituted 1,3-butadiene with corannulene. B3LYP/6-31G optimized geometries


1,3-butadiene–pentaindenocorannulene cycloaddition


Table 5. Computed activation and reaction energies involving the cycloaddition reaction of corannulene with isoprene, chlor-
oprene at B3LYP/6–31G* and the reaction of 1,3-butadiene with pentaindenocorannulene at B3LYP/6–31G level


Type of addition Activation energy Reaction energy


FOE gap


DE1 DE2


1,3-butadiene–corannulene reaction
Rim exo 28.8 �15.8 4.62 5.12


Isoprene–corannulene reaction
Rim exo 27.3 �15.7 4.61 5.53


Chloroprene–corannulene reaction
Rim exo 26.2 �15.9 5.10 4.92


1,3-butadiene–pentaindenocorannulene reaction
Rim exo 39.7 7.5 3.77 4.74


IS CORANNULENE A BETTER DIENE OR DIENOPHILE?


1


agreement with those of the X-ray data and computed struc-
ture.[36] The optimized transition state structure shown in Fig. 5
corresponds to the synchronous concerted transition state of this
reaction.

J. Phys. Org. Chem. 2008, 21 146–154 Copyright � 2007 John W

CONCLUSIONS


Corannulene has been tested for its dienophilicity and diene
reactivity by computationally following its reactions with typical
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cycloaddition partners 1,3-butadiene and ethylene. For compari-
son 1,3-butadiene and ethylene reaction has been investigated.
All these reactions have beenmodeled at B3LYP/6-31G* level. Our
study concludes the following points, (i) rim and spoke bonds of
corannulene that show higher double bond character are
involved in the reaction. Further, rim bonds show better reactivity
than spoke bonds since rim bonds have higher double bond
character than spoke bonds and are located at the exterior of the
molecule permitting easy access to the approaching partner.
Reports are available in the literature showing that rim addition
occurs in many other cyclizations and addition reactions.[37,38]


Regioselectivly rim additions are preferred and particularly rim
exo addition is the most favored. (ii) Corannulene acts better as a
dienophile than as a diene. Besides, as indicated from NBO
analysis lower double bond character and interior location of the
reacting double bonds in corannulene makes the electronic and
steric requirements much higher and makes it a less efficient
diene than 1,3-butadiene and less efficient dienophile than
ethylene. Corannulene being an electron deficient system acts as
the electron acceptor in both reactions. (iii) These reactions
follow concerted mechanism and corannulene reacts in the
convex side. (iv) Further, corannulene behaves similarly as C60 in
the Diels Alder addition. (v) Electron donation by methyl and
chloro groups on butadiene slightly favor the rim exo reaction
over unsubstituted ones. (vi) The greater bowl depth that leads to
more pyramidalized carbon bonds, less HOMO–LUMO gap
compared to corannulene (3.15 eV and 4.37 eV) and strained
C—C bonds might favor the reaction,[34] but it is interesting to
note that the barrier for this reaction is unusually high compared
to corannulene.
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Gas-phase reactions of Cl atoms with
hydrochloroethers: relative rate constants and
their correlation with substituents’
electronegativities
Pablo R. Dalmassoa, Raúl A. Tacconea, Jorge D. Nietoa, Pablo M. Comettoa


and Silvia I. Lanea*

Rate constants for the reactions of Cl atoms with CH3

J. Phys. Or

OCHCl2 and CH3OCH2CH2Cl were determined at (296W 2) K and
atmospheric pressure using synthetic air as bath gas. Decay rates of these organic compounds were measured
relative to the following reference compounds: CH2ClCH2Cl and n-C5H12. Using rate constants of 1.33T 10S12 and
2.52T 10S10 cm3moleculeS1 secS1 for the reaction of Cl atoms with CH2ClCH2Cl and n-C5H12, respectively, the
following rate coefficients were derived: k(ClRCH3OCHCl2)¼ (1.05W 0.11)T 10S12 and k(ClRCH3OCH2CH2Cl)¼
(1.14W 0.10)T 10S10, in units of cm3moleculeS1 sS1. The rate constants obtained were compared with previous
literature data and a correlation was found between the rate coefficients of some CH3OCHR


1R2RCl reactions and
DElectronegativity of —CHR1R2. Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: relative rate constants, hydrochloroethers, chlorine atoms, electronegativity

INTRODUCTION


Recent years have seen a marked increase in awareness of
environmental issues in general, and particularly in issues relating to
air quality. Large quantities of oxygenated hydrocarbons, especially
haloethers, are emitted into the atmosphere each year from
anthropogenic sources, and the potential atmospheric significance
of such pollutants is dependent on the transformations which they
undergo in the troposphere, the nature of the products of these
transformations, and the atmospheric lifetimes of each species.[1]


The reactionwith OH radicals is amainmechanism for removing
oxygenated volatile compounds in the atmosphere. Nevertheless,
the reaction of chlorine atom with organic compounds is
considered of potential relevance in the marine troposphere
where significant chlorine atom concentration may be present.[2,3]


The objectives of the present work have been:

(i) T

o extend the existing scant data base of rate constants for
the reactions of chlorine atoms with hydrochloroethers
(HCEs) as part of ongoing work in our laboratory regarding
the atmospheric impact of these compounds as acceptable
candidates to replace the harmful CFCs and their derivatives
in industrial uses.
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o determine the rate coefficients for the following gas-
phase reactions:


Clþ CH3OCHCl2 ! Products ð1Þ


Clþ CH3OCH2CH2Cl ! Products ð2Þ


To evaluate reactivity trends of HCEs.

(iii)

Investigaciones en Fisicoquı́mica de Córdoba (INFIQC), Centro de Láser de


Ciencias Moleculares, Universidad Nacional de Córdoba, Ciudad Universitaria,


5000 Córdoba, Argentina 3

A relative rate technique was used to study the kinetics of the
reactions (1) and (2) at room temperature and atmospheric

g. Chem. 2008, 21 393–396 Copyright �

pressure (�750 Torr), using synthetic air as diluent gas. To our
best knowledge, only one study has been carried out previously
for these reactions by McLoughlin et al.,[4] whomeasured the rate
coefficient for the reaction of Cl atoms with CH3OCH2CH2Cl using
a relative technique.
The results obtainedwill be presented and comparedwith those


obtained previously for the same and related reactions of Cl atoms.
A correlation of the rate constants with the electronegativities of
the substituent groups will be analyzed. The atmospheric
implications for the studied HCEs are considered briefly.

EXPERIMENTAL


Relative rate measurements


The reaction rate coefficients for the reactions (1) and (2) were
determined by using the relative rate method


Clþ HCE ! Products (3)


Clþ Reference ! Products (4)

2008 John Wiley & Sons, Ltd.
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Figure 1. Plot of ln([CH3OCHCl2]0/[CH3OCHCl2]t) versus ln([CH2ClCH2


Cl]0/[CH2ClCH2Cl]t) for the reaction of Cl atoms with CH3OCHCl2
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The principle of this method is to measure the decay rate of
the Cl-induced oxidation of the HCE relative to a reference
compound for which the Cl oxidation rate constant is well known.
Assuming that the HCE and the reference compound are lost


solely via reaction with Cl atoms and that they are not reformed in
any process, the relative rate coefficient, krel, can be obtained by
the following relation:


ln
HCE½ �0
HCE½ �t


� �
¼ k3


k4
ln


Reference½ �0
Reference½ �t


� �
; krel ¼


k3
k4


(5)


where [HCE]0, [Reference]0, [HCE]t, and [Reference]t are the
concentrations of the HCE and reference compound at times
t¼ 0 and t, respectively and k3 and k4 are the rate constants of
reactions (3) and (4), respectively. Thus, a plot of {ln[HCE]0/[HCE]t}
versus {ln[Reference]0/[Reference]t} should be linear with a slope
equal to krel.
Rate constants were measured at (296� 2) K and atmospheric


pressure (�750 Torr) using synthetic air as bath gas. The
experimental setup used to determine these relative rate
constants consisted of a greaseless vacuum system, an 80 L
collapsible Tedlar bag and a gas chromatograph (Shimadzu
GC-14B) coupled with a flame ionization detector (GC-FID).
Measured amounts of the reagents were flushed from calibrated
Pyrex bulbs into the collapsible reaction chamber by a stream of
synthetic air and it was then filled to its full capacity at
atmospheric pressure with synthetic air. Periodically, gas samples
were removed from the Tedlar bag using calibrated gas syringes
(Hamilton gas tight) and analyzed using the GC-FID. A Porapak Q
column (100–120 Mesh, 2.5m, 1/800 i.d.) was used, and the
temperature varied from 303 to 483 K during the chromato-
graphic runs. N2 was used as the carrier gas.


Chemicals


The concentration ranges used in the experiments were
132–162 ppm for the HCEs, 109–148 ppm for CH2ClCH2Cl and
n-C5H12 used as reference compounds, where 1 ppm¼
2.46� 1013molecule cm�3 at 298 K and 760 Torr of total pressure.
CH3OCHCl2, CH3OCH2CH2Cl, and CH2ClCH2Cl were obtained from
Aldrich, with a manufacturer’s stated purity of 98, 98, and 99%,
respectively. n-C5H12 (purity 99.9%) was obtained from
Mallinckrodt. All reagents were degassed by repeated freeze–
pump–thaw cycling before their use.
Cl atoms were generated in situ in the collapsible Tedlar bag by


the UV photolysis of molecular chlorine, using a set of blacklamps
(Philips 30W) with a l maximum around 360 nm. In the present
work, typically between 2 and 5 of these lamps were used to
produce atomic chlorine and the time of photolysis varied from
2 to 30min. Molecular chlorine was prepared in our laboratory
using the reaction between HCl and KMnO4 and was purified by
repeated trap to trap distillation until a sample of 99% purity was
obtained, confirmed by IR and UV spectroscopy. The initial
concentrations of Cl2 were typically in the range 193–209 ppm.
Synthetic air (purity 99.999%) and chromatographic gases


(N2, H2, and chromatographic air) were obtained from AGA.

RESULTS


The rate constants for the reactions of Cl atomswith the two HCEs
studied here were determined at (296� 2) K and atmospheric
pressure, using the relative rate method. The rate constant of

www.interscience.wiley.com/journal/poc Copyright � 2008

reaction (1) was measured relative to the following:


Clþ CH2ClCH2Cl ! Products (6)


where k6¼ (1.33� 0.13)� 10�12.[5–7] For reaction (2), the
reference reaction was


Clþ n� C5H12 ! Products (7)


with k7¼ (2.52� 0.12)� 10�10,[8,9] with k values in units of cm3


molecule�1 s�1.
The relative rate method relies on two assumptions: (1) both


the reactant and reference compounds are removed solely via
reaction with Cl atoms; and (2) both the reactant and reference
compound have the same exposure to Cl atoms. To verify these
assumptions, several experiments were performed to check
unwanted loss of the HCE or references via photolysis, dark
chemistry, and wall reactions. In all cases, none were observed.
Moreover, due to the UV irradiation field used in this study, the
exposure of HCE/reference compounds to atomic chlorine is
considerably uniform.[10]


Figure 1 shows a plot of ln ([Reactant]0/[Reactant]t) versus
ln ([Reference]0/[Reference]t), for the reaction (1) using
CH2ClCH2Cl as the reference compound. A similar plot for
reaction (2) using n-C5H12 as the reference compound is shown in
Fig. 2. For each HCE studied, at least three runs were carried out to
determine the rate coefficients and to test the internal
consistency of the rate constant ratios. The ratio of the rate
constants krel was calculated from the experimental data using
Eqn (3) from the slopes of the plots shown in Figs 1 and 2. The rate
constants for the reactions (1) and (2), k1 and k2, were obtained
from the krel as the value of reference rate constant k4 was
known. Thus, the value obtained for k1 is (1.05� 0.11)�
10�12 cm3molecule�1 s�1, which was derived using the rate
constant ratio k1/k6¼ (0.79� 0.01) and the literature value for k6.
Taking into account the values of k7 and k2/k7¼ (0.45� 0.01), the
derived k2 is (1.14� 0.10)� 10�10 cm3molecule�1 s�1. The errors
quoted are twice the standard deviation, arising from the least
squares analysis of the data, and include the corresponding error
in the reference rate constant.
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Figure 2. Plot of ln([CH3OCH2CH2Cl]0/[CH3OCH2CH2Cl]t) versus ln([n-C5
H12]0/[n-C5H12]t) for the reaction of Cl atoms with CH3OCH2CH2Cl


RATE CONSTANTS FOR REACTIONS OF CL AND HYDROCHLOROETHERS REACTIONS

DISCUSSION


ClRHCE rate constants


The rate coefficients determined for the reactions of Cl atoms
with the two HCEs of the present work at 298 K are presented in
Table 1, along with the rate constants for other related ethers
obtained from the literature for comparison purposes. To the best
of our knowledge, this kinetic work represents the first
experimental measurement of the rate constant for the reaction
of Cl atoms with CH3OCHCl2, whereas for CH3OCH2CH2Cl there is
only one other previous determination.[4]


Under our experimental conditions, OH radical formation is
possible via secondary reactions involving O2,


[11,12] and thus
the relative rate measurements would represent only an upper
limit to the rate of the HCE/Cl reaction. In a previous study
carried out at (298� 2) K and atmospheric pressure, and using
N2 as diluent gas, we determined for k1 and k2 values
equal to (1.04� 0.30)� 10�12 and (1.11� 0.20)� 10�10 cm3


molecule�1 s�1, respectively.[16] These values indicate that there
is no discernable difference between results obtained in air or N2


diluent. Within the experimental uncertainties, there is no
evidence for any effect of the presence of O2 on k1 and k2.

Table 1. Rate constants for the reactions of Cl atoms with HCEs a


Ether kCl(296K) (cm
3molecule�1 s�1) Ref


CH3OCH3 1.81� 10�10a [13
CH3OCH2Cl 2.91� 10�11 [14
CH3OCHCl2 1.05� 10�12 This w
CH3OCH2CH3 3.49� 10�10 [15
CH3OCH2CH2Cl 1.14� 10�10 This w


1.44� 10�10 [4]
CH3OCH2CHCl2 4.4� 10�11 [4]


a This value is the average between all the experimental values gi
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Therefore, the absence of changes suggests that interference by
OH formation is not significant for any of the HCEs and that the
presence of systematic errors due to OH reacting with the HCEs
on both rate constants is negligible under our experimental
conditions.

Correlation of ClRHCE reactivity with substituent
electronegativities


The reactivity of HCEs is expected to depend on several factors,
such as the number and position of H-atoms, the strength of the
C—H bonds and the degree and position of Cl substitution.[17]


Likewise, it is accepted that the ether linkage—O— activates the
neighboring C—H bonds since the reaction rates for the
haloethers are higher than those of the corresponding
haloalkanes.[17]


The kinetic information on ClþHCE reactions that is available
is particularly well suited to observe a large inductive effect on
reactivity. The set of ClþHCE reactions chosen involve R
substitutions directly at CH3OCHR


1R2 (where R1 and R2 are equal
to H-atoms, Cl atoms, methyl group, or chlorinated methyl
group). In order to investigate further this inductive effect, we
examined the possibility of a linear relationship between
the logarithm of the room temperature rate coefficients of the
ClþHCE reactions and the difference between the sum of
electronegativities of the atoms or groups in the substituted
—CHR1R2 and the sum of electronegativities of the three
hydrogen atoms in —CH3 (DElectronegativity¼ ECHR1R2 � ECH3 ).
This kind of relationship was previously observed by Seetula and
Gutman[18]; likewise in this work the same correlation was found
which is shown in Fig. 3. Pauling electronegativities of H and Cl
were taken to be 2.20 and 3.16, respectively.[19] A Pauling
electronegativity of 1.82 for the CH3 group was used, taken from
the work of Seetula and Gutman.[18] The electronegativity values
for CH2Cl (2.78) and CHCl2 (3.74) were calculated using an
‘effective’ electronegativity of carbon equal to 4.78, which was
derived from the CH3 group electronegativity value.
It is clear from the data in Table 1 and from the correlation


between rate constants of the Cl reactions versus DElectrone-
gativity of CHR1R2 that the inductive effect would be responsible
for the differences in reactivity between the ClþHCE rate
constants. Reactivity is enhanced by adding electron-donating
methyl groups and is reduced by replacing H-atoms on—CH3 by
electron-withdrawing halogen atoms or halogenated methyl
groups. Considering that HCEs are expected to react with Cl
atoms via an H-atom abstraction mechanism, the qualitative

t (296� 2) K and DElectronegativity


. Electronegativity CHR1R2 DElectronegativity


] 6.60 0.00
] 7.56 0.96
ork 8.52 1.92
] 6.22 �0.38
ork 7.18 0.58


— —
8.14 1.54


ven in Reference [13].
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Figure 3. Plot of �ln k versus DElectronegativity. k is the rate constant


for the reaction of Cl atoms with a certain HCE at (296� 2) K
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observations above could be rationalized taking into account
that the reaction transition state in the ClþHCE reactions would
involve an H-atom with a partial positive charge located between
the Cl atom and the CH3OCR


1R2 group [CH3OCR
1R2---H---Cl].


Enhanced electron density (R¼methyl group) would stabilize
such a transition state and facilitate reaction, while diminished
electron density (R¼ halogen atom or halogenated methyl
group) would reduce its stability due to repulsive forces between
the electrophilic attacking Cl atom and the relative positive
charge density over the H-atom.


Atmospheric implications


Atmospheric lifetimes, tX, of the HCEs studied were estimated
using the following expressions: tCl¼ 1/kCl [Cl] and tOH¼ 1/kOH
[OH], where kCl and kOH are the bimolecular rate constants for
reaction of Cl atoms or OH radicals with a certain HCE at (296� 2)
K in units of cm3molecule�1 s�1, respectively. [Cl] and [OH]
are the average tropospheric concentrations of atomic chlorine
and hydroxyl radicals, which have been deduced to be
1� 104 atoms cm�3 [20] and 5� 105 radicals cm�3,[21] respect-
ively. Tropospheric lifetimes of 10 days for CH3OCH2CH2Cl and
3 years for CH3OCHCl2 were calculated for the reactions with
chlorine atoms taking into account the rate constant values
determined in the present work for both ethers (1.14� 10�10 and
1.05� 10�12 cm3molecule�1 s�1, respectively). The correspond-
ing lifetimes for the reactions with OH radicals were estimated
as 5 and 93 days, respectively; considering rate constants for
the reactions of CH3OCH2CH2Cl and CH3OCHCl2 with OH to
be 4.92� 10�12 cm3molecule�1 s�1 [4] and 2.5� 10�13 cm3


molecule�1 s�1,[22] respectively.
The removal of both HCEs studied in this work by NO3 radicals


or O3 molecules is expected to be of negligible importance.[23,24]


Photolysis is another potential loss process, but the UV
absorption of the HCEs lies at wavelengths short enough that

www.interscience.wiley.com/journal/poc Copyright � 2008

the photolytic decomposition will not be of any significance in
the lower troposphere.
In conclusion, the atmospheric lifetimes of both ethers are


determined by the OH-initiated oxidation. The relatively short
lifetimes of the HCEs studied will hinder the transport of these
organic compounds into the stratosphere, making a minor or
negligible contribution to the ozone depletion through ClOx


catalytic cycles.
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A gemini amphiphilic phase transfer
catalyst for dark singlet oxygenation
Cédric Bordea, Véronique Nardelloa*, Laurent Wattebledb,
André Laschewskyb,c and Jean-Marie Aubrya

A new gemini surfactant phase transfer catalyst, nam

J. Phys. Or

ely diethyl-ether-a,v-bis-(dimethyldodecylammonium molyb-
date) codified as 12-EO-12-Mo, was prepared by anion exchange from the analogous gemini dichloride (12-EO-12-Cl2).
The physico-chemical properties of these compounds such as Krafft temperature, critical micelle concentration,
surface activity and binary water-surfactant behavior were compared and the influence of the molybdate counterion
was examined. Though both compounds are highly hydrophilic, the cmc of 12-EO-12-Mo (0.4mmol LS1) is about five
times lower than of its dichloride analogue (2.2mmol LS1). Moreover, 12-EO-12-Mo exhibits an additional cubic liquid
crystal phase between 53 and 64wt%. The usefulness of 12-EO-12-Mo as an amphiphilic phase transfer catalyst for the
dark singlet oxygenation was demonstrated with the peroxidation of two typical organic substrates: a-terpinene
which reacts with 1O2 according to a [4R 2] cycloaddition and the less reactive b-citronellol, which provides two
hydroperoxides according to the ene-reaction. 12-EO-12-Mo provides a simple reaction medium with only three
components for the preparative peroxidation of hydrophobic substrates by chemically generated singlet oxygen.
Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


In organic synthesis, hydrophobic molecules often have to react
with hydrophilic species. Despite the incompatibility between
antagonist reactants, interactions and reactions can be favored
by several ways using: (i) monophasic media based on dipolar
aprotic solvents (DMSO, DMF, NMP. . .) or homogenous mixtures
of water and a miscible organic solvent (alcohols, THF. . .), (ii)
biphasic media of two immiscible solvents, generally associated
with a phase transfer catalyst (PTC) typically quaternary
ammonium compounds, and (iii) submicronic and thermodyna-
mically stable dispersions of two immiscible solvents stabilized by
an appropriate amphiphile, that is, microemulsions.[1–4] Among
these strategies, phase transfer catalysis is probably the most
widely used in industry. This process is applicable to a large
number of reactions involving (in)organic anions and organic
reactants.[5–8] Therefore, it has known a remarkable development
during these last decades, owing to its numerous advantages.
Besides its simplicity, reaction rates can considerably be
increased compared to a simple biphasic system.[9,10] Still, as
most PTC do not exhibit amphiphilic properties, the unstable
emulsions formed under stirring are coarse. Moreover, at the end
of the reaction, the PTC is partitioned between the two phases,
thus complicating the recovery of the products. Furthermore,
phase transfer catalysis is unsuitable when short lifetime species
have to react with hydrophobic substrates. In particular, it cannot
be simply applied to the use of singlet molecular oxygen, 1O2


(1Dg). This reagent is efficiently chemically generated in aqueous
phase by disproportionation of hydrogen peroxide catalyzed by
molybdates anions (Eqn 1):[11–15]


2H2O2 �!
MoO2�


4 =water


pH 9�11
2H2Oþ1 O2ð100%Þ (1)
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In contrast to ground state molecular oxygen, singlet oxygen is
a selective and powerful oxidizing species that has found
considerable synthetic utility since it can undergo reactions with
a wide variety of electron-rich molecules such as olefins,
conjugated dienes, polycyclic aromatic hydrocarbons, phenols,
sulfides, and heterocycles.[16–18] However, some drawbacks,
inherent to its transitory nature and to its mode of formation,
have to be taken into account: (i) owing to its short lifetime (about
a fewmicroseconds in water), 1O2 must be generated close to the
organic substrate, (ii) the disproportionation of the intermediate
triperoxomolybdate, MoO(O2)


2�
3 , which is the main precursor of


1O2, is efficient solely in an aqueous or highly polar environment,
and (iii) poorly reactive substrates require important amounts of
hydrogen peroxide that induces an important dilution of the
reaction medium resulting in a significant competition between
the chemical reaction of 1O2 with the substrate S (rate constant kr)
and the physical deactivation by the solvent molecules (rate

2008 John Wiley & Sons, Ltd.
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constants kd) (Eqns 2–4).
[19]


1O2 �!kd
solvent


3 O2 (2)


1O2 þ S �!
kq 3 O2 þ S (3)


1O2 þ S �!kr SO2 (4)


The cumulative amount of 1O2 generated in the medium
([1O2]1) is thus related to the final concentration of the substrate
[S]1 by the following relation:[19]


kr
kr þ kq


½1O2�1 ¼ kd
kr þ kq


ln
½S�0
½S�1


þ ½S�0 � ½S�1 (5)


The ratio g ¼ kr/(krþ kq) expresses the contribution of the
chemical quenching in the overall quenching whereas b ¼ kd/
(krþ kq) is the Foote reactivity index that corresponds to the
minimum concentration of substrate required so that the
interaction of 1O2 with S (Eqns 3 and 4) becomes predominant
over the deactivation of 1O2 by the solvent (Eqn 2).
Several solutions have been brought up in order to apply the


chemical source of 1O2 to organic synthesis involving the use of
dipolar aprotic solvents such as DMF,[20] of polar protic solvents
such as methanol,[20,21] and of w/o microemulsions.[22–29] These
latter systems are particularly well suited to the peroxidation of
hydrophobic substrates because the size of the aqueous
microdomains (10–100 nm) is smaller than the mean travel
distance of 1O2 in water (�200 nm). However, several drawbacks
such as the use of high amounts of surfactants and cosurfactants
to obtain a microemulsion, the difficulty to recover the catalyst
and the oxidation products from the complex final reaction
medium, and the instability of the system toward dilution
generated by the addition of hydrogen peroxide have limited the
industrial applications of these media.
In the present work, we developed a new PTC exhibiting


interfacial properties, which enables efficient dark singlet
oxygenation of organic substrates by chemically generated
1O2. Because of the divalent nature of the molybdate anion, we
have chosen a gemini amphiphilic PTC based on two quaternary
ammonium functions to which one molybdate anion has been
associated as a counterion (Fig. 1).
The behavior of 12-EO-12-Mo in aqueous solution was


investigated and compared with one of the known dichloride
analogue 12-EO-12-Cl2, and its usefulness for dark singlet
oxygenation in biphasic media was demonstrated.

EXPERIMENTAL


Chemicals


a-terpinene (1) (85%) was purchased from Acros. b-citronellol (2)
(95%), molybdenum trioxide (95%) and Amberlite Ira-400(Cl)
resin were from Aldrich. Ethyl acetate (Puro) was used as received

Figure 1. Chemical structure of gemini surfactants diethy-


l-ether-a,-bis(dimethyldodecylammonium) salts (12-EO-12-Xn). For


X¼Cl�, Br�, salicylate: n¼ 2; for X¼MoO2�
4 : n¼ 1
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from Carlo Erba. Hydrogen peroxide 50% (17.5M) was from
Prolabo. Milli-Q water (18.2MV cm) was used.


Methods


Elemental analysis was performed by the University College of
London. NMR spectra were taken with an Avance 300 apparatus
(Bruker). Thermogravimetric experiments were performed under
nitrogen with a TGA/SDTA851 apparatus (Mettler Toledo), heating
rate 10 8C/min. Surface tensions were measured at 25 8C for
different concentrations of geminis using a Tracker Tensiometer
supplied by IT Concept. These measurements have been
performed by analysis of the profile of an air bubble formed
in the surfactant solutions. All measurements were made as a
function of time until stabilization of the surface tension.
Krafft temperatures were estimated by observing the


dissolution of a small crystal of the gemini compounds in water
by a microscope equipped with a hot stage. The binary phase
diagrams were built by preparing 12-EO-12-Xn/water samples by
weight in glass tubes, which were homogenized by repeated
heating and centrifugation back and forth. No results are
presented for concentrations higher than 85wt%, because the
solubility temperature increases rapidly with concentration,
while excessive heating induces a decomposition of 12-EO-12-Xn.
Polarized optical microscopy (POM) was used to characterize the
mesophases formed in 12-EO-12-Xn -water mixtures. POM texture
was observed with an Olympus BX60 (� 100 magnification)
equipped with a LTS120 Analysa Peltier temperature controlling
stage (Linkam). In penetration experiments, pieces of broken
lamella were placed between the microscopic slide and coverslip
to form a gradient of thickness. The compounds were deposited
on the thinner corner and a drop of water was carefully placed on
the thicker side, and allowed to diffuse toward the solid
compound, creating a concentration gradient throughout the
slide. High-performance liquid chromatography (HPLC) analyses
were carried out with a Waters 600 chromatograph equipped
with Novapak C18 (4mm) column. A mixture of Milli-Q water and
HPLC grade CH3CN was used as eluent, and UV detection was
performed with a variable-wavelength monitor Waters 490E
multi-wavelengths. UV/visible spectrophotometry analyses were
carried out with a Varian Cary 50 spectrometer.


Synthesis of
diethyl-ether-a,v-bis(dimethyldodecylammonium
molybdate) (12-EO-12-Mo)


The dimeric surfactant 12-EO-12-Mo was prepared by exchan-
ging the chloride counterions (Cl�) of diethyl-ether-a,v-bis
(dimethyldodecylammonium chloride (12-EO-12-Cl2) against
hydroxide counterions and making the latter species react with
molybdenum trioxide to form the molybdate (MoO2�


4 ). The
parent dimeric surfactant dichloride was synthesized by alkylat-
ing an excess of N,N-dimethyldodecylamine by 2,20-dichloro-
diethylether[30] as shown in Scheme 1.
140mL of an Amberlite Ira-400(Cl) resin were allowed to swell


in 300mL Milli-Q water for 10min. The resin was then introduced
in a glass column over a height of ca 30 cm. Precautions were
taken to keep the resin wet and to obtain a homogenous
repartition of the resin beads within the column. The resin was
rinsed in the column with 300mL Milli-Q water. Subsequently, it
was activated by a slow passage of 400mL of a 10wt% solution of
sodium hydroxide through the column. It was then washed with
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Scheme 1. Synthetic route to 12-EO-12-Cl2 and the ion-exchanging route toward 12-EO-12-Mo
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Milli-Q water until a pH value of 7 was obtained. After that, a
solution of 12-EO-12-Cl2 (5 g, 8.8mmol, 100ml H2O) was
progressively passed through the resin and the resulting solution
was collected in a double-necked flask under a stream of argon.
Two fractions of 100mL of Milli-Q water were finally added to
recover a maximum amount of ion-exchanged product. Then, the
collected solution was reacted at room temperature with a
stoichiometric amount (1.26 g, 8.8mmol) of molybdenum
trioxide MoO3 under stirring over 12 h in an argon atmosphere.
After reaction, the possible excess of MoO3 was filtered off on a
Buchner funnel with a small pore size. The filtrate was finally
freeze dried to recover a white hygroscopic powder correspond-
ing to 12-EO-12-Mo.


Elemental analysis


(C32H70MoN2O5, Mw¼ 658.85). Calculated for dihydrate (%): C
55.31; H 10.73; N 4.03; Mo 13.81. Found (%): C 55.24; H 10.49; N
4.08; Mo 13.00; Cl 0.70.


1H-NMR (300MHz, CDCl3, d in ppm): 0.88 (t, 6H, CH3—);
1.20-1.40 (m, 36H, —(CH2)9—); 1.70 (m, 4H, —CH2—C—Nþ); 3.37
(s, 12H, CH3—Nþ); 3.49 (m, 4H, —CH2—Nþ); 3.93 (m, 4H,
—O—C—CH2—Nþ); 4.25 (m, 4H, —CH2—O—).


13C NMR (50MHz, CDCl3, d in ppm): 14.1 (CH3—); 22.7, 23.0
(CH3—CH2—; —CH2—C—Nþ); 26.6 (—CH2—C—C—Nþ); 29.4,
29.6, 29.8, 29.8 (—(CH2)6—); 32.0 (CH3—C—CH2—); 51.4
(CH3—Nþ); 63.7, 64.8 (—CH2—Nþ—CH2—); 65.5 (—CH2—O—).
The ion exchange was effective beyond 97% according to the


amount of molybdate in the product determined by elemental
analysis and by UV spectroscopy (the molybdate anion shows a
UV-band at 208 nm with a molar extinction coefficient e¼
10430 L cm�1 mol�1 as determined from aqueous solution of
sodiummolybdate), in agreement with the small residual amount
of chloride found.


Elaboration of the biphasic reaction medium


The biphasic system was prepared at room temperature by
adding 1mL of ethyl acetate to a magnetically stirred aqueous
solution of 12-EO-12-Mo (93mg in 1mL, 7.10�2mol L�1). A
biphasic system was obtained with a lower aqueous phase,
containing the catalytic amphiphile and some ethyl acetate. The
upper phase was ethyl acetate free of 12-EO-12-Mo.


Oxidation of a-terpinene (1)


160mg of a-terpinene (85%) (1) (1.0mmol, 0.5mol L�1) were
added to the biphasic system and were treated with 30mL
(0.5mmol) of H2O2 50%. The dark orange solution was stirred at
room temperature for 30min until the color faded to pale yellow.
Four other fractions of 30mL of H2O2 50%were allowed to react in
the same way, and the reaction was monitored by HPLC. An
internal standard, that is p-xylene 0.4mol L�1, was introduced

www.interscience.wiley.com/journal/poc Copyright � 2008

in the reaction medium and detected at 210 nm. Thus, after 3 h,
98% of (1) was oxidized. The organic phase was separated from
the aqueous phase and evaporated under vacuum. Ascaridole
was recovered as a pure oxidation product in a quantitative yield.
The cumulated amounts of H2O2 consumed, the reaction times,
and the yields are reported in Table 2.


Oxidation of b-citronellol (2)


155mg of b-citronellol (95%) (2) (0.95mmol, 0.47mol L�1) in the
biphasic system were treated with 30mL (0.5mmol) of H2O2 50%.
The dark orange solution was stirred at room temperature for
30min until the color faded to pale yellow. Ten other fractions of
30mL of H2O2 50%were allowed to react in the sameway, and the
reaction was monitored by HPLC. An internal standard, that is
p-xylene 0.4mol L�1, was introduced in the reaction medium and
detected at 210 nm. Thus, after 5 h, 95% of (2) was oxidized. The
organic phase was separated from the aqueous phase and
evaporated under vacuum. The two expected hydroperoxides
were recovered as pure oxidation products with a yield of 80%.
The cumulated amounts of H2O2 consumed, the reaction times,
and the yields are reported in Table 2.

RESULTS AND DISCUSSION


Physico-chemical properties of the catalytic
gemini amphiphile


Gemini amphiphiles have two hydrophobic tails and two
hydrophilic heads linked by a spacer. They are known to exhibit
enhanced surface-active properties.[31–35] The greater efficiency
and effectiveness of geminis over comparable conventional
surfactants make them more cost-effective as well as envir-
onmentally desirable. The first studied gemini surfactants were
the bis(quaternary ammonium halides) which exhibit superior
performances, compared to their monomeric counterpart, as
catalysts in organic reactions.[36] This class of cationic surfactants
has been studied for over two decades[37] and detailed
structure-performance relationship has been published by Zana
et al.[38–48] and more recently by Laschewsky et al.[49–52] and Devi
et al.[53]


12-EO-12-Cl2 decomposes according to the thermogravimetric
analysis at about 220 8C.[30] The thermogravimetric analysis of
12-EO-12-Mo shows an amount of 5wt% water contained in the
sample which is consistent with the dihydrate form found by
elemental analysis. The thermal decomposition starts above
160 8C. Both dimeric surfactants are soluble in water at room
temperature, as their Krafft temperatures are below 0 8C.
Equilibrium surface tension g versus surfactant concentration is


plotted in Fig. 2. The inflection on the curves defines the critical
micelle concentration (cmc). Both dimeric surfactants formmicelles
at room temperature, with values for the cmc of 2.2mmol L�1
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Figure 2. Surface tension curves of cationic dimers 12-EO-12-Cl2 (o)


and 12-EO-12-Mo (�). This figure is available in color online at www.


interscience.wiley.com/journal/poc
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and 0.4mmol L�1 for 12-EO-12-Cl2 and for 12-EO-12-Mo,
respectively. Also, the surface tension is somewhat reduced by
ca 3mN m�1.
The evolution of the amphiphilic properties according to the


nature of the counterion is well known for classical, that is,
monomeric surfactants.[54–56] This is also true for the gemini
surfactants. For instance, the bromide analogue 12-EO-12-Br2
exhibits a cmc of ca 0.5mmol L�1 and gives a surface tension at
the cmc of ca 40mN m�1, that is notably reduced compared to
12-EO-12-Cl2.


[30,57] Thus, the surface active behavior of
12-EO-12-Mo with a divalent molybdate counterion compares
well to its bromide analogue. Although the MoO2�


4 lowers the
hydrophilicity of the gemini surfactant, it must be still considered
as a relatively hydrophilic counterion, taken the much more
pronounced effect of organic counterions such as salicylate into
account (Table 1).[51]


Penetration scans provide a glimpse of all possible meso-
phases formed in a full concentration range. The samples were
prepared at room temperature. Phase sequences of both gemini
surfactants are presented in Fig. 3. The 12-EO-12-Cl2 penetration
scan indicates the existence of only one type of liquid crystal
phase. With regards to 12-EO-12-Mo, the penetration scan reveals
the existence of two different isotropic phases at low
concentration, the frontier of which being specified on Fig. 3
by a white dotted line, and at upper concentration a birefringent
region. For both gemini compounds, the birefringent region are
hexagonal phase H1. On progressive heating until 95 8C, the
birefringent region does not vanish.

Table 1. Values of the cmc, g cmc, for the gemini amphiphiles
for the 12-EO-12-Xn series


Surfactant
cmc
(mM)


gcmc


(mN m�1) References


12-EO-12-Mo 0.4 42 This work
12-EO-12-Cl2 2.2 45 [30]


12-EO-12-Br2 0.52 40 [57]


12-EO-12-(salicylate)2 0.08 32.0 [51]
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Partial phase diagrams of the water-12-EO-12-Xn binary sys-
tems drawn as a function of temperature and gemini concen-
tration are shown in Fig. 4. 12-EO-12-Mo shows successively, as its
concentration is increased, a micellar phase L1 (until 53wt%), a
cubic phase I1 (from 53 to 64wt%), and a hexagonal phase H1


(from 64 to 85wt%). All these phases are still observed at 80 8C.
The phase behavior of 12-EO-12-Cl2 is different since only L1
and H1 phases are observed until 85wt%. The H1 hexagonal
phase is observed between 53 and 85wt%. However, at high
concentration (>80wt%) of 12-EO-12-Cl2 and above 45 8C, a new
isotropic viscous phase appears.
The cubic phase of 12-EO-12-Mo could be determined pre-


cisely by simple visual observation since the samples obtained in
the range of concentrations of 53–64wt% are very viscous gels
with no birefringent behavior under crossed polarizers. The
presence of a cubic phase is often found for surfactant systems
with bulky head groups, which disfavors the formation of
rod-shaped aggregates on account of the large area needed per
polar headgroup. It is the case in particular for dodecyl-1,3-
propylene-bis(ammonium chloride)[58] and its monovalent
homologue.[59] On the contrary, 12-EO-12-Cl2 does not form
any cubic phase in this region. This can be explained by the fact
that 12-EO-12-Xn is much more dissociated when X¼MoO2�


4


than when X¼Cl� as explained by Gordon and co.[60]


Dark singlet oxygenation in biphasic system based
on 12-EO-12-Mo


Because of the very short lifetime of 1O2 in water (�4ms),
water-organic solvent biphasic systems are totally inefficient for
the peroxidation of hydrophobic substrates by this excited
species chemically generated by disproportionation of hydrogen
peroxide catalyzed by molybdate ions. Actually, H2O2 and MoO2�


4


are localized in the aqueous phase where they react to form
several peroxomolybdates MoO4�n(O2)


2�
n among which the


triperoxo, and to a lesser extent the diperoxo, decompose into
1O2 (Scheme 2).[15]


However, 1O2 cannot diffuse into the organic phase to reach
the organic substrate because it is deactivated into 3O2 in the
aqueous phase by transfer of its energy to the vibrational levels to
the water molecules. Addition of typical PTCs such as alkylam-
monium chlorides does not improve the process significantly. To
solve the problem, a first alternative is to resort to microemul-
sions, particularly efficient for the dark singlet oxygenation of
highly hydrophobic substrates but these media are intricate and
unstable through water addition (arising from H2O2 decompo-
sition). The second alternative, described in the present work,
consists in using an amphiphilic PTC based on molybdate, the
diethyl-ether-a,v-bis(dimethyldodecylammonium molybdate
(12-EO-12-Mo)) that allows the generation of 1O2 near
the substrate in order to favor the chemical reaction instead
of the deactivation by water molecules.
In the presence of the same volume of water and an immiscible


organic solvent, 12-EO-12-Mo, as well as 12-EO-12-Cl2, are
preferentially localized into the aqueous phase whatever
the polarity of the solvent is, what attests of their hydrophilic
nature. However, the amphiphilic character of both these
compounds allows the cosolubilization of a small amount of
organic solvent into the aqueous phase because of the formation
of swollen micelles of 12-EO-12-Xn. Such systems are similar to
the two-phase microemulsion systems, called Winsor I, but the
low proportion of cosolubilized solvent into the aqueous phase
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Table 2. Oxidation of 0.5M of organic substrates in the oxidizing biphasic water/ethyl acetate (1/1 v/v) system in the presence of
12-EO-12-Mo at 25 8C


Substrate log(krþ kq)
a


kr


kr þ kq


a


[H2O2]
b (M) Dt (h) Product Yield (%)c


8.0 1a 1.3 2.8 98


6.0 0.87a 3.2 4.8 37


43


a According to Reference[24].
b Cumulative amount of H2O2 for a 95% substrate conversion.
c Yield in isolated and pure products directly from the organic phase by evaporation of the solvent.


Figure 4. Partial phase diagrams of the binary (left) 12-EO-12-Cl2-water and (right) 12-EO-12-Mo-water systems. The types of phases were determined


by POM and visual observation


Figure 3. Liquid crystal texture by POM in the penetration scan experiment at 25 8C for (a) 12-EO-12-Cl2-water and (b) 12-EO-12-Mo-water. L1 denotes an


isotropic liquid phase, I1 is an isotropic cubic phase, and H1 is an anisotropic hexagonal phase


Scheme 2. Mechanism of singlet oxygen formation from the system


hydrogen peroxide/molybdate ions[15]
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does not allow us to talk about microemulsions in the present
case. The hydrophobic substrate partitions between the organic
phase in excess and the proportion of this phase contained in the
swollen micelles. Thus, during the reaction, 12-EO-12-Mo, which
is localized at the interface, reacts with hydrogen peroxide and
1O2 is produced close to the substrate so that it can react with it
before being deactivated by water molecules (Scheme 3).
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Scheme 3. Schematic representation of the peroxidation of a-terpinene


1 by 1O2 generated from H2O2/MoO2�
4 in a biphasic system based on the


12-EO-12-Mo amphiphilic PTC
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It is noteworthy that, as soon as hydrogen peroxide is added to
the biphasic system, a third middle-phase rich in the red-brown
tetraperoxomolybdate MoO(O2)


2�
4 appears suggesting that the


highest peroxidized derivative of 12-EO-12-Mo catalyst is much
less hydrophilic, loosing its affinity both for water and for the
organic solvent. Some phase transfer catalytic systems with a
third liquid phase have already been described previously in the
literature.[61] This third ‘catalytic phase’ allows a local concen-
tration of the reactants improving the activity of the reaction
during the catalytic process and constitutes a simple mean to
recover the catalyst at the end of the reaction contrary to usual
biphasic systems based on PTC.
The two substrates, namely a-terpinene (1) and b-citronellol


(2), were oxidized on the preparative scale (ca 0.5M) in a water/
ethyl acetate mixture (50/50) to show the scope of the oxidizing
biphasic system based on the amphiphilic 12-EO-12-Mo PTC.
These substrates represent two standard types of the 1O2


reactions, namely, the ene reaction for b-citronellol and the
[4þ 2] cycloaddition for a-terpinene. The overall rate constants
(krþ kq) of b-citronellol and a-terpinene are respectively equal
to 106 and 108M�1 s�1 in dichloromethane (Table 2).[24] Although
these values have been measured in CH2Cl2, a similar reactivity is
expected in ethyl acetate since both these solvents are non
hydrogenated and of comparable polarity.[19,62] a-Terpinene
reacts with 1O2 very efficiently according to a pure chemical
process whereas b-citronellol has a fair reactivity with significant
physical quenching (kq). The respective oxidation products were
isolated in high yields as indicated in Table 2. During the process,
hydrogen peroxide must be added in batches to favor the
formation of the triperoxomolybdate MoO(O2)


2�
3 , the main


precursor of 1O2, leading to a characteristic red-brown coloration.
Each fraction of H2O2 corresponds to about 3.5 equivalents
with respect to MoO2�


4 in order to maximize the reaction rate.
When the medium fades, an additional batch of H2O2 can be
added.

J. Phys. Org. Chem. 2008, 21 652–658 Copyright � 2008 John W

With such a biphasic system, the recovery of the oxidation
products is straightforward. First, when stirring is stopped, the
phase separation is very rapid (only a few seconds). Then, as only
a small amount of oil is located in the water phase, almost all the
oxidation products are extracted into the organic phase. Thus,
more than 95% of ascaridole resulting from the oxidation of 1 and
about 80% of the two hydroperoxides of 2 are present in the
organic phase. In that latter case, a significant proportion of
the oxidation products are also partitioned in the aqueous phase
due to their amphiphilic nature providing them a cosurfactant
behavior. Evaporation of the oil phase without any other post
treatment allows a very good recovery of the oxidation products,
as shown in Table 2. When some oxidation products are present
in the aqueous phase, they can easily be recovered and separated
from the catalyst by addition of an excess of H2O2 which leads to
a third middle-phase concentrated in peroxidized catalyst.
In comparison with polyphasic microemulsions of Winsor I type


(i.e., a microemulsion in equilibrium with an oil phase in excess)
based on aqueous Na2MoO4/SDS/PrOH/toluene,


[28] this biphasic
system presents two advantages: (1) it allows the addition of
important amounts of hydrogen peroxide without the loss of
efficiency and (2) it can be used with any hydrophobic organic
solvent (e.g., dichloromethane, benzene, cyclohexane. . .) pro-
vided that the substrate is soluble whereas the formation of a
Winsor I based on sodium molybdate is conditioned both by the
nature of the solvent and the concentration of Na2MoO4


otherwise an inefficient Winsor II system, that is, a microemulsion
in equilibrium with a water excess phase, is formed. Under the
same conditions, the system based on sodium molybdate and
SDS requires a cosurfactant such as PrOH to form a microemul-
sion. Otherwise the resulting biphasic system is completely
inefficient since all the catalyst lies in the water phase.

CONCLUSION


A new diammonium gemini surfactant phase-transfer catalyst
with molybdate anion as the counterion was prepared from the
chlorinated analogue by anion exchange. The replacement of
the chloride ion by the molybdate ion notably modifies the
amphiphilic properties of the gemini compound leading to a
lower cmc, reduced surface tension at the cmc, and the formation
of a cubic liquid crystalline phase. By virtue of its interfacial
properties, this compound provides biphasic systems in the
presence of water and an organic solvent, whatever its polarity is,
in which the aqueous phase contains swollen direct micelles.
Hence, formation of singlet oxygen by addition of hydrogen
peroxide occurs at the interface, thus enabling the interaction
with the organic substrate contrary to biphasic systems based
on typical PTCs such as alkylammonium chloride, used in
combination with sodium molybdate, which are much less
inefficient since 1O2 is produced far from the organic droplets and
most of it is deactivated by the water molecules. Furthermore,
with 12-EO-12-Mo, the resulting system constitutes a very simple
reaction medium with only three components in comparison to
known Winsor I microemulsions based on sodium molybdate
which requires addition of surfactant (e.g., SDS) and cosurfactant
(e.g., PrOH). The new compound provides very simple and
efficient biphasic reaction media for the preparative peroxidation
of electron-rich substrates from which the recovery of the
oxidation products and the catalyst is easy.
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Computational characterization of the
hydroxylamino (—NH—OH) group
Peter Politzera,b,*, Jane S. Murraya,b and Monica C. Conchaa

J. Phys. Or

We have examined computationally some properties of the hydroxylamino group, —N(H)—OH, in different molecular
environments. Geometries were optimized at the B3LYP/6-31G** level and used to calculate B3LYP/6-311G(3df,2p)
energy differences and HF/6-31G* electrostatic potentials V(r) and local ionization energies IðrÞ. V(r) and IðrÞ were
evaluated on the molecular surfaces defined by the 0.001 au contours of the electronic densities. Two important
factors in determining the —N(H)—OH structure are lone pair repulsion and possible intramolecular hydrogen
bonding involving the remainder of the molecule, which can affect the pyramidal character of the nitrogen. The
nitrogen and oxygen lone pairs produce regions of negative potential, those of the oxygen being stronger. These
should function as hydrogen bond acceptors, although not as well as NH3 and H2O. The nitrogen lone pairs, although
less negative, are expected to be themore basic, often roughly similar to pyridine. The amine and hydroxyl hydrogens
tend to have quite positive potentials, and should be potent in hydrogen bonding. Depending upon the remainder of
the molecule, the hydroxyl and the amine protons can range from essentially no acidity to weak to quite strong. The
hydroxylamino group is estimated to have an average polarizability of 2.38 Å3 and as a substituent on aromatic rings
to be activating and ortho, para-directing, with Hammett dp¼S0.37. Copyright � 2007 John Wiley & Sons, Ltd.


Keywords: hydroxylamino group; hydroxamic acids; electrostatic potentials; local ionization energies; noncovalent
interactions
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INTRODUCTION


The hydroxylamino group, —N(H)—OH, is composed of four
reactive atoms in close proximity: two potentially acidic
hydrogens attached to two linked basic sites that have high
electronegativities and significant lone pairs. It can be anticipated
that having these two negative centers bonded to each other will
confer some degree of instability, and this is confirmed by the
simplest hydroxylamino compound, hydroxylamine H2N—OH. It
is an unstable hygroscopic white solid, m.p.¼ 338C, that is
decomposed by hot water and detonates when heated with a
flame.[1] Hydroxylamines are quite reactive, and are important in
a variety of synthetic procedures, for example, converting
aldehydes and ketones to oximes, olefins and aromatics to
amines, etc.[2]


Our objective in this work has been to computationally
characterize the hydroxylamino group and to examine its
properties in different molecular environments, as provided by
a series of eight representative molecules, R—N(H)—OH, where
R¼H (1), CH3 (2), Cl (3), CN (4), C6H5 (5), H3C—C(O) (6), NC—C(O)
(7), and C6H5—C(O) (8). The last three, 6–8, are commonly labeled
hydroxamic acids, but they can be viewed as derivatives of
hydroxylamine; in fact hydroxamic acids can be prepared by the
action of hydroxylamine upon esters and acetyl halides.[2]

g. Chem. 2008, 21 155–162 Copyright �

Our analysis will focus upon two properties: the electrostatic
potential V(r) and the local ionization energy IðrÞ. These will be
defined and briefly discussed in the next section.

PROCEDURES


Electrostatic potential


The electrostatic potential V(r) that is created throughout the
space of a molecule by its nuclei and electrons is given by Eqn (1),
which is simply a form of Coulomb’s Law:


VðrÞ ¼
X
A


ZA
RA � rj j �


Z
rðr0Þdr0
r0 � rj j (1)


ZA is the charge on nucleus A, located at RA, and r(r) is the
molecular electronic density.
The electrostatic potential V(r) is a physical observable, which


can be determined experimentally by diffraction methods[3,4] as
well as computationally. It directly reflects the distribution in
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space of the nuclear and electronic charge in a molecule. Thus,
V(r) is positive in those regions where the effect of the nuclei is
dominant, negative where it is that of the electrons.
Since noncovalent interactions are primarily electrostatic in


nature,[5,6] they can be interpreted and predicted via V(r). For this
purpose, we evaluate it on the surfaces of the molecules, since
these surface potentials, which we label VS(r), are how the
molecules ‘see’ each other. We define the molecular surface,
following Bader et al.,[7] as the 0.001 au (electrons/bohr3) contour
of the molecule’s electronic density r(r); this encompasses about
96% of the electronic charge. Using an outer contour of r(r) as the
surface has the advantage of reflecting features specific to that
molecule, such as lone pairs, pi electrons, and strained bonds. We
have confirmed that other outer contours of r(r), for example, the
0.002 au, would be equally effective.[8] The computed VS(r)
of H2N—OH, 1, is presented in Fig. 1.
In a series of studies, reviewed elsewhere,[9–11] we have


demonstrated that a variety of condensed phase physical
properties that are governed by noncovalent interactions –
heats of phase transitions, solubilities, boiling points and critical
constants, viscosities, surface tensions, diffusion constants, etc. –
can be expressed analytically in terms of certain statistical
quantities that characterize the patterns of positive and negative
regions of the surface electrostatic potential VS(r).
In this paper, our focus shall be primarily upon the most


positive and most negative values of VS(r), the VS,max and the
VS,min, respectively. There may be several such local and absolute
maxima and minima on a given surface, indicating the most
positive and negative sites. The former are often associated with
hydrogens, especially acidic ones, and the latter with lone pairs, pi
electrons of unsaturated molecules, and strained bonds.[12] We
have shown that VS,max and VS,min correlate well with empirical
measures of hydrogen bond donating and accepting
tendencies.[13]


In some instances, we will also refer to the overall most
negative potentials (not limited to the molecule’s surface), Vmin,
that are associated with nitrogen and oxygen lone pairs. These
can be interpreted as indicating the effective ‘center’ of the lone

Figure 1. Computed electrostatic potentialV(r) on themolecular surface


of NH2OH. Shade (or color) ranges, in kcal/mole, are: black (blue), negative;
gray (green), between 0 and 35; white (yellow), greater than 35.


The amino group is at the left, with its lone pair at the bottom;


the hydroxyl is at the right, with its lone pairs at the top. The black


(blue) region shows the lone pairs of the nitrogen and oxygen to be on
opposite sides of the molecule. The white (yellow) region corresponds to


the hydroxyl hydrogen


www.interscience.wiley.com/journal/poc Copyright � 2007

pair. Such Vmin are always more negative than the corresponding
VS,min, and are located within the molecular surface.
As is customary, V(r) and VS(r) will be given in energy units,


kcal/mole. Thus, their values actually represent the interaction
energy between the electrostatic potential at any r and aþ 1 au
point charge at that r.


Local ionization energy


The average local ionization energy IðrÞ was introduced as a
quantitative measure of the availability of an electron, at any
point in the space of a molecule, for charge transfer and/or
covalent bond formation. It was originally defined within the
framework of Hartree–Fock theory, by Eqn (2),[14]


IðrÞ ¼
X
i


riðrÞ "ij j
rðrÞ (2)


in which riðrÞ is the electronic density of orbital i, having energy
ei. The formalism of Hartree–Fock theory and Koopmans’
theorem[15,16] provide justification for interpreting IðrÞ as the
local ionization energy, which focuses upon the point in space
rather than upon a particular orbital.
For analyzing chemical reactivity, we compute IðrÞ on the


r(r)¼ 0.001 au surface of the molecule, just as we do V(r). The
lowest values of the resulting ISðrÞ, its local minima IS;min, show
where are the least tightly held, most reactive electrons. The IS;min


are therefore an effective means for identifying and ranking sites
susceptible to electrophilic attack. Although Eqn (2) was
introduced within the context of Hartree–Fock theory, we have
demonstrated that IS;min obtained via Kohn–Sham density
functional procedures show the same trends.[17] The computed
ISðrÞ of H2N—OH, 1, is in Fig. 2.
It should be noted that IS;min are always somewhat larger than


the magnitude of the highest occupied orbital energy. This is
because ISðrÞ averages over all of the electrons, and thus reflects
the probability of inner, more tightly held ones being at the point
in question, even on an outer contour of r(r).

Figure 2. Computed local ionization energy IðrÞ on the molecular sur-
face of NH2OH. Shade (or color) ranges, in eV, are: black (blue), less than
14; gray (green), between 14 and 17; white (yellow), greater than 17. The


amino group is at the left, with its lone pair at the top; the hydroxyl is at


the right, with its lone pairs at the bottom. The black (blue) region at the
top shows the lowest ionization energies to be associated with the


nitrogen lone pair
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In addition to its role as a guide to chemical reactivity, IðrÞ is
related to atomic shell structure, electronegativity, local tempera-
ture, and local polarizability. It has further been used to
characterize radical sites and bond strain. For a recent review,
refer Politzer and Murray.[18]


Computational methods


Molecular geometries were optimized with the hybrid density
functional B3LYP/6-31G** procedure in the Gaussian 03 code[19]


and were then used to find energy differences at the B3LYP/
6-311G(3df,2p) level. These DE are at 298 K; the zero-point and
thermal corrections were taken from the 6-31G** calculations.
The same geometries were utilized, in conjunction with the HF/


6-31G* method, to compute the electrostatic potential V(r) and
the local ionization energy IðrÞ. Hartree–Fock electronic densities
and orbital energies are known to be quite satisfactory for these
purposes.[12,15,16]


For the most part, we will focus upon the VS,min, VS,max, and
IS;min on the surfaces of the molecules, taking these to be the
0.001 au contours of their electronic densities.[7] However, we will
also have occasion to refer to the overall most negative poten-
tials, the Vmin, associated with the nitrogen and oxygen lone pairs.

RESULTS AND DISCUSSION


Structures


Our optimized bond lengths and bond angles for 1–8 are in
Table 1. The values for 1 are in very good agreement with
experimental data, and those for 6 and 8 are close to what Remko
obtained with a larger basis set;[21] the bond lengths differ by an
average 0.004 Å and the angles by 1.18.
An important determinant of the structure of the —N(H)—OH


group is the need to minimize repulsion between the nitrogen
and oxygen lone pairs. A good illustration of this is provided by
hydroxylamine, H2N—OH (1).
We found two energy minima for 1, corresponding to the


conformers 9 and 10. In 9, the effective centers of the nitrogen
and oxygen lone pairs, the respective Vmin, are only 2.40 Å apart.
Rotation of the hydroxyl group to give 10 increases this distance
to 3.21 Å, while simultaneously lowering the energy by 3.9 kcal/

Table 1. Computed geometries (B3LYP/6-31G**) for —N(H)—OH p
(4), C6H5 (5), H3C—C(O) (6), NC—C(O) (7), and C6H5—C(O) (8)a


1 2 3


Bond length, Å
R—N 1.022 (1.016) 1.461 1.864
N—H 1.022 (1.016) 1.021 1.024
N—O 1.448 (1.453) 1.449 1.392
O—H 0.966 (0.962) 0.967 0.971


Bond angle, degree
R—N—H 104.8 (107.1) 107.9 98.2 1
R—N—O 103.4 (103.2) 107.0 109.1 1
H—N—O 103.4 (103.2) 102.7 101.2 1
N—O—H 101.7 (101.37) 101.4 103.2 1


a Experimental data for 1 are in parentheses, and are taken from r
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mole [DE (298 K), B3LYP/6-311G(3df,2p)]. The separation of the
lone pairs can be seen clearly in Fig. 1.


The tendency to maximize the separation of the nitrogen/
oxygen lone pairs is pervasive in the hydroxylamines that we
have investigated (1–8). However, in the hydroxamic acids 6–8, a
second factor enters the picture: intramolecular hydrogen
bonding between the hydroxyl hydrogen and the acetyl oxygen,
as shown in 11. These H—O separations in 6–8 are, respectively,
1.95, 2.05, and 1.92 Å; all three are considerably less than the sum
of the hydrogen and oxygen van der Waals radii, 2.69 Å.[22] (Such
intramolecular hydrogen bonding in hydroxamic acids has also
been noted by Remko[21,23] and by Garcı́a et al.[24])


There are some significant structural differences between the
—N(H)—OH groups in 1–5 and those in 6–8, which can be
attributed at least in part to the intramolecular hydrogen
bonding in the latter. The nitrogens in 1–5 are essentially
pyramidal, as can be seen from their bond angles in Table 1; these
average 106.58 (compared to 106.78 in NH3


[25]). In 6–8, however,
the nitrogen bond angles average 116.68, approaching the 120.08
that would correspond to planarity. Furthermore, the R—N bond
lengths in 6–8, 1.354–1.377 Å (Table 1), are much closer to the
typical C(sp2)—N(sp2), 1.355 Å, than to the C(sp2)—N(sp3),
1.416 Å.[26] Similarly, the N—O distances in 6–8, 1.390–1.404 Å,
are what would be expected for N(sp2)—O(2), 1.397 Å, rather than
for N(sp3)—O(2), 1.463 Å.
To confirm that the intramolecular hydrogen bonding is


partially responsible for these effects, we disrupted it in 6 by
rotating the hydroxyl group away from the acetyl oxygen.
Another energy minimum, 1.9 kcal/mole higher [DE(298 K),

ortions of R—N(H)—OH, where R¼H (1), CH3 (2), Cl (3), CN


4 5 6 7 8


1.356 1.417 1.368 1.354 1.377
1.017 1.018 1.012 1.011 1.013
1.433 1.429 1.403 1.390 1.404
0.970 0.968 0.984 0.981 0.984


12.6 111.0 121.0 124.2 118.7
11.6 112.7 115.3 116.8 114.3
07.1 105.6 110.6 112.6 115.6
02.4 102.6 100.2 101.7 100.6


eference [25].
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B3LYP/6-311G(3df,2p)], was obtained with an O—C—N—O
dihedral angle of 156.78 (vs. 11.98 in 6). The nitrogen bond
angles now average 1.68 less than in 6, while the C—N and N—O
distances are 0.026 and 0.011 Å longer; all of this indicates that
the nitrogen has more sp3 (pyramidal) character in the
non-hydrogen-bonded conformer.
An interesting feature of 3, Cl—N(H)—OH, is that the Cl—N


distance of 1.864 Å (Table 1) is about 0.1 Å greater than is
normally observed for this bond.[25,26] The N—O, on the other
hand, is shorter than in any of the other molecules 1–5. A possible
interpretation is that the electronegative chlorine is inducing
some charge delocalization such as is indicated in 12.


In 4, NC—N(H)—OH, it is notable that the NC—N distance,
1.356 Å, is about 0.1 Å less than what is typical for a C—N single
bond.[25] An analogous shortening is observed for the NC—C
bond in 7, which has a length of 1.465 Å. In both instances, this
can be attributed largely to the presence of the adjacent triple
bond.[27,28] However, the CN group does also exert its anticipated
strongly electron-withdrawing inductive effect,[29] as will be seen
in the next section.

Electrostatic potentials; hydrogen bonding


The electrostatic potential VS(r) on a molecular surface is effective
as an indicator of the overall charge distribution in the molecule
and also as a guide to its noncovalent interactions, such as
hydrogen bonding. The most positive and negative values of
VS(r), the VS,max and the VS,min, are known to correlate with

Table 2. Computed electrostatic potentials, in kcal/mole (HF/6-31
where R¼H (1), CH3 (2), Cl (3), CN (4), C6H5 (5), H3C—C(O) (6), N


1 2


VS,min


Amine N �31.7 �3
Cyano N — —
Hydroxyl O �33.6 �3
Acetyl O — —
Ring — —
Cl — —


VS,max


Amine H 32.3 30
Hydroxyl H 44.5 44
Methyl H — 8.2,
Acetyl C — —
Ring H — —
Cl — —


Reference molecules
NH3: VS,min (N)¼�48.1; VS,max (H)¼ 27.6, 27.6, 27.6
H2O: VS,min (O)¼�42.1; VS,max (H)¼ 49.0, 49.0


www.interscience.wiley.com/journal/poc Copyright � 2007

empirical measures of hydrogen bond donating and accepting
abilities.[13]


In Table 2 are listed the computed VS,max and VS,min of
molecules 1–8. In order to provide perspective, the same data are
included for two reference molecules, NH3 and H2O.
The VS,min in Table 2 are, for the most part, due to the lone pairs


of the nitrogens and oxygens, the latter being the more negative.
Oxygen formally has two lone pairs, and so it might be expected
to have two VS,min, as indeed it often does. However, extensive
overlapping of its lone pair negative regions, or some other factor,
can result in only one VS,min being obtained. This is so for all of the
oxygens in Table 2, and also for the chlorine in 3.
Some VS,min that are not related to lone pairs are found above


and/or below the central portions of the aromatic rings in 5 and 8.
They are produced by the pi electrons. (In benzene, there are
VS,min of �20.1 kcal/mole above and below the center of the
ring.[30]) Only one such VS,min is observed in 8 because the
negative potential on the other side of the ring has merged with
that of the acetyl oxygen.
Chlorine and the cyano group, which also have lone pair


negative regions (Table 2), are both strongly electron attracting,
and the effects of this can readily be seen in the VS,min and VS,max


of 3, 4, and 7. The VS,max of the amine and hydroxyl hydrogens
become more positive and the VS,min of the oxygens and amine
nitrogens less negative; the VS,min of the amine nitrogen lone pair
in 4, NC—N(H)—OH, is only �6.6 kcal/mole.
As pointed out in the last section, the pyramidal characters of


the amine nitrogens in 6–8 are greatly reduced. Thus, their lone
pairs become more 2p-like and less localized, with the
consequence that no VS,min are found.
The nitrogen and oxygen VS,min in NH3 and H2O are more


negative than any in 1–8. This can be understood from the fact
that the amine nitrogens and the hydroxyl oxygens in the latter
molecules are linked to each other, diminishing their opportu-
nities to attract electronic charge. Accordingly, the nitrogen and

G*//B3LYP/6-31G**), on molecular surfaces of R—N(H)—OH,
C—C(O) (7), and C6H5—C(O) (8)


3 4 5 6 7 8


0.2 �20.7 �6.6 �24.9 — — —
— �39.8 — — �25.6 —


4.4 �22.3 �20.1 �31.4 �33.0 �18.4 �35.0
— — — �39.7 �28.9 �38.0
— — �21.4, �21.4 — — �6.2


�17.3 — — — — —


.8 48.1 58.4 37.8 54.9 67.6 49.7


.1 61.2 65.6 50.4 30.7 50.7 29.2
9.5 — — — 21.0, 22.9 —


— — — 16.3 31.1 7.1
— — 11.6–15.2 — — 21.9–24.1
5.7 — — — — —
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oxygen in NH3 and H2O should be the best hydrogen bond
acceptors in Table 2, although the VS,min of many of the others
indicate that they can also function in this manner. We have
already seen this for the acetyl oxygens in 6–8.
The VS,max of the amine and hydroxyl hydrogens in 1–8 show


that these molecules, for the most part, should be at least as
effective hydrogen bond donors as H2O and better than NH3. The
only low hydroxyl hydrogen VS,max are in 6 and 8; this is due to the
intramolecular hydrogen bonding in these molecules. It is known
that decreases in the magnitudes of the donor VS,max and the
acceptor VS,min are associated with hydrogen bonding.[31,32] This
decrease in the hydroxyl VS,max is not observed in 7 because it is
countered by the electron withdrawal of the CN group. However,
the intramolecular hydrogen bonding probably accounts for the
hydroxyl VS,max being less positive than the amine VS,max in 6–8,
whereas the former are more positive in 1–5.
There are also VS,max associated with the acetyl carbons in 6–8.


These are consistent with their known reactivities toward
nucleophiles.[2]


Finally, we want to mention a particularly interesting feature of
Table 2: a small positive region on the outer portion (the tip) of
the chlorine in 3. It has a VS,max of 5.7 kcal/mole at the point where
the extension of the N—Cl bond intersects the chlorine surface.
While this VS,max is quite weak, stronger ones are found on the
outer surfaces of many covalently bonded halogens, especially
bromines and iodines. The remainder of the surface may be
negative. These positive potentials can interact electrostatically
with the lone pairs of Lewis bases, forming weak, highly
directional noncovalent ‘halogen bonds.’[33–37] The origins of
these positive regions can be explained in terms of the ‘s-hole’
concept,[38] which can also account for analogous local positive
centers and directional interactions involving covalently bonded
atoms of Group V[39] and Group VI.[40]


Local ionization energy; acidity/basicity


While the electrostatic potentials discussed in the last section are
very useful for analyzing and predicting noncovalent interactions,

Table 3. Computed local ionization energy minima, IS;min, in eV (HF
portions of R—N(H)—OH and its conjugate bases, where R¼H (1
and C6H5—C(O) (8)


1 2


pKa
a 5.94 —


pKb
a 8.06 —


Basic sites
Amine N 12.8 12.5
Hydroxyl O 15.2, 15.2 15.1, 15.2


Acidic sites (conj base)b


Amine H 2.3 3.2, 3.4 6.
Hydroxyl H 3.9 4.3, 4.4


Reference moleculesa


NH3, pKa¼ 9.25, pKb¼ 4.75


Pyridine, pKa¼ 5.23, pKb¼ 8.77


H3C—C(O)—OH, pKa¼ 4.756


a Experimental pKa (aqueous) from Reference [25]. For bases, pKb o
b For acid sites, IS;min are for conjugate bases, that is, after remova
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such as hydrogen and s-hole bonding, the local surface
ionization energy, ISðrÞ, is more appropriate when there is
significant charge transfer, as in acid/base or electrophilic
processes. The lowest values of ISðrÞ, the IS;min, indicate the sites
of the most reactive, most available electrons. Accordingly, the
magnitudes of the IS;min can serve to rank the basicities of these
sites. A quantitative correlation has in fact been found between
the experimental aqueous basicities of a group of nitrogen
heterocycles and the IS;min of the nitrogens.[41]


Acidities can also be ranked, by looking at the IS;min of the
conjugate base sites. The lower is the IS;min of the conjugate base,
the more strongly can it interact with the proton and the weaker
is therefore the corresponding acid. Good correlations have been
shown to exist between pKa and conjugate base IS;min;


[42] the
larger is the IS;min, the smaller is the pKa.
Literature tabulations sometimes list only pKa values, for bases


as well as for acids, since the pKb for the former can readily be
determined: pKb¼ 14.00�pKa (at 258C). There can, however, be
some ambiguity. For example, H2N—OH (1) has a reported pKa of
5.94.[25] Does this correspond to the loss of an amine or hydroxyl
proton, or does it mean that the basicity of the nitrogen or the
oxygen is pKb¼ 14.00� 5.94¼ 8.06? Computed IS;min can help to
resolve such questions.
Table 3 presents the computed IS;min of the —N(H)—OH


portions of molecules 1–8 and also the IS;min for the conjugate
base sites corresponding to the loss of the potentially acidic
amine and hydroxyl protons. For H2N—OH, for example, these
latter would be the IS;min at the nitrogen in HN�—OH and at the
oxygen in H2N—O�. Also in Table 3, for reference purposes, are
the nitrogen IS;min for the bases NH3 and pyridine, and the
conjugate base IS;min for acetic acid, that is, at either oxygen in
[H3C—C(O)—O]�. Experimental pKa values are included in the
table when available; for NH3 and pyridine, these are converted
to pKb.
Even though both VS,min and IS;min are characteristic of lone


pairs, there is not a close correlation between their magnitudes in
Tables 2 and 3. For example, the amine nitrogens in 6–8 do not
have VS,min but do have IS;min. Each of the hydroxyl oxygens in 1–8

/6-31G*//B3LYP/6-31G**), on molecular surfaces of —N(H)—OH
), CH3 (2), Cl (3), CN (4), C6H5 (5), H3C—C(O) (6), NC—C(O) (7),


3 4 5 6 7 8


— — — 8.70 — —
— — — — — —


14.3 14.7 12.8 13.5 14.7 13.4
16.6 16.9 15.7 15.4 16.5, 16.5 15.3, 15.4


5, 6.9 5.9, 6.2 5.7, 5.7 5.9 7.3, 7.3 6.4, 6.4
11.6 6.1, 6.2 6.1, 6.1 6.3 7.1, 7.1 6.2, 6.3


IS;min (N)¼ 11.9


IS;min (N)¼ 12.7


IS;min [H3C—C(O)—O�]¼ 7.0, 7.1


btained from pKb¼ 14.00�pKa.


l of proton.
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has only one VS,min, but four of them have two IS;min. Particularly
significant is that even though the hydroxyl oxygens in each
instance have more negative VS,min than do the amine nitrogens,
it is the latter that have the lower IS;min and are therefore themore
basic. This is seen in Fig. 2 for H2N—OH, 1.
The nitrogen IS;min is 0.8 eV higher in pyridine than in NH3, and


its pKb is correspondingly greater by four units. The amine
nitrogens in 1, 2, and 5 have IS;min similar to that of pyridine, and
this can be expected to be true as well of their pKb. Thus, it can be
inferred that the reported pKa of 1, 5.94, should be interpreted as
a pKb of 14.00� 5.94¼ 8.06, reasonably close to pyridine’s 8.77
(Table 3). The amine nitrogens in 3, 4, and 6–8 all have IS;min


significantly above that of pyridine, and are therefore expected to
have very low basicities. The highest of these IS;min, in 3, 4, and 7,
can be attributed to the electron-withdrawing effects of the
chlorine and the cyano group.
The reported pKa of the hydroxamic acid 6 is 8.70 (Table 3).


Since its nitrogen and oxygen IS;min are too high for any
meaningful basicity (compare to the IS;min of pyridine), it can be
concluded that the pKa does represent its acidity, presumably
primarily that of the hydroxyl proton rather than the amine, since
the conjugate base of the former has a somewhat greater IS;min. Its
value, 6.3 eV, is 0.8 eV less than that of acetic acid, and its pKa is
four units larger. Thus, the ratio DpKa/DIS;min is essentially the
same in magnitude (but opposite in sign) to DpKb/DIS;min (as
described above) and to the analogous ratios observed
earlier.[41,42]


For 1 and 2, the conjugate base IS;min are very low, confirming
that these are amine bases and that the literature pKa of 1 is
actually indicative of its pKb. The molecules 4, 5, and 8 should
have acidities roughly comparable to 6; both the amine and the
hydroxyl protons may be involved, especially in the cases of 4 and
8. This is so for 7 as well, which is, however, expected to have
a pKa approximating that of acetic acid. However, the most acidic
proton in Table 3, by far, is that of the hydroxyl group in 3,
evidently due to the electron-withdrawing power of the chlorine.
It should be noted that there has been considerable


disagreement as to whether the amine or the hydroxyl proton
is the more acidic in various hydroxamic acids, or whether they
are approximately the same in this respect. A good summary,
with numerous references, has been given by Garcı́a et al.[24] In
the case of benzohydroxamic acid, 8, there is experimental
evidence that the two possible conjugate bases are found in
similar concentrations in aqueous solutions,[24,43] which is
consistent with our results in Table 3.
Overall, the IS;min in Table 3 do allow a qualitative


characterization of the relative strengths of the acidic and basic
sites on the hydroxylamino group in the different molecular
environments represented by 1–8. Neither the VS,min of the
nitrogen and oxygen lone pairs nor the VS,max of the amine and
hydroxyl hydrogens are reliable guides in this respect.


Effects on aromatic substitution


An early successful use of local ionization energies on molecular
surfaces was in predicting how substituents will affect the
reactivity of an aromatic ring toward electrophiles,[14,17] that is, do
they activate or deactivate it, and what will be their directing
properties. The first question can be answered by comparing the
magnitudes of the IS;min to those of unsubstituted benzene, the
second by noting their positions on the ring. It has in fact been
shown that both Hartree–Fock and Kohn–Sham density func-
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tional IS;min correlate very well with Hammett’s empirical
substituent parameters.[14,17]


The IS;min of the aromatic rings in 5, C6H5N(H)—OH, and
8, C6H5—C(O)—N(H)—OH, can accordingly be used to quantify
the substituent effects of the hydroxylamino group, —N(H)—OH,
and its extended form—C(O)—N(H)—OH that is characteristic of
hydroxamic acids. In 5, the ring has IS;min of 11.5–11.6 eV above
and below the ortho and para carbons, showing that these are
the sites to which the —N(H)—OH group directs electrophiles.
Since these IS;min are less than those of the carbons in benzene,
11.9 eV,[30] the group activates the ring to electrophilic
substitution. The aromatic ring in 8, on the other hand, has
IS;min of 12.4–12.5 eV above and below the meta carbons. It is to
these that the —C(O)—N(H)—OH group directs electrophiles,
and the ring is deactivated, the IS;min being greater than those of
benzene. It should be noted that aromatic IS;min are associated
with specific carbons, whereas the VS,min are above and below the
central portions of the rings (Subsection ‘Electrostatic Potentials;
Hydrogen Bonding’).
We can also estimate the relevant Hammett parameters of the


—N(H)—OH and—C(O)—N(H)—OH groups, in the samemanner
as was done earlier.[14,17] Taking Hammett meta and para
parameters, dm and dp, from Exner[44] and IS;min for a series of
substituted benzenes from Politzer et al.,[30] we obtain a linear
correlation,


d ¼ 0:8315 IS;min � 9:9441 (3)


with R2¼ 0.991. Inserting the appropriate IS;min (11.51 and
12.42 eV) yields dp¼�0.37 for —N(H)—OH and dm¼ 0.38 for
—C(O)—N(H)—OH. Thus, the—N(H)—OH group is an ortho, para
director and activates the aromatic ring toward electrophilic
attack, although not as strongly as does —NH2 (dp¼�0.57) due
to the presence of the OH. The —C(O)—N(H)—OH, on the other
hand, deactivates the ring and is a meta director, similarly to the
—C(O)H group (dm¼ 0.41).


Polarizability


The polarizability a of an atom or molecule is an indicator of the
extent to which its charge distribution is affected by an electric
field in its surroundings, perhaps due to another molecule. It is
thus a key factor in both covalent and noncovalent interactions;
Pearson’s terms ‘hard’ and ‘soft’ really refer to low and high
polarizability.[45]


Polarizability is defined by


Dmð""Þ ¼ a � "" (4)


in which Dmð""Þ is the first-order change in the dipole moment m
that is produced by the electric field e.[46] a is a nine-component
tensor which can be represented by a symmetric 3� 3 matrix;
what is commonly tabulated and invoked, however, is the
average, or scalar, polarizability a,


a ¼ 1


3
ðaxx þ ayy þ azzÞ (5)


where axx, ayy, and azz are the diagonal elements of the matrix.
It is well known that a can be approximated as a sum of atom,


group, and/or bond contributions:[47–49]


a �
X
i


ai (6)


In Eqn (6), the ai are the average polarizabilities of the
molecule’s components. Various approaches for determining the

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 155–162







HYDROXYLAMINO (—NH—OH) GROUP

ai have been proposed; one of these, due to Miller,[48] reproduces
experimental molecular a with an average error of only 2.8%.
Using Miller’s empirical polarizabilties for the —NH— and —OH
components of the hydroxylamino group, 1.351 and 1.024 Å3,
respectively, the predicted average polarizability of —N(H)—OH
is 2.38 Å3. If the group is expanded by attaching —C(O)—, for
which ai is 1.921 Å


3, then the estimated average polarizability of
—C(O)—N(H)—OH is 4.30 Å3. In the same fashion, the total
molecular polarizabilities can be approximated for all of the
molecules 1–8.

SUMMARY


A key factor in determining the geometry of the hydroxylamino
group, whatever may be the remainder of the molecule, is the
repulsion between its nitrogen and oxygen lone pairs, which
must be minimized. Superposed upon this, when the hydro-
xylamino group is part of a hydroxamic acid, is intramolecular
hydrogen bonding between the hydroxyl hydrogen and the
acetyl oxygen.
The primary analytical tools that have been used in this work


are the electrostatic potential and the local ionization energy,
both computed on the molecular surfaces. The VS,max show that
the hydroxylamino group should be, in general, a potent
hydrogen bond donor, involving both the amine and the
hydroxyl hydrogens. It should also be a reasonably good
hydrogen bond acceptor, especially through the oxygen lone
pairs.
With regard to basicity, it is the nitrogen lone pairs that are


dominant, their pKa estimated to be roughly similar to that of
pyridine, except when the R part of the molecule is strongly
electron-withdrawing or intramolecular hydrogen bonding
reduces the pyramidal character of the nitrogen and somewhat
delocalizes its lone pair, as in 6–8. As for acidity, except for 1
(R¼H) and 2 (R¼ CH3), the hydroxyl and the amine protons are
weakly acidic, usually considerably less than acetic acid. In the
case of 3 (R¼Cl), however, the hydroxyl proton is actually much
more acidic than that of acetic acid.
Both the basicity and the acidity of the hydroxylamino group


are quite dependent upon the remainder of the molecule.
However, if it can be assumed that 1 and 2 come closest to
reflecting the intrinsic nature of the group, then it can be
described as weakly basic and not significantly acidic.
As substituents on aromatic rings, the effects of —N(H)—OH


and its extended form —C(O)—N(H)—OH are dominated by the
portion of the group directly adjacent to the ring. Thus,
—N(H)—OH is an ortho, para-directing, ring-activating electron
donor, but less so than —NH2, and —C(O)—N(H)—OH is a
meta-directing, ring-deactivating electron withdrawer, quite
similar to —C(O)H.
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Photodegradation of butyl acrylate in the
troposphere by OH radicals: kinetics and fate
of 1,2-hydroxyalcoxy radicals
Marı́a B. Blancoa and Mariano A. Teruela*

The rate constant of the reaction of OH radicals with b

J. Phys. Or

utyl acrylate was studied for the first time using an atmospheric
simulation chamber at 298K and �750 Torr of air or nitrogen. The decay of the organics was followed using a gas
chromatograph with a flame ionization detector (GC-FID), and the rate constant was determined using a relative rate
method with different references. The obtained average value of (1.80W 0.26)T 10S11 cm3moleculeS1 sS1 is in
agreement with previous determinations of the rate constants of OH radicals with acrylates and methacrylates in the
literature. Additionally, product identification under atmospheric conditions was performed for the first time by the
GC-MS technique. Butyl glyoxalate was observed as the degradation product in accordance with the addition of OH to
the less substituted carbon atom of the double bond, followed by decomposition of the 1,2-hydroxyalkoxy radicals
formed. Room temperature rate coefficient was used to estimate the atmospheric lifetime of the ester studied.
Reactivity trends are discussed in terms of the substituent effects and the length of the hydrogenated chain of the
ester. The atmospheric persistence of BUAC was calculated taking into account the experimental rate constant
obtained. Copyright � 2008 John Wiley & Sons, Ltd.
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Córdoba, Ciudad Universitaria, 5000 Córdoba, Argentina 3

INTRODUCTION


Acrylate esters containing a double bond and functional carboxyl
group are used chiefly as a monomer or co-monomer in making
acrylic and modacrylic fibers. They are used in formulating paints
and dispersions for paints, inks, and adhesives, in making
cleaning products, antioxidant agents, amphoteric surfactants as
well as in making aqueous resins and dispersions for textiles and
papers. Butyl acrylate (BUAC) is a very useful feedstock for
chemical syntheses, because it readily undergoes addition
reactions with a wide variety of organic and inorganic
compounds.[1,2]


Substantial amounts of unsaturated oxygenates are continu-
ally introduced into the atmosphere and the kinetics and
degradation pathways under atmospheric conditions of many of
these compounds are still largely unknown. The atmospheric
degradation of these compounds will be initiated mainly by
chemical reaction with OH and NO3 radicals and O3 molecules
contributing to tropospheric ozone production and the for-
mation of other secondary photo-oxidants in polluted areas.[3]


In order to assess the impact of these species on air quality,
kinetic, and mechanistic information on their tropospheric
degradation is therefore needed.
Up until now, studies on the atmospheric chemistry of


unsaturated esters have not been very extensive. Limited data are
available in the literature on the gas-phase reactions of a few
unsaturated esters.[4–7]


In this work, we report the rate coefficient for the reaction of
OH radicals with BUAC:


OHþ CH2 ¼¼ CHCðOÞOðCH2Þ3CH3 ! Products (1)

g. Chem. 2008, 21 397–401 Copyright �

Experiments were conducted using the relative rate method
with different OH sources and reference compounds at room
temperature and atmospheric pressure of air or nitrogen.
To the best of our knowledge, this work provides the first


kinetic study for the reaction cited above (1) under atmospheric
conditions. In addition, our work aims to better define the
reactivity of the CH2


——CHR compounds toward OH radicals as an
extension of our previous work involving O(3P) additions to
haloalkenes,[8–10] OH addition to methacrylates and acrylates[5,7]


and OH radicals and Cl atoms additions to other unsaturated
VOCs.[11] In this sense, the results are also discussed in terms of
the substituent effects to the double bond and the length of the
hydrogenated chain of the ester on the reactivity of the olefinic
carbon. The atmospheric lifetime of BUAC was calculated taking
into account the experimental rate constant obtained.
Finally, product studies using the GC-MS technique under


atmospheric conditions were carried out for the first time for the
reaction of OH radical with the ester studied, therefore the
degradation pathway of BUAC in the atmosphere is also
postulated.

2008 John Wiley & Sons, Ltd.
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Figure 1. Schematic diagram of the simulation chamber apparatus used in the OHþBUAC reaction study
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EXPERIMENTAL


The experimental set-up consisted of a 80 L Teflon bag located in
a wooden box with the internal walls covered with aluminum foil,
and operated at atmospheric pressure (750� 10) Torr and
(298� 1) K. The schematic diagram of the simulation chamber
employed in this work is shown in Fig. 1.
Measured amounts of the organic reactants were flushed from


calibrated bulbs into the reaction chamber with a stream of ultra
pure air. The bag was then filled to its full capacity at atmospheric
pressure with N2 or ultra pure air. Before each set of experiments
the Teflon bag was cleaned by filling it with a mixture of O2


and N2 which was irradiated for 15–25min using four germicidal
lamps (Philips 30W) with a UV emission at 254 nm, to produce O3.
After this procedure, the bag was cleaned again by repeated
flushing with N2 and checked before performing the experiments
by gas chromatography (GC) to verify that there were no
observable impurities.
The initial concentrations used in the experiments were in the


range of 136–282 ppm (1 ppm¼ 2.46� 1013 molecule cm�3 at
298 K and 760 Torr of total pressure) for BUAC, 155–263 ppm for
diethyl ether and n-pentane used as reference compounds,
251–289 ppm for methyl nitrite, 336–379 ppm for NO, and 100mL
for H2O2.
Methyl nitrite (CH3ONO) in the presence of NO/O2 was used to


generate OH radicals by its photolysis using a set of black lamps
(Philips 30W) surrounding the Teflon bag, according to the
following reactions:


CH3ONOþ hv ! CH3Oþ NO (2)


CH3Oþ O2 ! CH2Oþ HO2 (3)


HO2 þ NO ! OHþ NO2 (4)


These lamps provide UV radiation with a l maximum around
360 nm.
H2O2 was used as an alternative source of OH radicals by direct


UV photolysis with germicidal lamps emitting at 254 nm (Philips
30W) surrounding the Teflon bag, according to the following
reaction:


H2O2 þ hn ! 2OH (5)

www.interscience.wiley.com/journal/poc Copyright � 2008

In the present work, typically four of these lamps were used to
produce OH radicals and the time of photolysis varied from 3 to
35min.
Periodically, gas samples were removed from the Teflon bag


using calibrated gas syringes. The organics were monitored by
gas chromatography (Shimadzu GC-14B) coupled with flame
ionization detection (FID), using a Porapak Q column (Alltech,
2.3m) held from 160 to 240 8C.
The analytical technique employed for qualitative identifi-


cation of the products formed after irradiation was GC-mass
spectrometry on a Shimadzu GC-MS QP 5050 spectrometer
equipped with a 30m–0.12mm DB-5 MS column.
The chemicals used were: N2 (AGA, 99.999%), synthetic air


(AGA, 99.999%), BUAC (Aldrich, 99%), diethyl ether (Fluka 99%),
n-pentane (Mallinckrodt, 99.9%) and H2O2 (Ciccarelli 60 wt%)
were degassed by repeated freeze-pump-traw cycling. CH3ONO
was synthesized by the dropwise addition of 50% H2SO4 to a
saturated solution of sodium nitrite in methanol and was purified
by vacuum distillation until a sample of 99% purity was obtained,
confirmed by IR spectroscopy and GC-FID.

RESULTS


Relative rate coefficient for the reactions of OH radicals with
BUAC was determined by comparing the OH reaction rate with
the unsaturated ester to that with the reference compounds


OHþ BUAC ! Products kester (6)


OHþ reference ! Products kref (7)


Provided that the reaction with OH is the only significant loss
process for both, reactant and reference compounds, then it can
be shown that


Inð½BUAC�0=½BUAC�tÞ ¼ ðkester=krefÞ � Inð½ref�0=½ref�tÞ (8)


where the subscripts 0 and t indicate concentrations before
irradiation and at time t, respectively. Plots of ln([BUAC]0/[BUAC]t)
versus ln([ref ]0/[ref ]t) should yield straight lines with slope
kester/kref.
The rate constants for the reaction of OH with BUAC studied


here was measured at (298� 1) K and atmospheric pressure,
relative to the rate constant of OH with n-pentane or diethyl
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Figure 2. Relative rate data for the OH reaction with butyl acrylate using


diethyl ether as reference compound at 298 K and atmospheric pressure


of N2 (*) and air (*)


Figure 3. Relative rate data for the OH reaction with butyl acrylate using


n-pentane as reference compound at 298 K and atmospheric pressure


of N2 (*) and air (*)


ATMOSPHERIC DEGRADATION OF BUTYL ACRYLATE

ether. Themixtures of the esters and references with CH3ONO/NO
or H2O2 were stable in the dark when left in the chamber for
about 1 h. Moreover, in the absence of CH3ONO/NO or H2O2,
photolysis of the mixtures (BUAC and references in air or
nitrogen) for more than 1 h shown negligible decrease in the
concentrations.
By using this technique, the rate constant for the reaction


studied was obtained from Eqn (8). The data were fitted to
a straight line by the linear least-squares procedure. Figures 2
and 3 show the plot of ln([BUAC]0/[BUAC]t) versus ln([ref ]0/[ref ]t),
for the reaction (1) using diethyl ether and n-pentane as reference
compounds, respectively. For each organic reactant studied,
several runs were performed for the rate constant determination;
however for the sake of clarity, only one example is presented in
Figs. 2 and 3. The rate constants of the reaction of OH with
the references used in this work were taken as (3.98� 0.13)�
10�12 cm3molecule�1 s�1 for n-pentane[12] and (1.36� 0.11)�
10�11 cm3molecule�1 s�1 for diethyl ether at 298 K.[13]


The rate constant obtained by averaging the values from
different experiments in the absolute terms was the following:


k1 ¼ ð1:80� 0:26Þ � 10�11cm3 molecule�1 s�1

Table 1. Reactant concentrations, slopes k/kref and the obtained ra
at 298 K in 760 Torr of air or N2


Precursor of OH Bath gas
[Ester]0
(ppm) Reference


H2O2 N2 136 Diethyl ether
H2O2 N2 165 Diethyl ether
CH3ONO Air 282 Diethyl ether
H2O2 N2 265 n-Pentane
CH3ONO Air 192 n-Pentane
CH3ONO Air 212 n-Pentane


J. Phys. Org. Chem. 2008, 21 397–401 Copyright � 2008 John W

The linearity of the data points and the fact that the plots show
practically zero intercepts suggest that the contribution of
secondary reactions is negligible. This fact is supported also by
obtaining the same results using different sources of OH radicals
as well as using nitrogen or synthetic air as bath gases. In Table 1,
the rate constant ratios are given along with the derived rate
constant for the OH reaction with BUAC.
The uncertainties are a combination of the 2s statistical errors


from the linear regression analysis and a contribution to cover
errors in the rate constants of the reference hydrocarbons.

DISCUSSION


To the best of our knowledge, no kinetic data on the reactions of
OH radicals with BUAC have been reported. The present study, thus,
is the first measurement of the rate constant of the reaction (1) and
therefore no direct comparison with the literature can be made.
However, it is interesting to compare the reactivity of BUAC


toward OH radicals with the corresponding alkene and other
unsaturated esters, since it has been postulated that unsaturated
VOCs react via similar addition mechanisms.[3,14] In Table 2, the
room temperature rate constants of the reactions of OH radicals

te constants for the reaction of OH radicals with n-butyl acrylate


[Ref ]0 (ppm) kreactant/kreference


kreactant
(cm3molecule�1 s�1)


155 1.29� 0.02 (1.75� 0.17)� 10�11


263 1.35� 0.08 (1.84� 0.26)� 10�11


192 1.36� 0.04 (1.85� 0.20)� 10�11


179 4.41� 0.11 (1.76� 0.10)� 10�11


230 4.44� 0.14 (1.77� 0.11)� 10�11


204 4.63� 0.11 (1.84� 0.10)� 10�11


Average (1.80� 0.26)� 10�11
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with BUAC are showed together with other unsaturated esters
and the corresponding 1-hexene and n-hexane obtained from
the literature. It is possible to observe that the rate coefficients of
the esters with OH radicals, including OHþ BUAC reaction, are
close to the corresponding alkene (OHþ 1-hexene) reaction in
the order of 10�11 cm3molecule�1 s�1. The same tendency was
also previously observed by Le Calve et al. for unsaturated
acetates and in our previous work for the reactions of
methacrylates.[16,7] The rate coefficients of unsaturated esters
with OH radicals are in general slightly lower than for the
corresponding alkenes. This observation is consistent with
the negative inductive effect of the —C(O)O— group on the
double bond, indicating that the reactions of OH with
unsaturated esters proceeds essentially by OH addition to the
C——C double bond.[7]


On the other hand, H-substitution by electron-donor groups
like —CH3 or other alkyl groups in the olefin increases the
reactivity toward the electrophilic attack of OH radicals. This
can be observed comparing the higher reactivity of methacry-
lates (CH2


——C(CH3)R) over the acrylates (CH2
——CHR), i.e., kCH2


¼¼CðCH3ÞCOOðCH2Þ3CH3 > kCH2¼¼CHCOOðCH2Þ3CH3 , kCH2¼¼CðCH3ÞCOOCH2CH3 >
kCH2¼¼CHCOOCH2CH3 , and kCH2¼¼CðCH3ÞCOOCH3>kCH2¼¼CHCOOCH3 . This
effect can be attributed to the electron-donor capacity of
the CH3 radical, which increases the charge density on the carbon
atom next to the double bond, as well as the polarizability of the
p electrons, leading to an increase in the rate constant value
consistent with the electrophilic character of the OH radical.
The reactivity of BUAC toward OH radicals can be compared


also with their corresponding saturated ester


OHþ CH3CH2CðOÞOðCH2Þ3CH3 ! products (9)

www.interscience.wiley.com/journal/poc Copyright � 2008

Unfortunatly, no kinetic data exist reaction (9). However, the
room temperature rate constants of the reactions


OHþ CH3CH2CðOÞOðCH2Þ2CH3 ! products (10)


OHþ CH3CðOÞOðCH2Þ4CH3 ! products (11)


were reported previously to be k10¼ 7.4� 10�12 and
k11¼ 7.5� 10�12 cm3molecule�1 s�1.[17,18] The rate coefficient
of the reaction (9) is expected to be close to the values of k10 and
k11 (around 7� 10�12 cm3molecule�1 s�1). This value is con-
siderably lower than the rate coefficient determined in this work
for reaction (1), 1.8� 10�11 cm3molecule�1 s�1, providing evi-
dence that both lead to products following different reaction
mechanisms (e.g., addition to the C——C double bond for BUAC
and H-atom abstraction for CH3CH2C(O)O(CH2)3CH3).


[3,19–21]


Product identification


Further experiments were also conducted to identify reaction
products under similar conditions to the kinetic experiments for
reaction (1). Themain product was butyl glyoxalate in accordance
with that obtained previously for the OH addition reaction to
methacrylates.[7] We observed the ions withm/e¼ 29, 41, and 57
characteristic of butyl glyoxalate. The reaction products found,
together with the observed reactivity trends, confirm that the
reaction proceeds via an addition mechanism of the OH radical to
the double bond similar to that proposed by Atkinson for the OH
radical addition to alkenes.[19,20] The 1,2-hydroxyalkyl radical is
oxidized and further reduced in the presence of O2 and NO to
give the 1,2-hydroxyalkoxy radical. This radical decomposes
leading mainly to the corresponding glyoxalate and formal-
dehyde, as shown in the following reaction scheme:

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 397–401







Table 2. Comparison of the rate constants of the reactions of
different CH2


——CHR, CH2
——(CH3)R and n-hexane with OH


radicals under atmospheric pressure and 298 K


VOC
kOH� 1011


(cm3molecule�1 s�1)


CH2
——CHC(O)OCH3 1.3a


CH2
——CHC(O)OCH2CH3 1.7a


CH2
——CHC(O)O(CH2)3CH3 1.8b


CH2
——C(CH3)C(O)OCH3 4.2c


CH2
——C(CH3)C(O)OCH2CH3 4.6c


CH2
——C(CH3)C(O)O(CH2)3CH3 7.1c


CH2
——CHCH3 3.0d


CH2
——CHCH2CH3 3.0d


CH2
——CH(CH2)3CH3 1.7d


CH3(CH2)4CH3 0.7d


a Reference.[5]
b This work.
c Reference.[7]
d Reference.[15]


ATMOSPHERIC DEGRADATION OF BUTYL ACRYLATE

According to the products observed, the main fate of the
1,2-hydroxyalcoxy radicals formed seems to be the decompo-
sition channel, where the OH preferably attacks the terminal
carbon of the double bond.[22] We did not find dihydroxycarbonyl
compounds or hydroxycarbonyl acids as reaction products.
Therefore, we can conclude that other channels such as
isomerization or reaction with O2, respectively, proposed by
Atkinson for alkenes,[19,20] are negligible for BUAC under our
experimental conditions.
Regarding nitrate formation in the reactions of NO with


1,2-hydroxyalkyl, 1,2-hydroxyperoxy, and 1,2-hydroxyalcoxy
radicals, we did not see any organic nitrate formation, hence
addition of NO to such radicals is negligible under our
experimental conditions.
The atmospheric lifetime, tx, of the BUAC was calculated


through the expression: tx¼ 1/kx[OH]. Unfortunately, no kinetic
data are available for the reactions of BUAC with other
tropospheric oxidants like O3 molecules NO3 radicals or Cl
atoms. A tropospheric lifetime of 8 h is calculated, assuming a
12 h average concentration of OH of 2� 106 molecule cm�3.[23]


This lifetime indicates that BUAC is likely to be rapidly removed in
the gas phase, the reaction with OH being the major loss process
for the unsaturated ester. Loss by photolysis can be considered
negligible since it is photolytically stable in the actinic region of
the electromagnetic spectrum.
The short lifetime of a few hours indicates that BUAC, like other


acrylates andmethacrylates will be oxidized close to the emission
sources. Consequently, this emissions will have mainly a local
impact concerning the photochemical smog production. The

J. Phys. Org. Chem. 2008, 21 397–401 Copyright � 2008 John W

products formed from the OH-initiated degradation are mainly
carbonyl compounds, which are net sources of HOx (OH, HO2)
radicals that enhance photo-oxidation formation.
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QSPR correlation for conductivities and
viscosities of low-temperature melting
ionic liquids
Riccardo Binia, Marco Malvaldia, William R. Pitnerb and Cinzia Chiappea*

In order to rationalize the physicochemical behaviou

J. Phys. Or

r of ionic liquids (ILs), quantitative structure–property relation-
ship (QSPR) models have been derived for the conductivity and viscosity of a class of ILs based on the bis(trifluor-
omethylsulphonyl)imide anion. Data obtained at two different temperatures were analysed to assess the consistency
of the derived relationships. Satisfactory correlations were found for both properties, although the QSPR derived for
viscosity was heavily temperature dependent. ILs containing nitrile-functionalized cations could not be inserted into
satisfactory QSPR. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Ionic liquids (ILs) are salts that are liquid at ambient temperature
and are generally composed of an organic cation (typically, a
quaternary ammonium or a functionalized imidazolium cation)
and an anion, which is usually inorganic. The study of ILs has
experienced huge growth in recent years as a promising field for
the development of new environmentally sustainable technol-
ogies. The interesting features of ILs include a negligible vapour
pressure, excellent and adjustable solvation power for organic,
inorganic and polymeric compounds, non-flammability, high
thermal and electrochemical stability. These properties make ILs a
viable alternative to organic volatile solvents and have stimulated
a great deal of interest in the use of ILs in a wide range of
applications, including chemical synthesis, separation processes,
catalysis and as electrolytic solutions for batteries and for
electrodepositions of metals.[1–7]


Careful choice of the anion–cation combination allows
synthesis of ILs with physical and chemical properties tailored
to a specific task.[8] According to Katritzky et al.,[9] there are
approximately 1018 anion–cation combinations that can lead to
useful ILs; therefore, it is necessary to develop and employ
predictive computational tools capable of contributing to the
design of new ILs with the desired properties.
The target properties of this study were ionic conductivity and


viscosity. In solvents designed for organic reactions, viscosity
determines the kinetic regime (diffusion-controlled or activa-
tion-controlled) and, if the reaction is diffusion-controlled, is a
parameter entering directly in the kinetic constant. Even in an
activation-controlled regime, however, highly viscous media dis-
play a non-negligible dependence of the kinetics from viscosity.
Application of Kramers theory[10] is one methodology for
accounting for such effects. It is worth noting that ILs do not
fulfil the initial assumptions of Kramers theory, and, thus, a
microscopic approach, based on time-dependent response func-
tions, is necessary to quantitatively account for the incoherent
mechanical fluctuations which are the molecular origin of
viscosity. In addition, viscosity is very important as a physical

g. Chem. 2008, 21 622–629 Copyright �

property in the application of ILs as raw materials as, for example,
lubricants or mechanical dampers.[11]


Conductivity is also an important feature in a wide range of
chemical applications involving batteries or electrodeposition of
metals, where ILs are now considered as promising deposition
media.[12] Conductivity and viscosity are related phenomena;
Walden observed that for aqueous solutions of electrolytes, the
magnitude of the equivalent conductivity is inversely pro-
portional to magnitude of the viscosity.[13] Much thought has
recently focused on the application of the Walden’s observation
to ILs, which are pure electrolyte systems rather than aqueous
solutions. Deviations from the relationship have been used to
classify electrolytes as super-ionic, ionic and poorly ILs,[14] to
explore the ‘ionicity’ of ILs[15] and to investigate ion-pair
formation.[16]


To test a possible predictive method, we have employed an
approach based on descriptors derived from molecular orbital
(MO) calculations. Such models based on quantitative struc-
ture–property relationship (QSPR) coupled with such kind of
descriptors have previously been proposed for the predicting the
melting point of ILs.[8,17–22] Three recent papers have proposed
this approach for predicting viscosity and conductivity.[23,24]


Although a great number of studies on the thermophysical and
transport properties of ILs have been published up to now, they
cannot be used to build up a consistent and reliable database to
be used in order to compare different systems or to perform
numerical analysis. This is due to several reasons: experimental
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data are given for different systems coming from different
sources or are measured under non-equivalent conditions. For
example, viscosities are often measured with ordinary visc-
ometers without the possibility to define the shear rate, which
are designed for low-viscosity fluids and thus have an
unacceptably high experimental uncertainty when used with
high-viscosity (and non-Newtonian) ILs. Another source of poor
reproducibility is the unknown level of impurities arising from
sample preparation and handling (e.g. halides, water), which can
strongly affect the transport properties of ILs.[25,26] Thus,
measurements performed in different laboratories on samples
prepared with different procedures containing unreported
quantities of impurities often do not match an acceptable
degree of reproducibility for constructing and testing a model.
In the following, correlations will be presented on a data set


collected from ILs synthesized and characterized in the same
laboratory, and not taken from literature; only few such studies
has currently employed this methodology, and this on a
necessarily limited data set.[21,27]

6


METHODS


Synthesis and characterization


The synthesis of the ILs used for this research follow well-
established protocols.[28] All chemicals were used as supplied
without further purification. The general procedure for IL
synthesis was as follows: a haloalkane (1.1mol) and an organic
base (1.0mol) were combined with 150ml acetonitrile and stirred
under reflux at 80 8C for up to 10 days. The solution was cooled to
room temperature and the resulting halide salt was crystal-
lized through the addition of ethyl acetate, isolated by filtration,
rinsed with further washings of ethyl acetate and dried under
reduced pressure (ca. 1mbar) at 60 8C for 24 h. A portion of
the isolated halide salt (0.5mol) was then dissolved in 150ml
of deionized water, to which was added an aqueous solution of
H[N(SO2CF3)2] (0.6mol). After mixing the resulting two-phase
mixture for 1 h, 100ml of dichloromethane was added, and
the organic and aqueous phases were separated. The organic
phase was washed with deionized water and then dried under
vacuum to remove both the dichloromethane and residual water
to yield the IL.
The identity of each IL was confirmed with 1H NMR spec-


troscopy and ESI mass spectroscopy. Halide content was
determined by ionic chromatography using a Metrohm system
equippedwith amodel 820 IC separation center, a 819 IC detector
and a Metrosepp A Supp 5 column; the eluent was an aqueous
mixture containing 3.2� 10�3mol L�1 Na2CO3, 1.0� 10�3mol L�1


NaHCO3 and 5% acetonitrile. Water content was determined
coulometrically using a Metrohm model 831 KF Coulometer with
CombiCoulomat fritless Karl–Fischer reagent. All reported
viscosity, density, and conductivity values are for ILs containing
less than 500 ppm water and less than 100 ppm halide.
Viscosity measurements were performed with an Anton Paar


model SVM 3000 Stabinger Viscometer. Conductivity measure-
ments were carried out using a Knick model Konduktometer
703 conductivity meter equipped with a model ZU6985
conductivity cell; the sample cell was placed in a Binder model
MK 53 climate control box, which controlled the temperature to
�0.1 8C. The ILs synthesized, together with values of viscosity,
density and conductivity are reported in Table 1.

J. Phys. Org. Chem. 2008, 21 622–629 Copyright � 2008 John W

Calculations


All ab initio quantum mechanical calculations have been perfor-
med with Gaussian 03.[29] The cations were optimized at the
DFT level with the B3LYP functional. Vibrational frequencies
were calculated for all cations using the same level of theory as
the optimizations. Partial atomic charges, unless specified
otherwise in the description of electrostatic properties, were
calculated using the Natural Bond Orbital method as imple-
mented in Gaussian.
The program CODESSA version 2.7.5[30] was employed to derive


correlations between each descriptor and the conductivity and
viscosity data in order to derive the QSPRs and to calculate the
statistics for the same relationships. For each QSPR the correlation
coefficient (r), the Fisher significance parameter (F), the cross-
validated correlation coefficient calculated using a leave-one-out
method (R2cv) and the corrected mean square error (s2) were
determined. CODESSA’s heuristic method was used to obtain
viscosity and conductivity QSPRs. Before derivation of QSPRs, the
method selects descriptors that correlate poorly with the
property data, ill-defined descriptors for some compounds and
descriptors intercorrelating with other descriptors; these selected
descriptors are discarded for the calculations of QSPRs.
CODESSA divides the descriptors into classes: constitutional,


topological, geometrical, electrostatic, quantum mechanical and
thermodynamic. Of these classes, constitutional, topological and
geometrical descriptors are usually not among the best descrip-
tors and their chemical implications appears often unclear, and
are unhelpful in the rationalization of the experimental behaviour
on the basis of QSPRs. For these reasons, in the following
calculations only the electrostatic, quantum mechanical and
thermodynamic descriptors have been used. The starting
descriptor pool consisted of 250–254 descriptors, depending
on the nature of the molecule. With the heuristic method,
elimination of ill-defined, inter-correlated and poorly correlated
descriptors led to a set of about 120 descriptors.

RESULTS AND DISCUSSION


The properties analysed are viscosity and conductivity of 33 ILs
based on imidazolium, pyridium, piperidinium and morpholi-
nium cations, bearing linear alkyl or oxyalkyl chains. Data were
collected at two different temperatures (293 and 353 K, respec-
tively), in order to assess if the temperature region at which the
correlations are performed can affect the best descriptor set used
and the correlations founded. For each data set, we performed
correlations for a growing number of descriptors in the range
from 1 to 8. Plots of R2 and R2cv values against the number of
descriptors, together with analysis of the relative importance of
further descriptors in the QSPRs, can provide some indications
about the number of descriptors adequate to describe themodel.
As a first aspect, all data points pertaining to nitrile-


functionalized ILs in the original data set were obvious outliers,
falling well outside the 95% confidence limit. This is not
surprising: recent reports[31] have indicated that this class of
compounds displays rather peculiar properties (such as extre-
mely high viscosity) independent from the aromatic or aliphatic
head group of the cation. To improve the quality of the
correlation, all of the data pertaining to the nitrile-functionalized
ILs have been discarded from the data set in the actual QSPR
calculations presented.
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Figure 1. Plot of R2 at T¼ 293 K (circles) and T¼ 353 K (squares) against


the number of descriptors for conductivity QSPR analysis. This figure is
available in colour online at www.interscience.wiley.com/journal/poc
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QSPR CORRELATIONS FOR ILS CONDUCTIVITY AND VISCOSITY

Second, for both data sets the quality of QSPR increases with
increasing temperature, even when this increase in temperature
has the opposite effect on the range and dispersion of
experimental data points (which increases for conductivity and
decreases for viscosity). Plots of R2 and R2cv are reported in
Figs. 1 and 2, in support of this conclusion. Such an effect is
particularly important for viscosity, and the probable reasons for
this will be discussed in detail in the dedicated subsection.


Conductivity


The main correlations of conductivity at 293 and 353 K are
reported in Tables 2 and 3, respectively.
The twomost statistically significant parameters throughout all


correlations for the lower temperature (T¼ 293 K), according to
the t-test parameter, are the principal moment of inertia and the
maximum net atomic charge for an H atom. This last descriptor is
related to the ability of the cation to give stable hydrogen bonds

Figure 2. Plot of R2 at T¼ 293 K (circles) and T¼ 353 K (squares) against


the number of descriptors for viscosity QSPR analysis. This figure is


available in colour online at www.interscience.wiley.com/journal/poc
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Table 3. Correlations of conductivity at T¼ 353 K by the heuristic method


#D R2 R2cv F XþDX t-Test Descriptor


1 0.7572 0.7158 77.95 1.0332eþ 00 1.4100eþ 00 0.7328 Intercept
1.1854eþ 02 1.3426eþ 01 8.8291 Principal moment of inertia A


2 0.8716 0.8366 81.46 8.7727eþ 00 1.1824eþ 00 7.4192 Intercept
2.4313eþ 03 1.9978eþ 02 12.1694 Principal moment of inertia A
�1.3310eþ 02 2.211eþ 01 �6.0178 Maximum partial charge (Qmax)


3 0.9000 0.8610 68.97 9.8919eþ 00 1.1527eþ 00 8.5816 Intercept
2.2095eþ 03 1.9997eþ 02 11.0493 Principal moment of inertia A
�1.2174eþ 02 2.043eþ 01 �5.9584 Maximum partial charge (Qmax)
�7.0256eþ 01 2.751eþ 01 �2.5538 Maximum 1-electron reactive index


for a C atom
4 0.9388 0.9112 84.33 4.1767eþ 01 7.7859eþ 00 5.3644 Intercept


1.2168eþ 03 2.8636eþ 02 4.2491 Principal moment of inertia A
�1.3417eþ 02 2.071eþ 01 �6.4785 Maximum partial charge (Qmax)
5.8154eþ 01 1.2471eþ 01 4.6633 HA dependent HDSA-1/TMSA
�2.0287eþ 02 4.834eþ 01 �4.1961 FPSA-3 fractional PPSA


R. BINI ET AL.


6
2
6


and, subsequently, to form stable ion pairs that do not contribute
to electric conduction. As has been recently argued by
Watanabe,[32,33] the degree of ionicity is of capital importance
in the conductivity of ILs and of their mixtures with polar solvents.
The principal moment of inertia is related to the length of the
substituent alkyl chain, regardless of the kind of functional
groups present on the chain. It is not unrealistic that long chains
affect the cation’s ability to coordinate anions and, therefore, to
form ionic pairs of partially ‘correlated’ anions and cations.[34] The
correlation chart for conductivity at 293 K in the four-descriptors
model, which was judged to be satisfying, is reported in Fig. 3.
It is notable that the correlations found for the higher


temperature are essentially of the same nature, and that the two
main contributions to the correlations are from the same
descriptors reported for the data sets related to 293 K. This is
equivalent to saying that the analysis of conductivity gives
reliable correlations regardless of temperature. The correlation
for conductivity at 353 K in the three-descriptors model (Fig. 4) is
nevertheless much more satisfying than its four-descriptors
counterpart at lower temperatures, displaying an R2¼ 0.900

Figure 3. Calculated versus experimental conductivities at 293 K in the


four-descriptors model


www.interscience.wiley.com/journal/poc Copyright � 2008

which is quite higher that the value of R2¼ 0.8174 obtained with
four-descriptors model at lower temperature.


Viscosity


Themain correlations of viscosity at 293 and 353 K are reported in
Tables 4 and 5, respectively. Here, as in the conductivity analysis,
the quality of correlation improves with increased temperature.
When the results obtained at the two different temperatures are
compared, the important descriptors and correlations obtained
in this analysis differ even qualitatively; this is significantly
different from the case for conductivity, where the correlating
factors were essentially of the same nature.
At the lower temperature (293 K), the most important


descriptor appears to be the fractional negative surface area
FNSA-3 Fractional PNSA (PNSA-3/TMSA) [Quantum-Chemical PC]
and the maximum 1-electron reactive index for a C atom. The first
descriptor is a measurement of the negatively charged surface
area accessible to the surrounding molecules, while the second is
a Fukui function designed specifically to describe chemical

Figure 4. Calculated versus experimental conductivities at 353 K in the


three-descriptors model


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 622–629







Table 4. Correlations of viscosity at T¼ 293 K by the heuristic method


#D R2 R2cv F XþDX t-Test Descriptor


1 0.5652 0.4107 35.10 �2.1524eþ 03 4.1658eþ 02 �5.1669 Intercept
2.9054eþ 01 4.9039eþ 00 5.9247 DPSA-3 difference in CPSAs


2 0.7081 0.5870 31.54 7.8235eþ 01 8.9379eþ 01 0.8753 Intercept
�2.2911eþ 04 3.0480eþ 03 �7.5168 Avg. nucleophilic reactive index for a O atom
�1.5355eþ 03 2.2089eþ 02 �6.9517 Minimum net charge for a O atom


3 0.7842 0.6352 30.29 2.0173eþ 03 7.6003eþ 02 2.6542 Intercept
�1.2457eþ 04 2.0231eþ 03 �6.1574 FNSA-3 fractional PNSA
1.3351eþ 04 2.6852eþ 03 4.9721 Maximum 1-electron reactive index for a C atom
�2.1173eþ 03 7.0137eþ 02 �3.0188 No. of occ. electronic levels/# of atoms


4 0.8755 0.7647 42.18 �7.1852eþ 01 2.9694eþ 02 �0.2420 Intercept
�1.4507eþ 04 1.6351eþ 03 �8.8726 FNSA-3 fractional PNSA
1.0005eþ 04 2.2353eþ 03 4.4759 Maximum 1-electron reactive index for a C atom
2.9155eþ 02 6.3130eþ 01 4.6182 FPSA-2 fractional PPSA
�3.7319e� 01 8.7371e� 02 �4.2714 Highest normal mode vib. frequency


Table 5. Correlations of viscosity at T¼ 353 K by the heuristic method


#D R2 R2cv F XþDX t-Test Descriptor


1 0.6191 0.5478 43.88 �4.5057eþ 01 9.4166eþ 00 �4.7849 Intercept
7.3432e� 01 1.1085e� 01 6.6245 DPSA-3 difference in CPSAs


2 0.8345 0.7665 65.54 1.4347eþ 01 2.5491eþ 00 5.6281 Intercept
�1.9461eþ 02 2.4518eþ 01 �7.9376 Maximum electrophilic reactive index for a N atom
�4.1512eþ 01 6.2565eþ 00 �6.6351 FNSA-2 fractional PNSA


3 0.8982 0.8577 73.49 4.1532eþ 01 6.5614eþ 00 6.3297 Intercept
�1.7823eþ 02 2.011eþ 01 �8.8623 Maximum electrophilic reactive index for a N atom
�7.9424e� 01 8.8380e� 02 �8.9867 PNSA-3 atomic charge weighted PNSA
�1.7107eþ 01 4.073eþ 00 �4.1991 Maximum atomic orbital electronic population


4 0.9460 0.9287 105.1 5.5026eþ 01 5.8181eþ 00 9.4577 Intercept
�1.6570eþ 02 1.5039eþ 01 �11.017 Maximum electrophilic reactive index for a N atom
�1.2079eþ 00 1.0245e-01 �11.790 PNSA-3 atomic charge weighted PNSA
�1.2950eþ 02 2.0614eþ 01 �6.2821 Polarity parameter (Qmax–Qmin)
�7.1295e� 03 1.4367e� 03 �4.9626 Highest normal mode vib. frequency


Figure 5. Calculated versus experimental viscosities at 293 K in the


four-descriptors model
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reactions; both these descriptors can be thought to account for
cation–anion interactions. Since the mobility (and thus the
viscosity) of an IL is ruled by a slow ion-exchange mechanism,[34]


which is dependent on the interaction strength, the presence of
such descriptors appears physically reasonable. Nevertheless, the
correlation obtained (Fig. 5) is rather poor: although for the
four-descriptor model the R2 is satisfying (0.8755), a visual
inspection of the correlation chart reveals an unsatisfactory
correlation, particularly in the low-viscosity area. A possible
explanation for this may be the inhomogeneous distribution of
viscosity values in the data set, as a consequence of the fact that
morpholinium-based ILs display a viscosity quite higher (about 1
order of magnitude) with respect to the other ILs of the data set.
As appears by inspection of Fig. 5, the data set is somewhat
spreaded in two regions of low (non-morpholinium) and high
(morpholinium) viscosity. The correlation obtained thus matches
these twomacroregions with different viscosity values, but fails in
describing in detail the behaviour of viscosity.
It is nevertheless known that themodelling of viscosity through a


descriptor-based QSPR is usually a hard work, and that often this
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Figure 6. Calculated versus experimental viscosities at 353 K in the


three-descriptors model. This figure is available in colour online at
www.interscience.wiley.com/journal/poc
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property shows nonlinear behaviour. Actually, elimination of the
six highest viscosity data points and analysis of the subsequently
reduced data set gave qualitatively similar results: this indicates
that the inhomogeneity of data set may not be the only factor
affecting the quality of the obtained relationship.
A much better correlation set is obtained at the higher


temperature (353 K); here, the most important descriptors in all
the correlation sets are the FNSA-3 Fractional PNSA (PNSA-3/
TMSA) [Quantum-Chemical PC] and the maximum electrophilic
reactivity index for a N atom (Fig. 6). As with the former, we
interpreted these two descriptors as a measure of the strength
of the cation–anion interaction; we note, however, that the
descriptors obtained are different from the ones given by
the analysis of the lower temperature data. The quality of the
correlation obtained here is satisfying; with a three-descriptor
model (one less descriptor than for the lower temperature), the
R2 obtained is 0.8982 and the quality of the fit is visually
convincing.
A possible reason for the striking difference between the two


temperatures may be the fact that complex fluids near to the
super-cooling regime or glass-transition temperature often
exhibit non-Newtonian behaviour; that is, the viscosity is a
function of the shear rate at which it is measured; some ILs have
been found to display such behaviour.[35] As a consequence,
comparing the viscosity of a Newtonian and of a non-Newtonian
liquid measured at the same shear rate may be seen as
comparing two different properties, since the mobility of
supercooled and simple liquids is ruled by different phenomena.
Comparison of data acquired at elevated temperatures may thus
act to eliminate or reduce such differences.

CONCLUSIONS


We have presented QSPR for the conductivity and viscosity of a
class of ILs specifically designed for electrochemical applications.
Satisfactory correlations have been obtained after elimination
from the data set of the data pertaining to nitrile-functionalized
cations, which probably exhibit specific interactions not captur-
ed by the set of descriptors selected. All the correlations
improved when calculated with the data measured at the higher
temperature. With respect to viscosity, qualitatively different

www.interscience.wiley.com/journal/poc Copyright � 2008

correlations were found between the analyses at two different
temperatures. The origin of such discrepancies cannot be
assessed definitely: we note, however, that the non-Newtonian
behaviour of some ILs at room temperature is expected to
contribute. Viscosity and conductivity, although correlated in
their molecular origin, are described with different accuracy;
while conductivity turns out to be a property which is well
described by a QSPR approach, viscosity appears to be quite
more difficult to rationalize. We have to keep in mind, however,
that viscosity is generally speaking a quite difficult property to be
modelled or predicted. The problems encountered here in
modelling the viscosity behaviour by the QSPR approach are then
not surprising.
In this sense, due to the very nature of the properties that are


modelled, some bulk properties are efficiently described by QSPR
approach in molecular and ILs, while for other properties
(typically transport properties) there is room for considerable
improvement.
The most important descriptors founded in correlation of both


properties are, in principle, a measurement of interaction
between ions; this appears physically sound, as the mobility
and ability to transport electric charge are intimately connected
to the degree of ionic association and the interaction potentials
between ions.
From our results, and the studies already presented in the


literature, it is our opinion that such numerical approach can find
its application in discriminating amongst different classes of ILs
(e.g. imidazolium, pyridinium) or to optimize and modulate
properties among the same class; nevertheless, its power as a
general predictive tool for the whole set of possible ILs appears to
be questionable, on the basis of the complexity of correlations
obtained for the large and heterogeneous data sets found in the
literature.
As explained in the text, we utilized only general electrostatic,


thermodynamic, and quantum-chemical descriptors. A possible
way to improve the reliability and predictive power of QSPR
methods, when applied to ILs, may be to design and test new
kind of dedicated descriptors on the basis of what suggested
from experiments and chemical knowledge.
As a final remark, we stress that it is common practice to collect


experimental data sets for the physico-chemical properties of ILs
from reviews or collection of articles, thus obtaining a data set of
properties measured in different conditions on ILs synthesized
with differing and often unknown degrees of purity. As already
stressed in the Section Introduction, it is known that properties of
ILs depend heavily on the degree of purity which cannot always
be easily controlled. The measured properties for the same IL can
thus vary to a non-negligible extent if measured in different
situations: we note, as an example, that the values found in the
literature for the viscosity of [bmim][Tf2N] (52mPa s[36] and
57.6mPa s[37]) differs noticeably (17 and 11%) from the one
measured by us (64mPa s) at nominally the same conditions. It is
therefore advisable to perform correlations on data sets obtained
under the same conditions, since experimental variation aspect
can deeply affect the results.
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Electrostatic interactions effect in the
aminolysis of some b-lactams in the presence
of poly(ethyleneimine):structure-reactivity
Antonio Arcellia*, Gianni Porzia, Samuele Rinaldib and Monica Sandric

J. Phys. Or

The aminolysis reaction of a series of b-lactams in the presence of poly(ethyleneimine) (PEI) at 30-C and pH¼ 8.40 has
been studied. The substrates investigated follow a pseudo first order rate, except two b-lactamswhich show a two step
consecutive reaction. Increasing the polyelectrolyte concentration, Michaelis–Menten type kinetics are been observed
and for four substrates a more complex rate behaviour was verified owing to the polyelectrolyte inhibition effect.
Both the binding constant K1 between polyelelectrolyte and b-lactam and the first order rate constant of the
reactive complex decomposition kcat were calculated. The substituent effect at C-6( or C-7( position of b-lactam on
the aminolysis rate does not correlate with the sI value (Taft plot). Most probably, steric and electronic effects are
important, but the electrostatic ones are determining factors for the relevant acceleration attributable to both the
binding phenomena and the increased reactivity of the substrate–polyelectrolyte complex. The comparison between
poly(ethyleneimine) and Human Serum Albumin (HSA) is also discussed. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


In a previous paper[1] we reported the study of polyelectrolyte
effect on the decomposition of benzylpenicillin in the presence of
poly(ethyleneimine) (PEI). The substrate is electrostatically
attracted on the polymer surface and it undergoes the
nucleophilic attack of amino groups of PEI which is penicilloy-
lated. Kinetic experiments and estimations of microscopic rate
constants allowed us to hypothesize the reaction mechanism.[1]


In this paper, we extend the investigation to a series of
b-lactams (six penicillins and one cephalosporin) in order to
estimate the relationship between the nature of the substrate
binding and the reactivity towards the aminolysis in the presence
of polymeric amine in aqueous solution.
This study is interesting not only to understand the mechanism


of b-lactam aminolysis in the presence of polymeric amine, but also
to shed light on the phenomena of allergies caused by b-lactams.[2]


The binding of penicillins and cephalosporins to Human Serum
Albumin (HSA) is a very complex process not yet completely
understood.[2d] In fact, it seems that the major determinant in the
penicillin allergy is the penicilloyl group bound to the amino
groups of L-lysine residue present in HSA. Some studies identified
peptides containing benzylpenicilloyl moieties in different
regions of HSA involving several L-lysine residues.[3–5]


Many theoretical and experimental studies showed that the
affinity of albumin for ligands depends on the charge and on the
hydrophobic character of the molecules. The binding of short
chain molecules positively charged are less firmly bound than
those negatively charged having long alkyl chain.[6a,b],7 It seems
that halogens, aromatic rings, methylene and —N——N— groups
increase the binding while the amino group influences nega-
tively.[8a] In addition, both in penicillins and cephalosporins
analogous, the hydrophobic interactions of the substituent at
C-60 or C-70 position, respectively, with the aminoacids of HSA
would play a relevant role in the binding.[8b]

g. Chem. 2008, 21 163–172 Copyright �

The PEI choice was guided by the simplicity of the model
taking into account the macroion character of the human protein
and the presence of primary amino groups. In fact, the branched
polymeric structure of PEI, which has an average M.W. 60000[9]


close to that of HSA, 66411,[10] contains beyond secondary (50%)
and tertiary amino groups (25%), also primary (25%) ones which
can simulate the L-lysine site binding of HSA (six different L-lysine
residues of the total 56 can react with penicillins[4]).
Moreover, PEI is interesting in biological and medicinal field


because it is a highly efficient vector for delivering gene and
oligonucleotides transfer into cells in culture and in vivo.[11]
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RESULTS AND DISCUSSION


Six penicillins, i.e. ticarcillin (TI), carbenicellin (CA), 6-a-
chloropenicillanic acid (6-CLAPA), 6-b-aminopenicillanic acid
(6-APA), ampicillin (AM), penicillin V (PV), and one cephalos-
porin, that is cephaloridin (CE), were submitted to kinetic
investigations.

The aminolysis reactions were performed in the presence of PEI
at pH¼ 8.40 and 308. In these conditions all b-lactams are totally
in anionic form. In fact, the pKa of carboxylic group, which is
expected to decrease (0.6–0.9 pK units) in the presence of the
polyelectrolyte,[12] is in the range 2.3–3.0 and pKNH2 of AM and
6-APA are 7.22 and 4.90, respectively.[13]


The attack on the b-lactams occurs mainly by primary amino
groups which are more nuclephilic, being the intrinsic ionization
constant pKi¼ 9.5[14a] in comparison with the secondary ones
(pKi¼ 8.5),[14a] and does not show a significant steric hindrance,
since they are bound at the end of the branched chain.
In the presence of an excess of PEI, the b-lactams follow a


pseudo first order rate constant (kobs) for at least then half-lives,
giving the corresponding poly(ethylenimine)penicilloylamides.
The substrates CE and 6-CLAPA show a more complex
behaviour typical of two consecutive first order reactions, as
shown in Fig. 1.
In fact, the optical density against the time after an initial


decrease reaches a minimum and then increases again. The rate

Figure 1. Dependence of absorbance vs time for the aminolysis in the presen


and for 6-CLAPA (l¼ 240 nm). Experimental points are hidden by the solid


www.interscience.wiley.com/journal/poc Copyright � 2007

constants k1 and k2 were calculated according to the following
Equation 1[15] by using the FigP programme, a nonlinear last
squares routine, and by fitting OD values vs time:


ODt ¼ Aof"3 þ ð"1 � "3Þ expð�k1tÞ þ k1ð"2 � "3Þ


� ½expð�k2tÞ � expð�k1tÞ�=ðk1 � k2Þ (1)

where Ao is the initial concentration of CE and 6-CLAPA, Aoe2 is
the optical density of the intermediate (I) (Scheme 1), while
Aoe1¼ODo and Aoe3¼OD1 are the optical density at t¼ 0 and
t¼1, respectively.
Since the reaction products recognition is not easy owing


to the polymeric structure of PEI, in large excess with respect
to the b-lactam, we performed the reaction in the presence
of the primary amine buffer, CH3ND2/CH3ND3Cl, in D2O at
pD¼ 10.0.[16] Thus, on the basis of the 1HNMR analysis, it was
possible to assign the rate constant k1 to the first step, that is
the b-lactam opening which gives the intermediates (I) for CE
(Scheme 1) and (I0) for 6-CLAPA (Scheme 2). In the case
of CE, the second step (k2) occurs with the leaving group
expulsion at the C-30 of enamine (I) giving rise to the imine (II)
(Scheme 1), as observed for the reaction with propylamine[17]


or in the case of b-lactamase catalyzed hydrolysis,[18] con-
firming that the 30-elimination is not concerted with
b-lactam C—N bond cleavage when cephalosporin reacts with
nucleophiles.[19a]

ce of 0.064 monomer mol L�1 PEI at pH¼ 8.40 at 308C for CE (l¼ 260 nm)


line calculated by using Eqn 1
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Scheme 1. Mechanism of CE aminolysis by methylamine
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Also the structure of (II) was confirmed by HPLC-MS and HNMR
analysis (see experimental part).
In the case of 6-CLAPA the second step (k2) involves most


probably the rearrangement of intermediate (I0) to an unstable
imine (II0), which then quickly rearranges to the enamine (III0)
(Scheme 2), the structure of which was deduced by HPLC-MS and
HNMR analysis (see experimental part).
The kinetics of aminolysis were performed in the presence of


increasing quantities of PEI. In the case of CE and 6-CLAPA, the
rate constants k1 vs [PEI] show a hyperbolic behaviour (Fig. 2).
For CE, the rate constant k2 (9.50� 10�5 s�1) does not depend


on the [PEI] in agreement with the monomolecular decompo-
sition of the intermediate (I) to the immine (II). Conversely, in the
case of 6-CLAPA, the rearrangement of intermediate (I0) to
immine (II0) is catalyzed by the [PEI] by a general base catalysis
(k¼ 2.69� 10�4 s�1M�1, see Fig. 2 and footnote in Table 1).
The nonlinear dependence of k1 for CE and 6-CLAPA and of kobs


for TI on [PEI] is consistent with a polyelectrolyte–substrate

Scheme 2. Mechanism of 6-CLAPA aminolysis by methylamine


J. Phys. Org. Chem. 2008, 21 163–172 Copyright � 2007 John W

association to give a complex [bL–PEI] which evolves to products,
amides (II) or (III0) (Scheme 3):
The kinetics have been analyzed assuming the treatment


previously reported for the aminolysis of some phenylace-
tates,[20] according to the following Michaelis–Menten type
Eqn 2:


kobs ¼ kcatK1½PEI�=ð1þ K1½PEI�Þ (2)


where K1¼ ka/k�a is the substrate polyelelectrolyte binding
constant and kcat is the first order rate constant of the reactive
complex [bL–PEI] decomposition to (II) or to (III0).
The other penicillins AM, CA, PV and in a lesser extent 6-APA


show a more complex behaviour. Indeed, as shown in Fig. 2, on
increasing the PEI concentration, the kobs initially increases,
reaches a maximum and then decreases suggesting an apparent
polyelectrolyte inhibition, as previously observed for the
benzylpenicillin.[1]
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Figure 2. Dependence of pseudo first order rate constants on PEI concentration at pH¼ 8.40 at 308C for various b-lactams. Points are experimental and


solid curves are the best fit obtained using Eqn 2 or 3 and the parameters given in Table 1
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These results can be interpreted by assuming that the
aminolysis reaction involves the formation of a reactive complex
[bL–PEI] between b-lactams (bL) and PEI, which can evolve to the
product (penicilloylamide), or associate with an another PEI
macroin to give an unreactive complex [bL–PEI]z according to
Scheme 4.
By using the treatment already reported,[20] this kinetic


behaviour can be explained by the following equation:


kobs ¼ kcatK1½PEI�=ð1þ K1½PEI� þ K1K2½PEI�2Þ ð3Þ


where K1¼ ka/k�a (binding constant), K2¼ kb/k�b (inhibition
constant) and kcat is the first order rate constant of the reactive
complex [bL–PEI] decomposition.
The estimation of the best values of K1, K2 and kcat (reported in


Table 1) was performed by using the FigP programme, a
nonlinear curve fitting of kobs (or k1 for CE and 6-CLAPA) vs PEI
concentration. The good agreement between experimental data

www.interscience.wiley.com/journal/poc Copyright � 2007

and curve calculated by Eqns 2 and 3 suggests the effectiveness
of the proposed model.
These results can be qualitatively interpreted in terms of


polyelectrolyte-substrate interactions and can be ascribed to the
molteplicity of catalytic sites on the macroion.[1,20] In fact, at
pH¼ 8.40 a large fraction of free amino groups is present.
Increasing the PEI concentration, the rate constant increases
because the electrostatic field created by positive charges,
although not relevant (the ionization degree being a¼ 0.18),
attracts the anionic substrates on the polymer surface and then
the rate increases, reaching the maximum. Other interactions
such as polar, hydrophobic, Wan der Walls and/or specific
contribute to the substrate–pylelectrolyte binding. Although, the
charge doublets are negligible in the region of low a,[14a] the
interactions favour also the binding of the substrate at
unproductive sites, far away from the nucleophilic amino groups
responsible for the penicilloylation reaction and then the rate

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 163–172







Table 1. Aminolysis of b-lactams in the presence of PEI at pH¼ 8.40 and 308C


b-lactams [PEI]/monomer (mol L�1)a 103kcat (s
�1)b K1 (M


�1)b K2 (M�1)b 103K1k’cat
c sI


d


Ampicillin 0.004–0.09 27� 5.6 26.5� 7.7 6.1� 3.6 870 0.30
Carbenicellin 0.0063–0.216 63� 6.2 36.8� 6.1 8.6� 1.6 2820 0.30
Ticarcilline 0.0045–0.068 48� 1.3 120� 11 — 7020 0.30
6-Aminopenicillanic acid 0.0096–0.16 2.12� 0.12 32.4� 3.3 1.3� 0.4 83 0.17f


6-a-Chloropenicillanic acideg 0.002–0.252 14.6� 0.86 58� 16 — 1032 0.47h


Cephaloridine 0.008–0.09 9.5� 0.39 14.3� 1.05 — 166 0.31
Benzylpenicillini — 28.8 21.0 7.0 730 0.31
Penicillin V 0.03–0.307 36.5� 5 20.5� 6 3.6� 1.2 918 0.33


a Total polyamine concentration.
b Values calculated from Eq 3, standard errors are reported.
c k0cat¼ kcat/(1�a).
d See Appendix.
e Values calculated from Eqn 2.
f Reference [41].
g Calculated from k1 values obtained from Eqn 1; from k2 values, k¼ (2.69� 0.3)�10�4 s�1M�1 is calculated for general-base catalysis
rearrangement of I0 to II0 (Scheme 2).
h Reference [40].
i Data from Reference [1].
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decreases, increasing the macroin concentration.[20] Most
probably, this behaviour causes the polyelectrolyte inhibition,
as observed for AM, CA, PV and 6-APA, but not in the case of TI
which does not give inhibition at this pH value.
The highest K1 values were found for anionic TI (K1¼ 120M�1)


and 6-CLAPA (K1¼ 58M�1), while the other penicillines investi-
gated show K1 values in the range 14–37M�1.When the substrate
is in zwitterionic form, as CE, the interactions are loosen because
the anionic carboxylate group favours the electrostatic inter-
action, but the positively charged pyridine moiety is repulsed by
the cationic macroin and consequently the binding constant K1
is lower.
The inhibition binding constants are detectable only for


b-lactams AM (K2¼ 6.1M�1), CA (K2¼ 8.6M�1), PV (K2¼ 3.6M�1)
and barely visible for 6-APA (K2¼ 1.3M�1).
A more careful analysis of these results can be made on the


basis of the linear free energy relationships. The reactivity of
the [bL–PEI] complex decomposition can be expressed by the
value k0cat¼ kcat/(1�a), where (1�a) is the fraction of free amino
groups of PEI which attack the b-lactam[1,20] and a is the mean
ionization degree at pH¼ 8.40 in the range of PEI investigated
concentration.
A dual logarithmic plot of log k0cat vs log K1 does not provide a


visible information of the polyelectrolyte effect about the binding
and the mechanism involved in the [bL–PEI] complex decompo-
sition because no relationship was found. However, it can be
observed that, except for 6-APA and 6-CLAPA, the rate of
decomposition of [bL–PEI] complex (k0cat) increases increasing
the binding constant (Table 1).
Also in the case of Taft-plot no dependence of log k0cat vs sI


value was observed (Fig. 3). From the plot it is evident that the

Scheme 3. b-lactam-PEI reactive complex formation
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[bL–PEI] complex decomposition is affected by other effects in
addition to the inductive and/or steric hindrance of the subs-
tituent at C0-6 or C0-7. The failure of correlation can be explained
considering that the aminolysis reaction of the complex [bL–PEI]
is very complicated because the transition states are considerably
more crowded than, for instance, the simple bimolecular
mechanism such as the alkaline hydrolysis of penicillins which
is correlated by Hammett rIþ 2.0 (Reference [21]) and usually
show quite small steric effects.[22] The polymeric structure could
accommodate the various substrates in such way that the
interactions could favour the binding of the substrate to
the polymer overwhelming the electronic and/or steric effect
of the substituent, altering the reactivity of the substrate which in
the complex can be different from that of the unassociated
substrate.[23]


Then, the greater reactivity of all anionic b-lactams complexes
(3–7-fold) in comparison to CE could be ascribed to electrostatic
phenomena, the sI values being practically coincident (Table 1).
The lower reactivity of [CE–PEI] complex is a consequence of the
weak substrate–polyelectrolyte interactions. The macroin influ-
ences the nucleophilic attack. Actually, while the CE is about
5-times more reactive in a bimolecular reaction than BP with a
simple monomeric amine, as the propylamine[17] (or PEI with
added KCl see below), in the presence of the polymeric amine,

Scheme 4. b-lactam-PEI reactive complex formation in equilibrium with


the unreactive complex
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Figure 3. Plots of log k0cat(�) or log kN(D) vs sI for the aminolysis of some
b-lactams in presence of PEI at 308C. Data from Tables 1 and 2
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the reactivity is reversed, the [BP–PEI] complex decomposition
becomes 3-fold faster than [CE–PEI] complex. In addition, the rate
decomposition of the [6-APA–PEI] complex is 14-fold lower than
[BP–PEI] (Table 1). This result partially reflect the higher value of sI
for BP which is responsible for c.a. 4-fold rate increase as found for
simple nucleophiles amines,[24] but indicates that the nature of
the interactions determinate the complex reactivity.
We note that sI, being equal, CA and TI have a greater bulky


steric hindrance than BP, but the nucleophilic attack on the
doubly charged TI and CA, is 1.7–2-fold faster. Most probably, the
small but meaningful greater rate of TI and CA can be ascribed to
a greater binding affinity.
At least for CA, the kinetics measurements followed in the


presence of KCl (see below) agree with this hypothesis. A
reasonable interpretation is that the substrate, as dianion, is
attracted on the macroion chain to more than one site, its
freedom degrees being reduced, as shown in Scheme 5.
Such a constrained structure increases the collision frequency


between the substrate and the —NH2 groups on the polymeric
chain.[23,25] However, it is not possible to exclude that the

Scheme 5. Aminolysis of [CA-PEI] complex
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electrostatic field could cause a strong desolvation of sub-
strate–polyelectrolyte complex and/or transition state, due to the
strong affinity of binding which sweep the water molecules away
increasing the reaction rate.[1,26]


The importance of the electrostatic nature of this phenomenon
is further supported by the effect on the decomposition of
b-lactams in the presence of an added strong electrolyte.
As shown in Fig. 4, in the presence of 0.5MKCl, the depen-


dence of pseudo first order rate constant vs [PEI], becomes linear
and follows the Eqn 4:[1]


kobs ¼ k0 þ ðk0OH½OH�� þ kNÞ½PEI�totð1� aÞ (4)


where k0 is the spontaneous hydrolysis, k0OH is the hydroxide
catalyzed aminolysis and kN is the second order rate constant for
the uncatalyzed aminolysis reaction. The term ko is negligible
and k0OH is considered not contribuent,[19b] the PEI being not
sufficiently nucleophile at pH¼ 8.40 (pKN¼ 7.80).[1] The linearity
of the plots, in a large PEI concentration (0–0.49 monomer
mol L�1), excludes the presence of the intermolecular second
order terms in polyamine due to the general base and/or general
acid catalysis, and we hypothesize that their contribution also in
the absence of KCl is unimportant (data in Table 2). Under these
conditions, CE is more reactive (2-fold) than BP in agreement with
the bimolecular aminolysis with simple amines.[17]


The kN value calculated for TI has been determined in a very
narrow [PEI] range (Fig. 4) owing to the strong UV absorbance of
KCl and probably it is overestimated because the substrate could
be still associated.
We believe that the addition of a strong electrolyte screens the


charged sites and reduces the effect on ligand binding in
competitive way. So, in the presence of KCl the chloride ion,
which possesses a greater charge density than b-lactams anion, is
preferentially attracted to the surface of the macroion and then
the reaction occurs out of the polymer surface by a bimolecular
process and consequently the rate decreases. However, under
these conditions the dianion CA is still bounded to the PEI
(K1¼ 1.85M�1, kcat¼ 4.71� 10�3 s�1) (see Fig. 4 and Table 2). At
1MKCl the positive charges are shielded and the b-lactam is
removed from the polyelectrolyte surface, suggesting that the
Coulomb forces between the CA and PEI are stronger.
No Taft-correlation was observed by plotting the log kN vs sI


(Fig. 3). This result suggests that also in the absence of
polyelectrolyte–substrate coulombic interactions, beyond steric
and electronic effects, the solvation–desolvation of transition
state is important also in the bimolecular process.
At this point the polyelectrolyte catalysis can be estimated by


the K1� k0cat/kN ratio. All negatively charged substrates display a
relevant reaction rate increase: for istance, the reaction rate for
the monoanionic PV increases to 2.0� 102-fold, while for
dianionic CA, c.a. 1.2� 103-fold, 8.1� 102 for TI indicating that
the coulombic effect appears predominant and only 43-fold
for the zwitterionic CE owing to weaker substrate macroin
interactions of not specific nature (see Tables 1 and 2).
The PEI reveals its catalytic efficiency not only accumulating


the b-lactam near to the chain (K1), but also by increasing the
reactivity of the [bL–PEI] complex, as shown by the ‘effective
molarities’ (EM).[27] Indeed, the EM values calculated by the ratio
k0cat/kN are: 15 for BP, 6 for 6-APA, 11 for AM, 13 for 6-CLAPA, 32 for
CA, 3 for CE, 10 for PV and 7 for TI. These values are too large to be
ascribed to an ‘effective concentration’, because the reactants
occupy a definite exclusion volume.[28] These findings suggest
that the nature of the polymer domain modifies the reactivity of
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Figure 4. Dependence of the aminolysis of some b-lactams on [PEI] in the presence of 0.5MKCl at 308C. (O) CA in 1MKCl
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the [bL–PEI] complex, as observed in the aminolysis of
phenylacetates with PEI.[20]


With regard to the mechanism involved, a dual logarithm plot,
log k0cat vs log kN, was found with slope 1.04� 0.15 as shown in
Fig. 5. The existence of satisfactory linear free energy relationship
indicates that a single mechanism is operating[29] for the

Table 2. Aminolysis of b-lactams in the presence of PEI and
KCl¼ 0.5M at pH¼ 8.40 and 308C


b-lactams
[PEI]/Monomer
mol (L�1)a


103kN
(s�1M�1)b


Ampicillin 0.032–0.361 3.02� 0.1
Carbenicellin 0.00034–0.00192 2.41� 0.19c


6-Aminopenicillanic acid 0.032–0.361 0.433� 0.01
Ticarcillin 0.01–0.032 8.66� 0.03
6-a-Chloropenicillanic acid 0.044–0.492 1.32� 0.06
Cephaloridin 0.122–0.492 3.89� 0.31
Benzylpenicillin — 1.91d


Penicillin V 0.100–0.246 4.54� 0.24


a Total polyamine concentration.
b Values calculated from Eqn 4.
c Determined in 1MKCl where the trend is linear; in 0.5M KCl
the substrate is still associated, K1¼ 1.85� 0.41M�1 and
kcat¼ (4.71� 0.7)� 10�3 s�1 (see Fig. 4).
d In 1MKCl from Reference [1].
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nucleophilic attack. The positive deviation of CA probably reflects
the increase in the collision frequency, and the negative deviation
of CE is ascribable to a different substrate–macroin interaction.
The point for TI does not show positive deviation probably
because the binding causes an unfavourable [TI–PEI] complex
decomposition.
On these basis, we suggest that the nucleophilic attack of


aminolysis can proceed stepwise with the formation of a
zwitterionic tetraedrahedral T� intermediate which evolves to
poly(ethyleneimine) penicilloylamide, as observed for BP1

Figure 5. Plot of log k0cat for the [b-lactams–PEI] complexes aminolysis
vs log kN for the second order reaction of various substrates. Points in


parenthesis are excluded
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Scheme 6. Mechanism of b-lactam ring cleavage by primary amino group of PEI
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(Scheme 6) or to other intermediates (I) or (I0) reported in
Schemes 1 and 2.
Most probably the b-lactams reacting with amino groups in the


less polar environment of the polymer surface give a tetrahedral
intermediate T� which is stabilized by electrostatic and/or
hydrogen bond interactions.[1] This stabilization which is
responsible of the increased reactivity of the b-lactam–PEI
complex can be explained by a ‘solvation substitution’, as
hypothesized also for enzyme catalysis.[30]

CONCLUSIONS


The obtained data show that the electrostatic effect is the
determining factor for the binding of the b-lactam to the
polyelectrolyte. The most important feature which emerges from
this study is that the catalytic effect produced by substrate–
polyelectrolyte association increases the reactivity of all
b-lactams, especially for the dianionic substrates which show
the highest accelerating effect.
Although, it is not possible to compare the behaviour of these


b-lactams with HSA, some interesting similarities between the
protein and the poly(ethyleneimine) can be found. Monoanion
b-lactams are less bounded than dianion ones and a binding
decrease has been found on going from 6-CLAPA to 6-APA, as
expected for the HSA binding.[8a] Both the esterification of BP
carboxylic group and the presence of KCl, even if in very low
concentration, remove the binding on the BSA[31] indicating that
the electrostatic interactions are very important.
The zwitterionic cephaloridin binds to the macroion in a lower


extent in comparison to the other b-lactams and it seems that it is
quite not bounded to HSA.[32] Similar binding to PEI were found
for PenV and BP, while PenV binds to HSA better than BP.[33]


It has been reported from NMR studies[34] and X-ray
structure[6b,35] that the penicillins bind to HAS, in domains
labelled II and III, by electrostatic and hydrophobic interactions
and the L-Lys-199 is the most important group for the
nucleophilic attack of BP.[5] The pairs L-Lys-195 and L-Lys-199
which correspond to the protonated and neutral form of e-amino
group of protein are considered responsible for the aminolysis
reaction of BP.[7c] Then we believe that the anionic b-lactams are
electrostatically attracted by the protonated L-Lys-195 residue
and undergoes the nucleophilic attack by near free —NH2 group
of L-Lys-199, giving the HSA-penicilloyl products.[7c]


In the case of dianionic CA and TI, both carboxylate groups
could favour a better binding to the protein by the Coulomb
forces between ionic compound and HSA. This is a possibility
since electrostatic potential calculated from HSA crystal
structure[35] in the neighbourhood of L-Lys-199 and L-Lys-195

www.interscience.wiley.com/journal/poc Copyright � 2007

is positive, favouring stronger Coulomb interactions between
HSA and the carboxylate groups of CA and TI.
We envisaged and designed the present study as a purely


kinetic investigation of aminolysis reaction of b-lactams on
polymeric matrix. These results would suggest that the
electrostatic effect appears to be more important in the allergy
phenomena than other interactions of the substituent at C-60 and
C-70.
Then, most probably, the allergy phenomena can be ascribed


to both the binding ability of b-lactams to human protein and the
reactivity of the complex substrate–HSA. To the best of our
knowledge it was not reported that the penicilloylation is
dependent on the binding of b-lactams to the protein.[36]


However, on the basis of these results this possibility cannot be
excluded.


EXPERIMENTAL


Materials


Ampicillin sodium (AM), Carbenicellin disodium (CA), Ticarcillin
disodium salts (TI) were purchased from Sigma, while the
b-Aminopenicillanic acid (sodium salt) (6-APA) from Lancaster,
and Cephaloridin (CE) from Aldrich and Phenoxymethylpenicillin
potassium salt (PV) was from Fluka. a-Chloropenicillanic acid
(6-CLAPA) was synthesized according to the Reference [37] and
isolated as benzylamonium salt. PEI was ‘Polymin P’ 47.6% by
weigh was purchased from BDH. A monomer molecular weigh of
59 was determined by titration.[20] Other reagents were of
analytical grade from Merck or Aldrich. Water was deionized and
redistilled from KMnO4.


Kinetic procedure


Buffer solutions at pH¼ 8.40 and at various concentrations (both
in the absence and in the presence of KCl) were prepared by
adding diluted HCl to the PEI. The pH of the solution, stored under
nitrogen atmosphere, was measured at 308C and the solutions
were used during a day.
The kinetics were performed at 308C by adding 10–30mL of a


stock solution of b-lactam (0.10–0.04M) to 3mL of buffer
solutions contained in 1 cm cell placed in the thermostated
compartment of a Varian Cary 100 spectrophotometer. The
b-lactam ring opening was followed at various wavelengths:
6-CLAPA at l¼ 240 (or 244 in the presence of KCl); CE at 260; CA at
240 (or 244 in KCl); AM at 240; 6-APA at 242; TI at 232 nm.
The kinetics were followed for at least ten half lives. For more


diluted solutions of PEI 0.05–0.1 pH decrease was observed at the
end of the reactions.
Pseudo first order rate constants were calculated on the basis


of the equation ODt¼ (OD1�OD0)(1�exp(�kt)) by using the
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Marquardt nonlinear regression analysis (enclosed on the soft-
ware of Carry 100). In all cases investigated, the experimental
curves and the best computed ones are indistinguishable. The
pseudo first order rate constant values are reported in Figs. 2
and 4.
The kinetics of PV aminolysis were followed by HPLC. Actually,


during the aminolysis, the absorbance at l¼ 240 nm did not
change, while at l¼ 270 nm the increase vs time did not follow a
first order. Most probably, also in this case a consecutive reaction
occurs, as ascertained by HNMR analysis following the reaction in
the presence of 1.1M CH3ND2/CH3ND3Cl buffer at pD¼ 10.0[16]


but further investigations were not done.
50mL of PEI buffer solution thermostated at 308C were added


to the PV potassium salt (7.3� 10�5–1.32� 10�4 moles) con-
tained in a flash. At suitable times, 3mL of the solution were taken
and added to 2mL of diluted HCl till pH¼ 6.0. The various
solutions, frozen at �708C, were brought again at room
temperature and the b-lactam was analyzed on Hewlett-Packard
HPLC series 1100 equipped with an Agilent Zorbax XDB C8
4.6� 150mm, 5mm column, eluting with CH3CN/0.025M
phosphate buffer pH¼ 3.1. The rate constants were calculated
by a nonlinear regression analysis using the equation ht¼
(h1�h0)(1�exp(�kt)) where h1 is the peak height at t1, ho at t0
and ht at various times.


Reaction products


The aminolysis reaction with PEI of the b-lactams investigated
yielded the corresponding penicilloyl amides recognized by
penamaldate analysis.[38] The maximum absorbance of the
penamaldates are at: l¼ 284 nm for AM and CA; l¼ 283 for TI;
l¼ 287 for CE; l¼ 291 for PV; l¼ 279 for 6-APA; l¼ 281 for
6-CLAPA.
The reaction product (II) obtained from CE in the presence


of CH3ND2 buffer (Scheme 1) was recognized through the
1H-NMR and HPLC-MS. The CE (2.4� 10�5 moles) was added to
1mL of CH3ND2/CH3ND


þ
3 Cl


� buffer 2.2� 10�3M in D2O at
pD¼ 10.0,[16] and the reaction was monitored at room
temperature by 1H-NMR. The meaningful signals are: the qAB
at d¼ 3.8 ppm (J¼ 15.9 Hz) ascribable to the (C-2)-CH2, the
multiplet at d¼ 4.6 ppm ascribable to the (C-6)-H, the multiplet at
d¼ 5.29 ppm ascribable to the (C-7)-H, two singlettes at d¼ 5.5
and 5.58 ppm ascribable to the ——CH2 The HPLC-MS spectrum
shows the Mþ 1 peak at 368.
The reaction product recognition in the case of the 6-CLAPA


was achieved by performing the experiment in the presence
of CH3NH2 buffer. The 6-CLAPA (1.8� 10�3 moles) were dissolved
in 25mL of 1.1M buffer at pH¼ 10.0 and the solution, after
stirring at 308C for about one day, was then frozen and the water
lyophilized. The residue, containing the ammonium carboxylate,
was then converted into the corresponding methylamide (III0)
(Scheme 2), according to the procedure already described.[39] The
reaction product, after purification by silica gel chromatography
eluting with hexane/ethyl acetate, was submitted to HPLC-MS
and NMR analysis (Gemini spectrometer at 300MHz using CDCl3
as solvent) .The reaction product (III0) was recognized on the basis
of the 1H-NMR meaningful signals: the multiplet at d¼ 5.61 ppm
attributable to the proton (N-4)-H which is coupled with the
doublet at d¼ 7.67 ppm (J¼ 6.3 Hz) ascribable to the vinylic
proton (C-5)-H and with the doublet of the (C-3)-H at
d¼ 3.82 ppm. In addition, by irradiating the (N-4)-H proton a
nOe was observed on the protons (C-3)-H and (C-5)-H. The

J. Phys. Org. Chem. 2008, 21 163–172 Copyright � 2007 John W

reaction product structure deduced by 1H-NMR analysis is
coherent with the MS spectrumwhich shows the following peaks:
244 (Mþ 1), 266 (MþNa) and 282 (Mþ K).
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APPENDIX


sI Estimation


Except Cl, sI¼ 0.47,[40] and NH2, sI¼ 0.17[41] the sI values for the
other substitutes are not available, but calculated values can
be obtained as follows. The sI values are from s* (Reference [42]).

www.interscience.wiley.com/journal/poc Copyright � 2007

For BP: s*(NHCOCH2C6H5)� s*(NH2)-s*Hþ s*(COCH2C6H5);
s*(CO—CH2C6H5)� s*(COCH3). Then s*¼ 0.62–0.49–1.81¼ 1.94
and from the equation sI¼ s*/6.23 (Reference[40]), sI¼ 0.31.
For Pen V: considering that s*(CH2OC6H5)¼ 0.87� s*(CH2Cl)¼


0.94, we assume that s*(NHCOCH2OC6H5)� s*(NHCOCH2Cl)¼
2.06. From the equation sI¼ s*/6.23, sI¼ 0.33.
For CA: s*(NHCOCH(CO�


2 )C6H5� s*(NH2)-s*(H)þ s*(COCH
(COO�)C6H5); s*(COCH(CO�


2 ) C6H5)� s*(COCH3)þ s*(CH2CO
�
2 ).


Then s*¼ 0.62–0.49þ 1.81–0.06¼ 1.88 and from the equation
sI¼ s*/6.23¼ 1.88/6.23, sI¼ 030.
For CE: s*(NHCOCH2C4H3S)� s*(NH2)-s*(H)þ s*(COCH2C4H3S);


s*(COCH2C4H3S)� s*(COCH3). Then s*¼ 0.62–0.49þ 1.81¼ 1.94
and from equation sI¼ s*/6.23, sI¼ 0.31.
For TI: s*(NHCOCH(CO�


2 )C4H3S� s*(NH2)-s*(H)þ s*(COCH
(CO�


2 )C4H3S); s*(COCH(CO�
2 ) C4H3S)� s*(CO—CH3)þ s*


(CH2CO
�
2 ). Then s*¼ 0.62–0.49þ 1.81–0.06¼ 1.88 and from the


equation sI¼ s*/6.23, sI¼ 0.30.
For AM: we assume that sI(NHCOCH(NH2)C6H5� sI


(NHCOCH2Cl)-sI (CH2Cl)þ sI (CH(NH2)C6H5), being sI(CH(NH2)
C6H5)� sI(CH2NH2)þ sI (CH2C6H5)þ sI(CH3), then from the values
of s*and from the equation sI¼ s*/6.23, sI¼ 0.08þ 0.04þ 0¼
0.12. Then sI¼ 0.33–0.15þ 0.11¼ 0.30.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 163–172








Research Article


4
0
2


Received: 11 October 2007, Revised: 8 January 2008, Accepted: 20 February 2008, Published online in Wiley InterScience: 2008

(www.interscience.wiley.com) DOI 10.1002/poc.1364

MP2 study of the gas phase elimination
mechanism of some neutral amino acids and
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The mechanisms of the gas phase elimination of N,N
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-dimethylglycine, picolinic acid, and N-phenylglycine and their
ethyl esters have been examined at Möller–Plesset MP2/6-31G (d, p) level of theory. The ethyl esters of these 2-amino
carboxylic acids produce the corresponding amino carboxylic acid and ethylene in a rate-determining step. However,
the unstable intermediate amino carboxylic acid rapidly decarboxylate to give the corresponding amino compound.
These calculations imply a concerted, semi-polar six-membered cyclic transition state type of mechanism for the ethyl
esters, and a non-synchronous five-membered cyclic transition state for the amino acids decarboxylation. The present
results support previous mechanistic consideration of the elimination of the above-mentioned compounds in the gas
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INTRODUCTION


The experimental work of the gas phase thermal decomposition
of a-amino acids as neutral molecules has been found to be very
difficult to perform. To account this fact, most simple amino acids
are solids that on heating sinter or decompose into amorphous
materials. Also, their insolubility in organic solvents and high
solubility in water forming zwitterion species make difficult their
study as neutral molecules in the gas phase. However, in recent
years, it was possible to determine the elimination kinetics of
some two-substituted amino carboxylic acids and their ethyl
esters. In this respect, the homogeneous, unimolecular gas phase
pyrolysis of N,N-dimethylglycine,[1] picolinic acid,[2] and
N-phenylglycine[3] were found to decarboxylate to give the
corresponding amino compound (reaction (1)). These substrates
were found to be very reactive molecules in the gas phase, when
compared to their corresponding ethyl ester pyrolysis.[1–3] The
theoretical study of the gas phase pyrolysis of the ethyl esters of
N,N-dimethylglycine[4] and of picolinic acid[5] were recently
described at the MP2/6-311þG(2d, p)//MP2/6-31G(p) level with
reasonable results. However, it is interesting to mention that
calculation of the zwitterionic form of glycine, NHþ


3 CH2COO
�,


using the ab initio molecular orbital technique, at the
Hartree–Fock level,[6] reached the conclusion that glycine
zwitterion does not exist in the gas phase.


The above information and results[1–3] led to the present work
at examining the potential energy surface (PES) of the gas phase

g. Chem. 2008, 21 402–408 Copyright �

elimination of N,N-dimethylglycine, picolinic acid, and
N-phenylglycine and their ethyl esters at the ‘‘ab initio’’ MP2/
6-31G (d) level of theory. Consequently, the purpose is to consider
or support a reasonable transition state type mechanism,
especially, the gas phase elimination of a-amino acids as neutral
molecules.

COMPUTATIONAL METHODS AND MODELS


Møller–Plesset perturbation calculations were carried out at MP2/
6-31G (d) level as implemented in Gaussian 98W.[7] The Berny
analytical gradient optimization routines were used. The
requested convergence on the density matrix was 10�9 atomic
units, the threshold value for maximum displacement was
0.0018 Å, and that for the maximum force was 0.00045Hartree–
Bohr. The nature of stationary points was established by

2008 John Wiley & Sons, Ltd.







Table 2. Activation parameters for thermal decomposition of
2-amino acids at MP2/6-31G (d) level experimental values are
shown in parentheses


Substrate DH 6¼ (kJ/mol) Ea (kJ/mol)


Picolinic acid 132.1 (130.9) 137.4 (135.7)
N,N-dimethylglycine 172.9 (171.0) 177.7 (176.6)
N-phenylglycine 174.4 (172.1) 179.2 (177.4)


MP2 STUDY OF AMINOACIDS GAS-PHASE ELIMINATION

calculating and diagonalizing the Hessian matrix (force
constant matrix). TS structures were characterized by means of
normal-mode analysis. The transition vector (TV) associated with
the unique imaginary frequency, i.e., the eigenvector associated
with the unique negative eigenvalue of the force constant matrix,
has been characterized.
Frequency calculations were carried out to obtain thermo-


dynamic quantities such as zero point vibrational energy (ZPVE),
temperature corrections E(T), and absolute entropies S(T).
Temperature corrections and absolute entropies were obtained
assuming ideal gas behavior from the harmonic frequencies and
moments of inertia by standard methods.[8] Scaling factors for
frequencies and zero point energies were taken from the
literature.[9]

J


Method

Table 1. Activation parameter
sition of ethyl esters of the 2-a
level. Experimental values are


Substrate


Ethyl picolinate
Ethyl N,N-dimethylglycidate
Ethyl N-phenylglycidate


. Phys. Org. Chem. 2008, 21 402–40

fVIB

s for the thermal decom
mino acids at MP2/6-3
shown in parentheses


DH 6¼ (kJ/mol) Ea (k


177.8 (175.6) 183.1
194.0 (196.7) 199.6
198.2 (188.3) 203.5


8 Copyright �

fZPE

MP2/6-31G (d)

 0.9427

 0.9646

RESULTS AND DISCUSSION


The elimination reaction of these ethyl esters of amino acids:
N,N-dimethylglycine, picolinic acid, and N-phenylglycine to
produce the parent amino acid and ethylene was studied using
perturbation method MP2. The amino acids further decomposes
giving the corresponding amine and CO2. This reaction was also
studied.


Kinetic and thermodynamic parameters


Geometries for reactants, TS, and products for both reactions,
were optimized using Møller–Plesset MP2/6-31G (d) level of
theory. Frequency calculations carried out at standard conditions
are the same to those at the average experimental conditions
(P¼ 0.4 atm, Temp¼ 360 8C).
Results from MP2/6-31G (d) frequency calculations for ethyl


esters elimination reaction are shown in Table 1 and for the
corresponding amino acids in Table 2. Thermodynamic quantities
such as ZPVE, temperature corrections (E(T)), energy, enthalpy,
and free energies were obtained from vibrational analysis.
For all substrates, the activation parameters reveal that the


elimination of ethyl esters to give ethylene have a greater barrier
than that of the parent amino acids to give CO2 and the
corresponding amine, by roughly 46–21 kJ/mol. Picolinic acid has
the smallest barrier for decarboxylation. Calculated activation
parameters DH6¼, Ea, are in reasonable agreement with
experimental values at MP2/6-31G (d).

po-
1G (d)


J/mol)


(180.9)
(202.3)
(193.6)
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The rotational changes from reactant to TS producing
entropies of activation deviated from experimental signifying
that anharmonicity plays a significant role, particularly in the low
frequency motion of the esters (data not shown). The smaller
contribution in amino acids compared to the parent ester also
imply the anharmonicity role in these reactions. The low
frequency vibrations, particularly torsional modes need to be
treated as hindered internal rotations.
Entropies of activation for amino acid ethyl esters are between


�11 (ethyl N,N-dimetyl glycidate) and �43 J/mol K (ethyl
picolinate) suggesting a concerted cyclic transition state
structure. The most negative entropy of activation corresponds
to the ester of picolinic acid implying a more constrained TS
structure, with greater loss of degrees of freedom. Comparatively,
the entropies of activation for the amino acid decarboxylation step
lie between �7 (picolinic acid) and �12 J/molK (N-phenylglycine),
i.e., less negative, suggesting a looser structure.


Ethyl esters elimination: Transition state and mechanism


The atoms involved are: the carbon and the two oxygen atoms in
the carbonyl moiety, the acid proton on oxygen, and carbons a
and b on the ethyl group. The structure of all TS for ethylene
elimination is a semi-chair, and the imaginary frequency is
associated with the migration of the acidic proton. Atom
distances in TS show bond breaking in O3—C4, C5—H6, bond
formation in O1—H5, and bond order changes O1—C2,
O3—C2, C4—C5. Geometrical parameters are shown in Table 3.


Ethyl esters elimination: Bond order and NBO
charges analysis


To further investigate the nature of the TS along the reaction
pathway, bond order calculations NBO were performed.[10–12]


Wiberg bond indexes[13] were computed using the natural bond
orbital NBO program[14] as implemented in Gaussian 98W. Bond
breaking and making process involved in the reaction mechan-
ism can bemonitored bymeans of the Synchronicity (Sy) concept
proposed by Moyano et al.[15] defined by the expression:


Sy ¼ 1�


Pn
i¼1


jdBi � dBavj=dBav
� �


2n� 2


n is the number of bonds directly involved in the reaction and
the relative variation of the bond index is obtained from


dBi ¼
½BTSi � BRi �
½BPi � BRi �


where the superscripts R, TS, and P, represent reactant, transition
state, and product, respectively.

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Scheme 1.
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The evolution in bond change is calculated as:


%Ev ¼ dBi � 100


The average value is calculated from


dBav ¼
1


n


Xn
i¼1


dBi

Figure 1. Transition state structures for amino acids ethyl esters elimination re


ethyl N-phenylglycidate (bottom) calculated at MP2/6-31G (d) level of theor


www.interscience.wiley.com/journal/poc Copyright � 2008

Bonds indexes were calculated for those bonds involved in the
reaction changes, shown in Scheme 1, Fig. 1. Other bonds remain
practically unaltered during the process.
NBO calculations were carried out for the optimized


structures ethyl picolinate, ethyl N,N-dimethylglycine, ethyl
N-phenylglycine, and the TS associated with ethylene elimin-
ation, to follow the changes that occur in the reaction path.

action: for ethyl picolinate (top), ethyl N,N-dimethylglycidate (center), and


y. Vectors associated with the imaginary frequency of the TS are shown


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 402–408







Table 3. Structural Parameters of reactants (R) and TS for ethyl esters elimination reaction calculated at MP2/6-31G (d) level


Compound Ethyl picolinate
Ethyl


N,N-dimethylglycidate
Ethyl


N-phenylglycidate


Distances (Å) R ET R ET R ET
O3–C2 1.40 1.30 1.39 1.31 1.40 1.31
O3–C4 1.50 2.06 1.50 2.05 1.50 2.07
C4–C5 1.53 1.41 1.53 1.41 1.53 1.41
C5–H6 1.09 1.33 1.09 1.34 1.09 1.32
H6–O1 2.66 1.32 2.83 1.32 2.82 1.34
O1–C2 1.24 1.33 1.25 1.32 1.25 1.32


Dihedral angles TS TS TS


O1–C2–O3–C4 �42.09 34.59 �36.66
C2–O3–C4–C5 18.47 �14.16 15.43
O3–C4–C5–H6 4.79 �5.19 4.77
C4–C5–H6–O1 �28.64 26.45 �26.28
C5–H6–O1–C2 10.02 �9.79 9.34
H6–O1–C2–O3 35.33 �29.41 31.12


Table 4. NBO charges for reactants (R) and transition states (TS) for the ethyl ester elimination reaction at MP2/631G (d) level. Atom
numbering is shown in Scheme 1


Atom


Ethyl picolinate Ethyl N,N-dimethylglycidate Ethyl N-phenylglycidate


R TS R TS R TS


O1 �0.645 �0.815 �0.699 �0.818 �0.680 �0.805
C2 0.918 0.935 0.925 0.947 0.946 0.962
O3 �0.679 �0.731 �0.673 �0.779 �0.683 �0.788
C4 �0.082 0.007 �0.086 0.014 �0.082 0.028
C5 �0.707 �0.894 �0.718 �0.901 �0.719 �0.898
H6 0.239 0.469 0.241 0.473 0.242 0.467


Figure 2. Transition state structures for amino acid decarboxylation reaction in gas phase. TS for picolinic acid (left), N,N-dimethylglycine (center),


N-phenylglycine (right) obtained at MP2/6-31G (d) level of theory


Scheme 2. TS for decarboxylation of picolinic acid


MP2 STUDY OF AMINOACIDS GAS-PHASE ELIMINATION


4


Themost advanced reaction coordinate is the breaking of ester
bond O3—C4 (64–69% evolution) with important charge
separation increasing from 0.6 in the reactants to 0.7 in the TS
(Tables 4 and 5). This bond breaking is more advanced for ethyl
picolinate which eliminates ethylene faster. The changing in bond
order from single bond to double in C2—O1 is also important. An
increase in positive charge in H6 occurs together with an increase
in negative charge in O1 as the acid hydrogen is transferred to
carbon C5. In general de TS geometry, charges and bond order is

J. Phys. Org. Chem. 2008, 21 402–408 Copyright � 2008 John Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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similar for the three ethyl esters. The elimination reaction
proceeds in semi-polar concerted fashion, the reaction having
more progress in the O3—C4, and O1—C2 bond breaking
and bond order, respectively than in other coordinates of
reaction.


Amino acid decarboxylation: Transition state
and mechanism


Decarboxylation of the amino acids reaction was examined
performing frequency calculations under the reaction conditions
on the optimized structures. TS structures for this reaction are
shown in Fig. 2 and Scheme 2. These structures suggest that
decarboxylation occurs with transference of the acidic hydrogen
to the nitrogen, while C2—C3 bond is breaking, leading to an
unstable intermediate as verified by IRC calculations. This

Table 5. Wiberg bond order index from NBO calculations for reac
6-31G (d) level of theory for amino acid ethyl esters elimination. A


Compound O1–C2 C2–O3


Ethyl picolinate @BRi 1.7242 0.9650


@BTSi 1.2757 1.3994


@BPi 1.0293 1.6566


%EV 64.5 62.8 6
Ethyl N,N-dimethylglycidate @BRi 1.6985 0.9846


@BTSi 1.2984 1.3711


@BPi 0.9900 1.7058


%EV 56.5 53.6 6
Ethyl N-phenyglycidate @BRi 1.7190 0.9808


@BTSi 1.3257 1.3628


@BPi 1.0100 1.6950


%EV 55.5 53.5 6


Table 6. Structural Parameters for reactants (R) and TS for amino a


Compound Picolinic acid


Distances (Å) R TS
N1–C2 1.37 1.40
C2–C3 1.51 2.58
C3–O4 1.38 1.22
O4–H5 0.99 1.96
H5–N1 2.06 1.02


Dihedral angles TS


N1–C2–C3–O4 �0.51
C2–C3–O4–H5 0.41
C3–O4–H5–N1 �0.54


Imaginary
frequency (cm�1) TS picolinic acid


�73.63


www.interscience.wiley.com/journal/poc Copyright � 2008

intermediate rearranges by migration of the hydrogen to
carbon C2 to give the corresponding amine.
Geometrical parameters are shown in Table 6. Atom number-


ing is shown in Scheme 2 for clarity.


Amino acid decarboxylation: Bond order and NBO
charges analysis


Bond indexes were calculated for the bonds involved in the
reaction changes, shown in Scheme 2, Fig. 2.
As the reaction progress from reactants to TS, there is an increase


in C2—C3 distance (bondbreaking), an increase inO4—H5 distances
(bond breaking), and a decrease in C3—O4 bond distance
according to change from single to double bond. The
hydrogen H5 is close to the nitrogen in the TS (1.02 Å). The TS
geometry is almost planar as seen in dihedral angles (Table 6).

tant (R), transition state (TS), and products calculated at MP2/
tom numbering is shown in Scheme 1


O3–C4 C4–C5 C5–H6 H6–O1 dBav Sy


0.8160 1.0307 0.9269 0.0001


0.2756 1.3619 0.4585 0.2565 0.528 0.873


0.0009 2.0147 0.0131 0.6702


6.3 33.7 51.3 38.3
0.8166 1.0297 0.9283 0.0000


0.2748 1.3615 0.4505 0.2623 0.503 0.890


0.0010 2.0143 0.0134 0.6631


4.4 33.7 52.2 39.3
0.8070 1.0306 0.9278 0.0000


0.2524 1.3562 0.4713 0.2459 0.497 0.883


0.0008 2.0125 0.0148 0.6617


8.8 33.2 50.0 37.2


cids decarboxylation reaction calculated at MP2/6-31G (d) level


N,N-dimethylglycine N-phenylglycine


R TS R TS
1.49 1.53 1.49 1.54
1.54 2.77 1.54 2.74
1.39 1.22 1.39 1.22
1.00 1.99 1.00 1.95
1.97 1.04 1.99 1.04


TS TS


0.07 2.09
�0.09 �0.65
0.22 �1.98


N,N-
dimethylglycine N-phenylglycine


�241.9 �289.65


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 402–408







Table 7. NBO charges for reactants (R) and TS for amino acid decarboxylation reaction at MP2/631G (d) level


Atom


Picolinic acid N,N-dimethylglycine N-phenylglycine


R TS R TS R TS


N1 �0.515 �0.650 �0.543 �0.544 �0.800 �0.701
C2 0.073 0.014 �0.372 �0.752 �0.360 �0.758
C3 0.910 1.223 0.925 1.187 0.917 1.185
O4 �0.786 �0.688 �0.794 �0.672 �0.798 �0.676
H5 0.547 0.483 0.506 0.466 0.541 0.466


Table 8. Wiberg bond order index from NBO calculations for reactant (R), transition state (TS), and products calculated at MP2/
6-31G (d) level of theory for amino acid decarboxylation


Compound N1–C2 C2–C3 C3–O4 O4–H5 H5–N1 dBav Sy


Picolinic acid @BRi 1.3698 0.9965 1.0105 0.6679 0.0203


@BTSi 1.2159 0.1147 1.7060 0.0186 0.7198 0.900 0.9694


@BPi 1.1907 0.0000 1.8332 0.0000 0.7661


%EV 85.93 88.49 84.54 97.22 93.79
N,N-dimethylglycine @BRi 0.9917 0.9890 0.9446 0.7313 0.0005


@BTSi 0.8131 0.1147 1.7202 0.0213 0.7075 0.866 0.9438


@BPi 0.7456 0.0000 1.8329 0.0000 0.7614


%EV 67.12 88.40 87.31 97.09 92.92
N-phenylglycine @BRi 0.9729 0.9759 1.0082 0.6624 0.0317


@BTSi 0.8154 0.1245 1.7106 0.0251 0.7131 0.854 0.9376


@BPi 0.7279 0.0000 1.8329 0.0000 0.7565


%EV 64.29 87.24 85.17 96.21 94.01


MP2 STUDY OF AMINOACIDS GAS-PHASE ELIMINATION

Charges from NBO calculations and Wiberg index (Tables 7
and 8) indicate that the most advanced reaction coordinate is
the breaking of O4—H5 bond and H4—N1 bond formation,
however C3—O4 bond order changing from single to double
bond is also very advanced. The TS is similar for the three amino
acids studied and is late in the reaction coordinate according to
theWiberg indexes indicating that the TS structure is close to that
of the proposed intermediate in which the acidic hydrogen is
transferred to the nitrogen and then rearranged to form the
corresponding amine.

4


CONCLUSIONS


The thermal decomposition ethyl picolinate, ethyl N,N-
dimethylglycidate, N-phenylglycidate, and the parent amino
acids was studied using MP2/6-31G (d) method. We found a
reasonable agreement with the experimental data for activation
parameters at this level of theory. The TS structure for ethylene
elimination is a six-member ring similar in all substrates with
the breaking of O-alkyl bond being the determining factor. At the
experimental conditions the subsequent amino acid decarbox-
ylation occurs with somewhat smaller barriers compared to the
ethylene elimination. The TS found for this reaction suggest that
the nitrogen plays a role in abstracting the hydrogen followed by

J. Phys. Org. Chem. 2008, 21 402–408 Copyright � 2008 John W

a rearrangement to yield the parent amine. The ease of
decarboxylation of aminoacids compared to the ester decompo-
sition can be observed in the smaller activation energies.
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Photochemistry of six- and
five-membered-ring a,b-unsaturated
lactones in cryogenic matrices
Rui Faustoa*, Susana Bredaa and Nihal Kuşa,b

The photochemistry of representative six and five-m

J. Phys. Or

embered a,b-unsaturated lactones [a-pyrone and some of its
derivatives, including coumarin and 3-acetamidocoumarin, 2(5H)-furanone] isolated in cryogenic inert matrices has
been investigated by infrared spectroscopy and quantum chemical calculations. In these types of molecules, twomain
competitive photochemical reaction pathways could be identified: ring opening, leading to formation of the isomeric
aldehyde-ketenes, and ring contraction to the corresponding Dewar isomers. For a-pyrone and 2(5H)-furanone, the
ring-opening process dominates over the ring-contraction reaction, the same occurring for derivatives of these
compounds bearing a voluminous substituent at position 3. In 2(5H)-furanone, the ring-opening reaction requires
the simultaneous occurrence of a [1,2]-hydrogen atom migration. Nevertheless, it was found to be an easy process
upon excitation at l>235nm. The ring-opening reaction was also found to occur much easily in a-pyrone than in
coumarin, and factors explaining this observation were discussed. In turn, the Dewar forms of the studied compounds
resulting from the ring-contraction photoreaction were found to undergo subsequent photo-elimination of CO2, with
formation of the corresponding cycloalkenes. In the matrices, CO2 and the simultaneously formed cycloalkenes
were found to exist as associated forms, in which the CO2molecule is preferentially placed over the cycloalkene ring in
a stacked-type geometry. For coumarin, a third photoreaction channel was observed, leading to the formation of
benzofurane and CO. This additional reaction channel corresponds to the photoreaction previously observed for the
compound in the gaseous phase. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


a,b-Unsaturated lactones receive important uses in organic
synthesis besides being important biologically active com-
pounds. Their weak toxicity and easy synthesis have made
these compounds the subject of great interest and ex-
tensive investigation. Coumarins (benzo-a-pyrones), for example,
are potent photosensitizers,[1–6] also exhibiting anti-coagulant,
anti-HIV, anti-tumor, anti-hypertension, anti-arrhythmia, and anti-
osteoporosis activities.[7–11] Many a,b-unsaturated lactones also
exhibit efficient light emission properties, which make them
useful for potential applications in molecular electronic
devices.[12–14]


Since long ago, a,b-unsaturated lactones have been shown
to possess an interesting photochemistry. As early as in 1960,
Mayo[15] observed an open-ring ester photoproduct generated
from 4,6-dimethyl-a-pyrone dissolved in methanol. A conjugated
aldehyde-ketene was presumed to be the primary product of the
photoreaction, although this intermediate species could not have
been directly observed. The photochemistry of a-pyrone was later
studied using thematrix isolation technique.[16–18] In these studies,
the open-ring aldehyde-ketene was observed as themain product,
being rapidly produced upon UV irradiation (l¼ 313 nm) of the
matrix. The IR bands assigned to the aldehyde-ketene were
interpreted on the basis of coexistence in the matrix of several
isomers of the molecule, all exhibiting the Z orientation at the
double C——C bond. The second photoproduct, the Dewar isomer

g. Chem. 2008, 21 644–651 Copyright �

of a-pyrone (2-oxa-3-oxobicyclo[2.2.0]hex-5-ene), was found to be
generated very slowly under these experimental conditions. Upon
UV irradiation through quartz, the matrix-isolated Dewar a-pyrone
was found to decompose, with evolution of carbon dioxide
and creation of antiaromatic cyclobutadiene.[16–19] However,
the precise structural characterization of the aldehyde-ketene
conformers could not be determined nor the structure of
the CO2-cyclobutadiene complex that is expected to be formed
under the matrix cage-confined conditions could be obtained.
On the other hand, somewhat surprisingly, the photochemistry


of coumarin (benzo-a-pyrone) in the gas phase appeared to be
distinct from that of the parent compound a-pyrone, with the
identified reaction taking place upon photolysis being decarbo-
nylation, with production of CO and benzofurane.[20]


The apparent different photochemistry reported for these two
analogous molecules stimulated our interest for this problem.
Hence, recently, we have started a research program dealing with
the photochemistry of a,b-unsaturated lactones, specifically

2008 John Wiley & Sons, Ltd.
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a-pyrone and several of its derivatives, including coumarin and
3-acetamidocoumarin, and analogous five-membered com-
pounds. As result of our systematic studies on these compounds,
an integrated vision of the photochemistry of this kind of
compounds has been emerging. In this paper, we present a
general overview of these studies, including novel data recently
obtained for 2(5H)-furanone and 3-acetamidocoumarin.

Figure 1. Spectral region (2200–1700 cm�1) show the evolution of the
spectrum along the irradiation time. Regular trace, spectrum of a-pyrone


(as-deposited argon matrix; irradiation time¼ 0); bold trace, spectra


obtained after 180min of irradiation using a xenon arc lamp with a
l> 330 nm cut-off filter. R, D, and K indicate a-pyrone, Dewar isomer of


a-pyrone, and aldehyde-ketene bands

MATERIALS AND METHODS


Experimental details


All compounds were obtained commercially and are of spectro-
scopic grade. The infrared spectra were obtained using a Mattson
(Infinity 60AR Series) Fourier transform infrared spectrometer,
equipped with a deuterated triglycine sulfate (DTGS) detector
and a KBr beamsplitter, with 0.5 cm�1 spectral resolution.
Necessary modifications of the sample compartment of the
spectrometer were done in order to accommodate the cryostat
head and allow purging of the instrument by a stream of dry
nitrogen to remove water vapors and CO2. For deposition of the
matrices, the compounds were placed in a specially designed
Knudsen cell with shut-off possibility, whosemain component is a
NUPRO SS-4BMRG needle valve[21] and codeposited together
with large excess of the host matrix gas (argon N60, xenon N48,
from Air Liquide) onto a cold CsI window (T� 10 K) mounted on
the tip of the cryostat. All experiments were done on the basis of
an APD Cryogenics close-cycle helium refrigeration system with a
DE-202A expander. The matrices were irradiated using a series of
long-pass optical filters, through the outer quartz or KBr external
windows of the cryostat, using either a 200W output power of
the 500W Hg(Xe) lamp (Oriel, Newport) or a 150W xenon arc
lamp (Osram XBO 150W/CR OFR).


Computational methodology


The equilibrium geometries for the studied compounds and their
photoproducts were fully optimized at the DFT or MP2 levels of
theory using basis sets of different sizes, with the 6-311þþG(d,p)
split valence triple-z basis set as reference basis. The DFT
calculations were carried out with the three-parameter B3LYP
density functional, which includes Becke’s gradient exchange
correction[22] and the Lee, Yang, Parr correlation functional.[23]


Vibrational spectra were calculated at the same levels of theory
used to optimize geometries, the calculated frequencies being
later on scaled down using appropriate scale factors, in order to
correct for vibrational anharmonicity, basis set truncation and
the neglected part of electron correlation. All calculations
were carried out using the GAUSSIAN 98 or GAUSSIAN
03 programs.[24,25]

6


RESULTS AND DISCUSSION


a-Pyrone


In agreement with the first reported studies on the photochem-
istry of a-pyrone,[16–19] both the ring-opening reaction leading to
conjugated ketene photoproducts and ring-contracting valence
isomerization to the Dewar a-pyrone form were observed upon
photolysis of matrix-isolated a-pyrone (Fig. 1). However, the new
experimental studies[26] could be supported by extensive
high-level theoretical calculations. This advantage permitted us

J. Phys. Org. Chem. 2008, 21 644–651 Copyright � 2008 John W

to reveal some new facets in the photochemistry of the
compound. For example, photoproduction of the Z as well as
E forms of the conjugated ketene was spectroscopically proven
for the first time (Figs 2 and 3).
Figure 3A shows the growing of the characteristic ketene


antisymmetric stretching absorption along irradiation
(l> 285 nm) of a-pyrone in xenon matrix. At the first stages of
irradiation, several component bands (labeled in the Fig. as
Z1-Z5) grew rapidly. As detailed below, these bands can be
assigned to the conjugated ketene in the Z configuration at the
central C——C bond, which is first formed from a-pyrone. After
several minutes of irradiation, however, these bands stopped
growing, while the two sharp bands at 2127 and 2122 cm�1 (E1
and E2, which increased visibly faster only after the population of
the initially formed photoproduct was not growing any more)
continued to grow at all stages of irradiation. These features were
given rise by ketene in the E configuration, which formed at the
expense of the initially photoproduced Z form.
Very interestingly, subsequent irradiation at longer wavelength


(l> 337 nm) resulted in partial recovery of a-pyrone at
the expense of the Z ketene (Fig. 3B), while the population of
the E ketene did not change. After 55min of irradiation with
l> 337 nm, the bands ascribed to the Z ketene practically
vanished, while those due to the E isomer remained unchanged.
The identification of the different photoproducts manifesting


themselves by the bands appearing at 2140–2100 cm�1 cannot
be done using only this spectral region. Indeed, both the
photoproduced geometrical isomers of the ketene can exist in
several conformational forms (Fig. 2), but theoretical calculations
predicted that in the IR spectra of all of them a strong band due to
antisymmetric stretching vibration of the ketene group should
appear at nearly the same frequency.[26] Moreover, matrix
site-splitting effects can also introduce some complexity to the
analysis of this spectral region. Then, in order to shed light on
the structures of the different observed conformers, besides the
2140–2100 cm�1 region other spectral ranges had to be analyzed,
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Figure 2. B3LYP/6-311þþG(d,p) calculated zero-point energy corrected relative energies (kJmol�1) for the aldehyde-ketene conformers. Top row, Z
forms; bottom row, E forms. (*) VI is not a minimum. (Adapted from Reference [26], reproduced by permission of the PCCP Owner Societies)
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in particular, the 1800–1500 cm�1 spectral region where the
relatively intense bands due to the aldehyde C——O and C——C
stretching vibrations of the ketene conformers can be expected
to absorb.[26] From the detailed analysis of the whole spectra and
taking into account the two types of behavior upon UV
(l> 285 nm and l> 337 nm) irradiation observed for the bands
of the photoproducts as well as the results of theoretical
calculations, the precise characterization of the ketene con-
formers contributing to the observed spectra was attained.[26]


This analysis led to the conclusion that in the photolysed matrix
four ketene conformers exist (I–IV; as in Fig. 2). These isomers
correspond to the two most stable E forms and to the two most
stable Z forms. The Z forms are directly obtained from a-pyrone,
while the E forms result from Z species by internal rotation around
the central C——C bond in the excited state: III is produced directly
from I and IV from II.
Another new conclusion resulting from our studies resulted


from the fact that no evidence could be found of accumulation in
the irradiated samples of the aldehyde-ketene conformers V, VII,
and VIII. This could be explained considering that these forms
have adequate geometries to undergo fast ring-closing reaction

Figure 3. Ketene antisymmetric stretching infrared spectral region. E and Z in
of UV (l> 285 nm) irradiation of a-pyrone isolated in Xematrix (T¼ 25 K). The t


of irradiation. The arrow indicates general direction of changes. (B) The initial st
were done with l> 337 nm. Spectra recorded after 5, 10, 20, 30, and 55min of


PCCP Owner Societies)
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to 4-formyl-2-cyclobutene-1-one (Fig. 4), since in the excited state
the aldehyde-ketene shall adopt preferentially conformations
where the C—C——C—C dihedral angle is ca. 908, as it is usually
the case for a,b-unsaturated carbonyl compounds. In consonance
with the theoretical predictions of its vibrational spectrum, this
compound was found to give rise to the bands observed in the
1800–1830 cm�1 spectral range in the spectra of the irradiated
matrix.
The photoproduced Dewar a-pyrone gives rise to the very


characteristic nC——O band at ca. 1846 cm�1 (Fig. 1), as well as to
other new bands appearing in other spectral regions. Irradiation
of the matrix-isolated Dewar a-pyrone with shorter wavelength
UV light (l> 235 nm) leads to evolution of CO2 and to creation of
antiaromatic cyclobutadiene.
Since after photolysis, the photoproduced CO2 and cyclobu-


tadiene must be confined in the same matrix cavity, they form
an associate. We have undertaken systematic calculations to
identify the structure of this associate. Potential scans for
the CO2-cyclobutadiene complex assuming two different
orientations within the C2 symmetry framework were performed,
one with the CO2 molecule exhibiting the axial orientation and

dicate bands assigned to E and Z ketene isomers, respectively: (A) progress


races correspond to spectra recorded after 0, 1, 6, 11, 17, 32, 42, and 62min


ate is equal to the last spectrum of frame A. The subsequent UV irradiations
irradiation. (Adapted from Reference [26], reproduced by permission of the
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Figure 4. Photochemical generation of excited state ketene form V*


from a-pyrone and subsequent photoisomerization of this species to
4-formyl-2-cyclobutene-1-one (schematic diagram). Analogous processes


can be described for ketene conformers VII and VIII, all of them having


the ketene group and the central C——C bond in the s-cis geometry
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the other with this molecule exhibiting the parallel orientation to
the cyclobutadiene plane. The first scan (axial) revealed a
repulsive potential of interaction between CO2 and cyclobuta-
diene. On the other hand, the second one (parallel) showed a
binding profile with an equilibrium minimum energy distance
between the two molecules of ca. 3.45 Å and a stabilization
energy of the complex equal to 3.45 kJmol�1. In agreement with
the theoretical predictions, the calculated spectra for the
stacked CO2-cyclobutadiene complex was shown to fit very
nicely the experimentally observed bands ascribable to this
species.[26]

Figure 5. Summary of the observed a-pyrone (1) photochemical reaction pa


and slow ring-closure to the Dewar isomer (2). In the first process, several
4-formyl-2-cyclobutene-1-one (4). The Dewar isomer of a-pyrone subseque


confined in the matrix in the same cage and form a complex adopting a st
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According to our investigations, the UV-induced photo-
transformations of a-pyrone can then be summarized as shown
in Fig. 5.


Substituted a-pyrones


Following the study on a-pyrone itself, several substituted
a-pyrones were investigated in our laboratory.[27–30] Comparing
the photoreactions observed for a-pyrone with those
of 4,6-dimethyl-a-pyrone, 4-methoxy-6-methyl-a-pyrone, and
4-hydroxy-6-methyl-a-pyrone,[27,28] for example, it could be
concluded that the Dewar isomer formation is much more
effective in the case of the substituted derivatives, while the ring-
opening photoreaction, leading to the aldehyde-ketene,
proceeds easier for unsubstituted a-pyrone. The ring-opening
reaction leading to the ketene species is believed[31,32] to
originate from excited states with np* character, whereas the
process leading to the formation of the Dewar isomers should
start from pp* states. In a-pyrones, the lowest excited singlet
state has np* character.[14] Hence, the np*-type photochemistry
is favored for such compounds when they are free of any
substituents. On the other hand, conjugative-type substitution
with groups such as —OH, —CH3, or —OCH3, blue-shifts
the S1 S0 (np*) transition and red-shifts the S2 S0(pp*)
transition,[14,33] reducing the gap between the S1 and S2 states
and favoring the process leading to the Dewar formation. Note
that the ring-opening reaction in S1 is not a barrierless
process[34,35] and some excess of excitation energy is needed
to promote the a-bond cleavage. Hence, this process does not
necessarily need to dominate, even though the lowest of the
excited states is of np* character. If the energy gap between the
np* and pp* states is not too large, the processes typical for pp*


photochemistry can compete with the a-bond cleavage or even
dominate. Isomerizations to the Dewar forms, observed as

thways: fast photoequilibration with the conjugated aldehyde-ketene (3)
conformers are produced, with some of them further reacting to yield
ntly expels CO2, to produce cyclobutadiene. The two latter species are


acked structure with intermolecular distance of ca. 3.45 Å
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dominating processes for 4,6-dimethyl-a-pyrone, 4-hydroxy- and
4-methoxy-6-methyl-a-pyrones, are good examples of such
behavior.
Very interestingly, when the substituent is a volumous group at


the position 3 of the a-pyrone ring, for the matrix-isolated
compounds the ring-contraction reaction becomes less easy and
at least in some cases it does not occur at all. This has been
recently observed for matrix-isolated 3-methyl coumalate, where
only the ring-opening reaction was observed.[29,30] On the other
hand, the 5-substituted analogue (5-methyl coumalate) shows
the expected dominance of the Dewar-isomerization process
over the ring-opening reaction, as found for the other substituted
a-pyrones already studied.
The possible reason which could preclude transformation of


the 3-substituted compound into its Dewar form may be related
with the steric properties of this latter molecule. In its most stable
geometry, 3-methyl coumalate has a planar heavy atom
backbone, which can fit easily between layers of a closely
packed argon crystal, substituting a few argon atoms. This
situation is very likely to occur during the deposition of a matrix
sample. Once a matrix is deposited and cooled to 10 K, the solid
argon becomes rigid and keeps the planar geometry of the
matrix cage corresponding to the shape of the studied molecule.
The optimized geometry of the Dewar isomer of 3-methyl
coumalate, however, is strongly non-planar (Fig. 6). Then, a
substantial rearrangement of the matrix cage would be required
to accommodate the newly formed species. In practice, this
energetically demanding process hinders the transformation of
3-methyl coumalate into its Dewar isomer. On the other hand, as
far as ring opening (the alternative reaction pathway) is
concerned, the photoproduced aldehyde-ketene does also have
a planar structure (Fig. 6), its shape resembling very closely that of
the starting compound. Then, the ring-opening reaction requires
only a minor readjustment of the rigid argon environment, which
is in agreement with its experimental observation.
Note that, according to the given interpretation, this


suppression of the ring-contraction reaction channel should in

Figure 6. Three-dimensional views of Dewar isomers of


5-methyl-coumalate (D-5mc) and 3-methyl-coumalate (D-3mc) optimized


at the DFT(B3LYP)/6-311þþG(d,p) level of theory in vacuum (both mol-
ecules may exist in two different conformers, I and II). Note the same


orientation of the Dewar fragment for all structures
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general take place for a-pyrone ring-containing compounds
bearing a volumous substituent. Indeed, this seems to be the
case, for example, for 3-acetamidocoumarin, where this process
could not also be observed, the ring-opening reaction being the
sole observed opened photochemical reaction channel for the
matrix-isolated molecule.


Coumarin


In the gaseous phase, coumarin was found to decarbonylate, with
benzofuran corresponding to the second photoproduct.[20] This
corresponds to a different photochemical behavior compared to
the data obtained for a-pyrone and many other a-pyrone
derivatives, as described in the previous sections of this paper.
Coumarin was then isolated in cryogenic rare gas matrices
and its photochemical behavior studied in a similar way as in
our previous studies on a-pyrones.[36] Following the general
experimental procedure adopted in our laboratory, the matrix-
isolated coumarin was subjected to a series of irradiations where
the incident light was filtered by different long-pass filters.
Somewhat surprisingly, contrarily to what was observed for
a-pyrone, no changes in the spectra were observed when
consecutive irradiations were carried out with filters transmitting
light with l> 337, 315, 285 nm, and finally l> 235 nm. The
photoreactions started to occur, slowly, only when the sample
was irradiated with l> 200 nm through the outer quartz window
of the cryostat.
Close examination of the spectra of the irradiated matrices and


comparison of the newly formed bands with those calculated for
different putative photoproducts revealed that for coumarin
three reaction channels are active (Fig. 7). Two of them
correspond to those observed for a-pyrone and simple a-pyrone
derivatives, that is, (a) ring contraction to the Dewar coumarin,
followed by decarboxylation, and formation of benzocyclobuta-
diene and CO2, which in the matrix exist predominantly as a
stacked-type complex; (b) ring-opening leading to the formation
of the isomeric conjugated ketene, which is first produced as
Z isomers that subsequently convert to E forms. The third channel
is similar to the UV-induced photochemistry of coumarin in the
gaseous phase: decarbonylation, leading to the formation of a
[benzofuranþCO] complex. On the other hand, the time
evolution of the bands ascribed to the photoproducts resulting
from the different observed reaction paths revealed that all
products appear concomitantly, with approximately equal
probabilities, and grow in parallel at all stages of irradiation.
The striking difference between the photochemistry shown by


coumarin and a-pyrone is that the ring-opening reaction in
coumarin occurs only upon excitation with l> 200 nm, while in
a-pyrone it starts readily upon irradiation with l> 337 nm. This
difference cannot be explained in terms of different energy gaps
between the electronic ground states and the lowest excited
states in two compounds. Indeed, in coumarin the two lowest
singlet states were found to have energies of 29 100 (n,p*) cm�1


and 32 800 (p,p*) cm�1,[37] while in a-pyrone the corresponding
energies were comparable or slightly higher: 30 200 (n,p*) cm�1


and 35 000 (p,p*) cm�1.[14] On the other hand, since to initiate the
photochemical reaction an energy in the range 235> l> 200 nm
was found to be necessary, it can be concluded that the target
electronic excitation corresponds to the band at ca. 210 nm (ca.
47 600 cm�1) observed in the UV absorption spectrum of
coumarin (in ethanol) at room temperature.[38] According to
calculations in Reference [37], this band relates to S5, that is, four
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Figure 7. IR spectra (2400–1700 cm�1 spectral range) of coumarin iso-
lated in argon matrix (T¼ 10 K): dotted trace, non-irradiated matrix (the


weak doublet at 2345/2339 cm�1 is due to residual impurity of matrix-


isolated CO2 monomers); regular trace, UV-irradiated (l> 200 nm, during


60min.) matrix, showing bands due to photoproducts. Abbreviations:
K(Z), K(E) and C refer to open-ring ketene (in the Z and E configuration)


and coumarin, respectively


Figure 8. Observed infrared spectrum of 2(5H)-furanone isolated in
argon matrix (10 K), after deposition and upon 5, 10, 20, and 30min of


irradiation (l> 235 nm)
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singlet states and five triplet states are situated below this level!
The following main factors can justify the more difficult
a-cleavage in coumarin when compared to a-pyrone:

(i) In

J. Ph

coumarin, the presence of the additional phenyl ring
results in an increased density of states in the vicinity
of S1 and S2. In this molecule, S1 (n,p*) and T3 (n,p*) are
almost isoenergetic: 29 100� 500 cm�1 and 28 000�
300 cm�1, respectively.[37] This can result in a very effective
intersystem crossing and subsequent quenching, via T2, to T1
(22 000� 300 cm�1). The lowest triplet state is probably too
low in energy to induce the ring cleavage.

(ii) T

he larger number of atoms in coumarin results in the
increase of the vibrational degrees of freedom that can serve
as intermediate states for the intramolecular processes of
non-radiative dissipation of energy.

(iii) In

 a-pyrone, the ring-opening reaction results in the increase
of the number of double bonds, which is a stabilizing factor
in terms of the electronic p-system. On the other hand, in
coumarin the opening of the pyrone ring reduces the aro-
maticity of the neighboring phenyl ring (the relative energies
of the open-ring molecules relatively to the closed-ring
counterparts are equal to ca. 75 kJmol�1 in a-pyrone[26]


and ca. 140 kJmol�1 in coumarin[36]).


(iv) C

Figure 9. B3LYP/6-311þþG(d,p) calculated structures for the minimum
energy conformations of 2(5H)-furanone and their relative energies


(kJmol�1) 6

ompetitive photolysis processes are more important in
coumarin. Indeed, the present experimental data indicate
that, along with the ring-opening reaction, the decarboxyla-
tion (through the Dewar isomerization) and decarbonylation
reactions do also occur. In a-pyrone, because the ring-
opening reaction occurs at lower excitation energies than
the isomerization to the Dewar form, these competing
mechanisms are not operative (or not efficient enough).

ys. Org. Chem. 2008, 21 644–651 Copyright � 2008 John W

2(5H)-Furanone


In the case of 2(5H)-furanone, occurrence of the ring-opening
reaction analogous to those observed for a-pyrone, coumarin,
and their derivatives must be accompanied by an H-atom
migration from C3 to C4. Nevertheless, matrix-isolated
2(5H)-furanone rapidly reacts to give the corresponding isomeric
aldehyde-ketene (Fig. 8). The potential energy surface of the
aldehyde-ketene was investigated theoretically (Fig. 9) and
the infrared spectra of the different conformers found were
calculated. Very interestingly, these were easily distinguishable to
each other. Comparison of these theoretical spectra with the
spectra of the photolysed matrices (Fig. 10) unequivocally
showed that the aldehyde-ketene was produced in a single
conformer (formA in Fig. 9). This is also in agreement with the fact
that the growing of the bands appearing upon irradiation of the
matrices is uniform, revealing the formation of a single species.
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Figure 10. Lower frame, calculated spectra of 2(5H)-furanone. Mid


frame, observed difference spectrum (spectrum obtained after 10min


of irradiation (l> 235 nm) followed by 7min of irradiation (l> 215 nm)
minus spectrum of the freshly deposited matrix). Upper frame, calculated


spectra of the photoproduced aldehyde-ketene (conformer A)
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Together with the generation of the ketene, a band at ca.
2340 cm�1 also appears, indicating the formation of CO2 in a less
probable reaction channel. Observation of CO2 in the photolysed
matrix seems to point to the initial formation of the Dewar isomer
of the furanone, which later expels CO2 in a similar way to
the photochemical reactions of matrix-isolated a-pyrone and
coumarin. Together with CO2, a second photoproduct must be
formed, with formula C3H4. By analogy with the reactions of
a-pyrone and coumarin, cyclopropene is the best candidate for
this species. Other possibilities are propyne and allene. However,
all these compounds give rise only to low intensity bands and,
then, the precise nature of the second photoproduct could not
yet be determined hitherto.

CONCLUSION


The results summarized in this paper on the photochemistry of a
set of representative matrix-isolated six and five-membered
a,b-unsaturated lactones [a-pyrone and some of its derivatives
including coumarin and 3-acetamidocoumarin, 2(5H)-furanone]
reveal that these types of molecules possess two main
competitive photochemical reaction channels: (i) ring opening,
leading to the formation of the isomeric aldehyde-ketenes, and
(ii) ring contraction to the corresponding Dewar isomers. For
a-pyrone and 2(5H)-furanone, the ring-opening process dom-
inates over the ring-contraction reaction, the same occurring for
the studied derivatives of these compounds bearing a volumous
substituent at C3. In 2(5H)-furanone, the ring-opening reaction
requires the simultaneous occurrence of a [1,2]-hydrogen atom
migration, but it was still found to be an easy process upon
excitation at l> 235 nm. The ring-opening reaction was also
found to be easier in a-pyrone than in coumarin, and factors
explaining this observation were presented. The Dewar forms of
the studied compounds resulting from the ring-contraction
photoreaction were found to undergo subsequent photo-
elimination of CO2, with the formation of the corresponding
cycloalkenes. In the matrices, CO2 and the simultaneously formed

www.interscience.wiley.com/journal/poc Copyright � 2008

cycloalkenes were found to exist as associated forms, in which
the CO2 molecule is preferentially placed over the cycloalkene
ring in a stacked-type geometry. For coumarin, a third
photoreaction channel exists, leading to the formation of
benzofurane and CO. This additional reaction channel corre-
sponds to the photoreaction previously reported to take place in
the gas-phase.
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Electronic effects of heterocyclic ring systems
as evaluated with the aid of 13C and 15N NMR
chemical shifts and NBO analysis
H. Neuvonena*, F. Fülöpb, K. Neuvonena, A. Kochc and E. Kleinpeterc
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The electronic effects of the 5- and 6-membered heterocyclic rings on the C——N—N unit of five different hydrazone
derivatives of pyridine-2-, -3- and -4-carbaldehydes, pyrrole-2-carbaldehyde, furan-2- and -3-carbaldehydes and
thiophene-2- and -3-carbaldehydes have been studied with the aid of 13C and 15N NMR measurements together with
the natural bond orbital (NBO) analysis. As model compounds are used the corresponding substituted benzaldehyde
derivatives. The polarization of the C——Nunit of the hydrazone functionality of the heteroaryl derivatives occurs in an
analogous manner with that of phenyl derivatives. The electron-withdrawing heteroaryl groups destabilize and
the electron-donating groups stabilize the positive charge development at the C——N carbon while the effect on the
negative charge development is opposite. The 15N NMR chemical shift of the C——N and C——N—N nitrogens and the
NBO charges at C——N—N unit can be correlated with the replacement substituent constants s of the heteroaryl
groups. 13C NMR shifts of the C——N carbon of N,N-dialkylhydrazones of the heteroarenecarbaldehydes can be
correlated with a dual parameter equation possessing the polar substituent constant s* of the heteroaryl group and
the electronegativity of the heteroatom as variables. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Electron delocalization in general and aromaticity especially are
highly significant concepts to explain stabilities and reactivities of
many organic molecules. An aromatic molecule has a cyclic p


cloud which contains an odd number of pairs of p electrons. This
means that the molecule follows the Hückel’s 4nþ 2 rule and has
the ability to maintain a diamagnetic ring current. Both the
6-membered pyridine and the 5-membered pyrrole, furan and
thiophene are aromatic.[1] Relative scales of aromaticity based on
energetic, structural, spectroscopic or magnetic criteria have
been developed. The resonance energy of pyridine is usually
thought to be of the same order as that of benzene. Thiophene is
the most and furan is the least aromatic of the common
5-membered heteroaryl rings, thiophene, pyrrole and furan.[1–6]


Heteroatoms in aromatic and pseudoaromatic rings can be
considered as an endocyclic substituent replacing the —CH— or
—CH——CH— fragment in a benzene ring.[7] Hammett-type
replacement substituent constants s, sþ, sI or soR for the
heteroaryl systems have been determined for instance by
infrared intensity measurements,[8] by kinetic measurements
based on rates of reduction,[9] solvolysis,[9–13] alkaline hydroly-
sis,[9,14,15] or pyrolysis,[16] by ring–chain tautomeric equilibrium
measurements[17,18] and by 13C NMR chemical shift measure-
ments.[19] Taft’s polar s* values have also been determined
for many heterocyclic groups.[20] The term replacement
substituent constant means that for instance 4-pyridyl group
with a replacement substituent constant s¼ 0.96 corresponds to
the X-substituted phenyl group with s(X)¼ 0.96. Replacement
substituent constants for the heteroaryl groups are given in
Tables 1 and 2. Some of the replacement substituent parameter

g. Chem. 2008, 21 173–184 Copyright �

values vary considerably as a function of the method used (sI for
2-thienyl as an example, Table 2). So, the quantitative assessment
of the electronic effects of heteroaryl groups still needs
consideration. We have recently studied 13C NMR characters of
the imine and hydrazone derivatives of p-X-substituted benzal-
dehydes, p-X—C6H4—CH——N—S.[23–26] In all cases substituents
at the benzylidene ring have a reverse effect on dC(C——N), i.e.
negative rF (rI) values and negative or small positive rR values are
observed when correlating SCS values with Eqn (1). SCS is the
13C NMR shift of the C——N carbon for a substituted compound


SCS ¼ rFsFðrIsIÞ þ rRsR (1)


relative to that for the unsubstituted one, and sF (sI) and sR are
the inductive and resonance parameters of X, respectively.
Because we are not aware of systematic 13C NMR studies of the
following derivatives, 1–5 (Scheme 1), of heterocyclic rings
possessing a C——N—N group in their side-chain, the electronic
effects of the 5- and 6-membered heteroaryl groups A–H were
studied with the aid of 13C and 15N NMR measurements together

2008 John Wiley & Sons, Ltd.
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Table 1. Replacement substituent constants for 6-membered heteroaryl groupsa


2-Pyridyl 3-Pyridyl 4-Pyridyl Methodb Reference


s 0.75 0.65 0.96 Saponification [14]
so 0.81 0.72 0.95 Saponification [15]
sþ 0.75 0.54 1.16 Solvolysis [12]
sþ 1.5 0.49 1.29 Ring–chain tautomerism [17]
sI 1.65 0.35 0.92 13C NMR [19]
sI
c 0.18 pKa determination [21]


soR �0.45 0.04 �0.01 13C NMR [19]


s13 0.88 0.60 1.18 13C NMR [19]


a Discussion on replacement substituent constants, see Reference [7].
bMethod use for the determination of the replacement substituent constants in question.
c Reference values: for phenyl 0.12 and for p-NO2-phenyl 0.23.


[21]
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with natural bond orbital (NBO) charges. Compounds with
Z¼ IaS j in series 1–5 were used as models (Scheme 2).

RESULTS AND DISCUSSION
13C NMR shifts


In Table 3 are given the 13C NMR chemical shifts of the C——N
carbon measured for the hydrazone series 1(A-H)–5(A-H). For
each heterocyclic Z (Scheme 1), within series 1–5 the range of the
13C NMR chemical shift is ca. 15–16 ppm. In each series 1–5, the
shift range of ca. 9–10 ppm is observed when the heteroaryl
group Z is varied. In Table 3 are also given the dC(C——N) value
in each series for the unsubstituted phenyl derivative
(Z¼ Ig).[23,24,25b] In all five cases, the value for the 2-pyridyl
derivative is close to that observed for the unsubstituted phenyl
derivative (Ig). For comparison, Table 4 collects ranges of C——N
carbon resonance and correlation parameters obtained pre-

Table 2. Replacement substituent constants for 5-membered het


2-Pyrrolyl 2-Furyl 3-Furyl 2-Thienyl


s �0.58 0.32 0.04 0.03
sþ �1.61 �0.85 �0.44 �0.76
sþ �0.94 �0.49 �0.84
sþ �0.80
sþ �1.09 �0.29 �1.02
sþ �1.03 �0.615 �0.928
sþ �2.2 �0.80 �0.20
sI �0.16 0.65 1.82
sI
c 0.17 0.17 0.10 0.19


sI 0.4 0.6
soR �0.62 �0.60 �1.08


s* 1.08 0.65 0.93
s13 �2.53 �1.01 �0.79


a Discussion on replacement substituent constants, see Reference
bMethod use for the determination of the replacement substituen
cReference values: for phenyl 0.12 and for p-NO2-phenyl 0.23.


[21]
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viously by Eqn (1) for different hydrazone [1–5 (Z¼ I), 6, 7] and
imine (8–12) derivatives of p-substituted benzaldehydes (cf.
Schemes 2 and 3).[23–26] The C——N carbon of hydrazones in
general has the 13C NMR chemical shift at a lower frequency than
the C——N carbon of imines has. The shift ranges in Table 3 (Dd,
9–10 ppm) are larger than those caused by varying phenyl
substitution (Table 4, series 1–5 with Z¼ I, ca. 4–7 ppm).
According to a large set of imine, hydrazone, oxime and oxime
O-ether derivatives of substituted benzaldehydes (p-X—
C6H4—CH——N—S), the sensitivity of the 13C NMR shift of the
C——N unit to the benzylidene substituent X is dependent on the
group S [S¼ Ph, CH2Ph, C6H4-p-Y, Me, C(Me)3, OMe, OH, NHPh
or NH2].


[25b,,26] With series p-X—C6H4—CH——N—C6H4-p-Y cor-
relation parameters rF(X) and rR(X) depend linearly on sþ(Y).[26]


Due to the amide resonance one would expect the
N-benzoylamino and N-alkyl-N-benzoylamino groups in 3–5 to
be less electron-donating than the N,N-dialkylamino groups in 1
and 2. The shift ranges when Z is varied in series 1–5 are,
however, quite close to each other, and for 3–5 slightly higher

eroaryl groupsa


3-Thienyl Methodb Reference


0.04 Solvolysis [9]
�0.44 Solvolysis; reduction [9]
�0.47 Solvolysis [10]
�0.47 Solvolysis [11]
�0.52 17O NMR [22]
�0.559 Solvolysis [22]
�0.20 Ring–chain tautomerism [18]
0.59 13C NMR [19]
0.10 pKa determination [21]
0.6 [7]


�0.39 13C NMR [19]


0.65 Hydrolysis [20]
�0.40 13C NMR [19]


[7].
t constants in question.


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 173–184







Table 3. 13C NMR chemical shifts of the C——N carbon (in ppm
relative to TMS in CDCl3) for series 1–5 with Z¼ASH or Ig


Z 1 2 3 4 5


A 2-Pyridyl 131.35 131.41 147.16 139.89 147.04
B 3-Pyridyl 127.36 127.32 143.82 135.56 143.89
C 4-Pyridyl 126.78 126.99 144.1 135.92 143.97
D 2-Pyrrolyl 126.54 — 138.87 131.49 138.84
E 2-Furyl 122.54 122.39 137.74 129.68 137.35
F 3-Furyl 124.81 124.74 139.99 131.40 139.73
G 2-Thienyl 127.01 126.97 142.67 133.68 —
H 3-Thienyl 128.23 128.03 142.42 134.37 142.37
Ig 131.89a 131.91a 147.2b 139.19c 147.1b


a Reference [23].
b Reference [24].
c Reference [25b].


Table 4. The rI(X) or rF(X) and rR(X) values obtained by Eqn
(1) for the C——N carbon 13C NMR chemical shifts (in CDCl3 if
not otherwise stated) for the para-X-substituted hydrazone


Scheme 1.


ELECTRONIC EFFECTS OF HETEROCYCLIC RING SYSTEMS

than for 1 and 2. The g-effect of N-methyl group is clearly seen
(series 4 vs. series 3 or 5).
The effect of the heteroaromatic groups relative to phenyl


groupwas evaluated by cross-correlations of the 13C NMR shifts of
the C——N carbon for series A–H with those for series Ig. The
slopes with varying C——N—N— substitutions are given in
Table 5. The correlations are excellent (r � 0.9970). However, the
values of the slopes are close to each other (0.82–1.12) and
differences in the slope values are hardly significant taking into
consideration the confidence intervals (95% confidence level). In
Table 5 are collected aromaticity indexes given in literature for
the heteroarenes and for benzene. The slope values close to one
are in agreement with the suggestion of Abraham and Reid of
closely similar ring current for benzene, furan, pyrrole and
thiophene (RC in Table 5).[1c]

series 1–7 and imine series 8–12 (Schemes 1–3)


Series rI(X) or rF(X) rR(X)
Shift


range/ppm Reference


1 (Z¼ I) �6.2 �4.9 127.14–133.93 [23]
2 (Z¼ I) �5.8 �5.0 127.46–134.34 [23]
3 (Z¼ I) �4.2 �2.0 144.4–148.5 [24]

Dependence of the 13C NMR chemical shifts of the C——N
carbon on the heteroaryl group


Cross-correlation between the 13C NMR chemical shifts for the
cyclohexyl series 1 and 2 is shown in Fig. 1 and that between
benzoylhydrazone series 3 and 4 in Fig. 2. Excellent correlations

Scheme 2.
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are observed and the points for the heteroarenecarbaldehyde
derivatives fit those of the substituted benzaldehyde derivatives.
For benzaldehyde derivatives, if dC(C——N) occurs at the lower
frequency, the higher is the electron-withdrawing (EW) ability of
the phenyl substituent. This reverse effect has been explained
by the p-polarization and/or the resonance polarization. EW
phenyl substituents stabilize negative charge development at the
C——N carbon while ED substituents destabilize it [Scheme 4,
Z¼X(EW)—C6H4— or Z¼X(ED)—C6H4—, respectively]. The
effects on positive charge development at the C——N carbon
are opposite. [23–25] In Figs. 1 and 2, the points corresponding to
the hydrazone derivatives of pyridine-3- and -4-carbaldehydes fit
the correlations in an excellent agreement with the s values
shown in Table 1 [s(4-pyridyl)¼ 0.96, s(3-pyridyl)¼ 0.65; cf.
s(NO2)¼ 0.78, s(CN)¼ 0.66].[27] The point for the 2-pyridyl
derivative occurs in both figures at higher frequency than one

4 (Z¼ I) �4.6 �1.8 135.8–140.4 [24]
5 (Z¼ I) a �3.8 �1.6 144.1–147.9 [24]
6 �4.6 �3.1 133.75–138.64 [23]
7 �5.5 �2.7 138.55–143.26 [23]
8 �3.7 �0.1 157.16–159.99 [25a]
9 �3.6 �0.7 159.8–162.03 [25b]
10 �4.0 �0.7 157.33–160.34 [25b]
11 �5.7 �2.5 151.51–156.73 [26]
12 �3.7 0.1 160.10–162.71 [26]


a In DMSO-d6.
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would expect on the basis of s(2-pyridyl)¼ 0.75. The other
heterocyclic groups seem to behave like phenyl groups
possessing highly EW substituents. However, their s values
shown in Table 2 do not support that view. Furan, thiophene and
pyrrole rings are known to possess a dualistic character. They are
inductively EW (an electronegative heteroatom, large sI and F
values) but able to donate electron via resonance (negative sR

Table 5. The correlation parameters for the cross-correlations betw
A–H with the 13C NMR chemical shifts of the C——N carbon for ser
varied


Slope da r REb


A 2-Pyridyl 1.03� 0.03i 0.11 0.9984 43.3
B 3-Pyridyl 1.08� 0.01 0.04 0.9998
C 4-Pyridyl 1.12� 0.03 0.09 0.9990
D 2-Pyrrolyl 0.82� 0.04 0.19 0.9970 34.8
E 2-Furyl 0.99� 0.01 0.03 0.9999 27.2
F 3-Furyl 0.99� 0.02 0.07 0.9993
G 2-Thienyl 1.02� 0.04 0.16 0.9986 43.0
H 3-Thienyl 0.94� 0.02 0.08 0.9993


Different aromaticity parameters collected from literature for the p
a Confidence interval (95% confidence) for the slope value.
b Resonance energy for the parent ring system in kcalmol�1: pyrid
Reference [1b].
c Aromaticity index for the parent ring system relative to benzene: py
[1b].
d Aromatic stabilization energy for the parent ring system in kcalm
e Ring current ratio for the parent ring system: pyridine, pyrrole, fu
f Nucleus independent chemical shift in ppm 1 Å above the ring c
Referenece [1g].
g Distance in Å to which shielding area extends (ICSS¼ 0.1 ppm) for t
8.9 Å for benzene. Reference [3b].
h Distance in Å to which deshielding area extends (ICSS¼�0.1 p
thiophene. 7.2 Å for benzene. Reference [3b].
i Standard deviation.
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and R or Rþ values).[27] Due to the efficient conjugative effect they
often are considered as p-excessive.[1a]


In contrast, the pyridyl groups are EW both inductively and via
resonance and are considered as p-deficient.[1a] For the C——N
carbon of the hydrazone derivatives of the 5-membered rings,
the lowest frequency is observed for the 2-furyl derivative and
the highest frequency value for the 2- or 3-thienyl derivative, the

een the 13C NMR chemical shifts of the C——N carbon of series
ies Ig when substitution at the hydrazone C——N–N nitrogen is


AIc ASEd RCe NICS(1)f ICSSg,h


86 0.85 8.8g 7.2h


85 20.57 1.03 �10.60 7.6g 6.5h


53 14.77 1.04 �9.36 7.3g 6.0h


81.5 18.57 1.08 �10.79 7.9g 7.0h


arent rings are also given.


ine, pyrrole, furan and thiophene. 45.8 kcalmol�1 for benzene.


ridine, pyrrole, furan and thiophene. 100 for benzene. Reference


ol�1: pyrrole, furan and thiophene. Reference [1g].
ran and thiophene. 1.00 for benzene. Reference [1c].
enter for the parent ring system: pyrrole, furan and thiophene.


he the parent ring system: pyridine, pyrrole furan and thiophene.


pm) for the parent ring system: pyridine, pyrrole furan and
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Figure 1. A cross-correlation between the dC(C——N) values of series 1
and 2. The figure includes the derivatives of heteroarenecarbaldhydes


(Z¼A S H, &) and the derivatives of substituted benzaldehydes


(Z¼ Ia, b, d, e, g S j, &, data from Reference [23])


Figure 2. A cross-correlation between the dC(C——N) values of series 3
and 4. The figure includes the derivatives of heteroarenecarbaldhydes


(Z¼A S H,&) and the derivatives of substituted benzaldehydes (Z¼ Ib,
c, d, e, g S j, &, data from Reference [24])


ELECTRONIC EFFECTS OF HETEROCYCLIC RING SYSTEMS

other derivatives showing intermediate values (Table 3, Figs. 1
and 2). Oxygen is more electronegative than sulfur or nitrogen
while nitrogen is a better electron donor than oxygen or sulfur.
The dependence of dC(C——N) on the structure of the heterocyclic
ring means that inductive effects predominate over the
conjugative effects.[23–25] The low frequency shift reflects
increase in electron density of the carbon indicating significant
contribution of resonance structures 13 and 14 (Scheme 4).
Inductively EW groups Z stabilize 13 and 14, low frequency
(upfield) shifts as result.


13C NMR chemical shifts of the hydrazone derivatives of
the 5-membered heterocyclic aldehydes do not correlate with
the replacement substituent constants s, sþ, s* or s13 of the
heteroaryl groups (Table 2). Equation (1) was also tested using sI
and soR values for 2-pyrrolyl, 2-furyl, 2-thienyl and 3-thienyl
groups. Also in that case the correlation was poor. Fringuelli
et al.[28] observed good correlations (r¼ 0.95–0.99) between the
carbonyl carbon 13C NMR chemical shift and electronegativity of
the heteroatom in 2-substituted acetyl, carbaldehyde, methox-
ycarbonyl and carboxylic acid derivatives of furan, thiophene,
selenophene and tellurophene, dC(C——O) moving to lower
frequency (upfield) with increasing electronegativity of the
heteroatom. In our case, electronegativity of the heteroatom
alone does not describe the effect of the heterocyclic ring
because 2- and 3-derivatives have different responses. Instead, a
good correlation was observed when Eqn. (2)


dCðC ¼ NÞ ¼ r�s� þ rXXþ C (2)


was used for series 1 (r¼ 0.9994). In Eqn (2), s* is the polar
substituent constant for the heterocyclic group (Table 2, E–H)
and X is electronegativity of the heteroatom. The negativity of r*


and rX suggests that EW groups Z stabilize the resonance
structures 13 and 14 increasing their contribution, shielding of
the C——N carbon as a result. In Fig. 3 is shown for series 1 the
correlation between the experimental dC(C——N) values and those
calculated with the aid of r*, rX and C derived from Eqn (2).

Scheme
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Alike behavior is observed for series 2 [r*¼�(5.0� 0.8) and
rX¼�(4.1� 0.3), r¼ 0.9979]. With the benzoylhydrazone series
3–5, however, this type of correlation fails due to the amide
resonance 18 allowing the conjugative electron donation from
the heterocyclic rings.


The dC(C——N) values for the hydrazone derivatives of the
heterocyclic aldehydes (Z¼DSH, series 1–5) occur clearly at
lower frequencies than those of hydrazone derivatives of
substituted benzaldehydes or pyridine-2-, -3- or -4-carbaldehydes
(Z¼ASC, series 1–5). The sI values for phenyl, 0.12,
p-NO2-phenyl, 0.23, p-Me-phenyl, 0.10, 2-pyridyl, 0.18, 2-pyrrolyl,
0.17, 2-furyl, 0.17, 3-furyl, 0.10 and 2-thienyl groups, 0.19[21]


suggest that inductive effect alone does not explain this behavior.
One explanation could be that with 5-membered heterocyclic
derivatives there occurs a significant contribution of resonance
structure 17, which increases the C——C character of the a-carbon
relative to the a-carbon of hydrazone derivatives of substituted
benzaldehydes or pyridinecarbaldehydes, low frequency shift as
a consequence. This is, however, contradicted by the fact that soR
values for the heteroaryl groups D, E and H are close to soR of
2-pyridyl group A,[19] and hydrazone derivatives of A resonate at
quite high frequency. An alternative possibility is the ring current
effect. Although Abraham and Reid[1c] recently reported closely
similar ring currents for benzene, furan, pyrrole and thiophene,
Klod and Kleinpeter[3a] and Kleinpeter et al.[3b] have reported
the decreasing sequence benzene>pyridine> thiophene>
pyrrole> furan (cf. Table 5). We tested the correlation between
the shielding/deshielding distances (ICSS¼�0.1 ppm) for the
parent ring systems[3b] and dC(C——N) values for the 2-substituted
set 2-furyl, 2-pyrrolyl, 2-thienyl, 2-pyridyl and phenyl in series 4.

4.
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Figure 3. A cross-correlation between the experimental and calculated


[Eqn (2)] dC(C——N) values for series 1
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Correlation with shielding distance gives better correlation
[slope¼ 6.1� 0.6 (standard deviation), � 1.9 (confidence limits,
95%), r¼ 0.9945] than that with the deshielding distance [slope
8� 2 (standard deviation), � 6.7 (confidence limits, 95%),
r¼ 0.9075]. The correlations indicate that the ring current effect
on dC(C——N) can contribute to the observed low frequency shift
of dC(C——N) values for the 5-membered heteroaryl derivatives
relative to phenyl derivatives. However, the contribution of this
effect obviously is not large.[3]


Comparison with other side-chain derivatives


In Table 6 are collected the 13C NMR chemical shifts for a-carbons
of several different side-chain derivatives of heteroarenes and

Table 6. 13C NMR chemical shifts (in ppm relative to TMS, CDCl3)
systems


1R¼CH3 R¼CHO R¼COC


dC(C-a) SCS dC(C-a)
f SCS dC(C-a)


R-phenyl 21.44b 0 192.0 0 198.17g


2-R-pyridine 24.7c 3.26 193.5 1.5
3-R-pyridine 18.7c �2.74 191.4 �0.6
4-R-pyridine 21.4c �0.04 192.2 0.2
2-R-thiophene 15.04b �6.40 183.6 �8.4 190.75g


3-R-thiophene 185.6 �6.4
2-R-pyrrole 12.3d �9.14 180.3 �11.7 188.04g �
2-R-furan 13.2d �8.24 178.1 �13.9 186.83g �
3-R-furan 9.20e �12.24 184.0 �8.0


a Value of dC(C�a) relative to the phenyl derivative.
b Reference [29].
c Reference [30].
d Reference [31].
e Reference [32].
fReference [33].
g Reference [6].
h Reference [34].
i Reference [28].
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benzene including our series 1 and 4. The SCS values are mostly
negative and the most negative SCS values are usually observed
for a-carbons of pyrrolyl or furyl derivatives. This is the case also
with sp3 hybridized a-carbon. Pyrrolyl and furyl rings carry the
most electronegative heteroatoms and possess the lowest
resonance stabilization energies.[1b] Interestingly, if the dC(C——
N) value occurs at the lower frequency, the lower is the
aromaticity of the heteroaryl ring according to energetic,
magnetic or other criteria.[1–3,5]


15N NMR shifts


The 15N NMR shifts for series 1 (Z¼ASH) are given in Table 7.
Positive and closely similar slopes are observed when correlating
dN(C——N—N) of substituted benzaldehyde derivatives with
Hammett s and those of heteroarenecarbaldehyde derivatives
with replacement substituent constants s, 9.4 and 10.0,
respectively (Table 8). This is the normal behavior.
The normal behavior is also observed at C——N nitrogen: EW


substituents affect deshielding. For dN(C——N) the sensitivity to s is
higher with heterocyclic systems (slope¼ 15.6) than with
benzaldehyde derivatives (slope¼ 11.8) but taking into account
the confidence intervals (95%) the difference is not significant.
EW groups Z increase the contribution of 13 and 14 while they
decrease the contribution of 16 (Scheme 4) and cause high
frequency shift of dN(C——N) and dN(C——N—N), i.e. the normal
behavior. The satisfactory correlations in all these cases indicate
that the replacement substituent constants s [9,14] are suitable
to describe the electronic effects of the heteroaryl groups on
dN at the hydrazone functional group. This supports the
conclusion drawn above that the dependence of the 13C NMR
shift of the a-carbon of the hydrazone derivatives of the

and SCSa values for a-carbons of some phenyl and heteroaryl


H3 R¼COOCH3


R¼ side-chain
of 1


R¼ side-chain
of 4


SCS dC(C-a) SCS dC(C-a) SCS dC(C-a) SCS


0 167.11b 0 131.89 0 139.19 0
131.35 �0.54 139.89 0.7
127.36 �4.53 135.56 �3.63
126.78 �5.11 135.92 �3.27


�7.42 162.68b �4.43 127.01 �4.88 133.68 �5.51
128.23 �3.68 134.37 �4.82


10.13 161.4h �5.71 126.54 �5.11 131.49 �7.70
11.34 159.16i �7.95 122.54 �9.35 129.68 �9.51


124.81 �7.08 131.40 �7.79
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Table 7. 15N NMR chemical shifts (in ppm in CDCl3) of the
C——N and C——N–N nitrogens for series 1 with Z¼ASH or Ig


Z dN(C——N) d(C——N–N)


A �27.37 �256.45
B �31.60 �258.44
C �26.11 �254.39
D �51.12 �268.79
E �39.08 �263.61
F �37.74 �267.17
G �39.73 �261.60
H �38.20 �265.07
Iga �87.59 �315.17


The spectra were referenced externally to CH3NO2 (0.00 ppm)
containing 10% w/w CD3NO2 for locking purposes.
a Reference [25b].


ELECTRONIC EFFECTS OF HETEROCYCLIC RING SYSTEMS

5-membered heteroarenecarbaldehydes on the heteroaryl group
includes besides the electronic effects an additional contributor
which prevents to describe the behavior of dC(C——N) by the
replacement substituent constants. In Table 8 are also shown the
statistical data for correlations of the dN values in question with
the s13 values proposed by Robinson et al.[19] and Slater et al.[35]


With the exception of the dN(C——N) data of the heterocyclic
derivatives, the correlations are worse than those with Hammett
s or replacement substituent constants s.


Comparison with styrenes


For p-X-substituted styrenes, a reverse and a normal behavior,
respectively, has been observed on the 13C NMR shifts of a and b


carbons.[36] Figure 4 shows the cross-correlation between the

Table 8. Comparison of the statistical parameters for correlation o
p-phenyl substituted benzaldehyde N-methyl-N-(2-hydroxycyclohe
N-methyl-N-(2-hydroxycyclohexyl)hydrazones (Series 1, Z¼ASH)
stituent constants s (cf. Table 2), respectively


dN(C——N)


Z¼ Ic Z¼ASH


Correlations with Hammett sa or replacement substituent constan
Slope 11.7� 0.8d (� 1.9)e 15.6� 1.6 (�
r 0.9869 0.9703


Correlations with s13 substituent constantsf


Slope 6.8� 0.7d (� 1.6)e 6.6� 0.5 (� 1
r 0.9717 0.9908


Data for correlations with s13 substituent constants are also given
a Reference [27]: p-NO2, 0.78; p-CN, 0.66; p-CF3, 0.54; p-F, 0.06; p-Cl, 0
b Reference [9] and [14]: 2-pyridyl, 0.75; 3-pyridyl, 0.65; 4-pyridyl, 0
3-thienyl, 0.04.
c Ia, b, d, e, g, h, i and j. The 15N NMR shift values are from refere
d Standard deviation.
e Confidence interval (95% confidence).
f s13 from Reference [19] and Reference [35]: p-NO2, 1.01; p-CN, 0.85
�1.75; 2-pyridyl, 0.88; 3-pyridyl, 0.6; 4-pyridyl, 1.18; 2-pyrrolyl, �2.5
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15N NMR chemical shift values, dN(C——N), of phenyl substituted
benzaldehyde hydrazone series 1 (Z¼ Ia, b, d, e, g, h, i and j) and
13C NMR chemical shift values, dC(C——Cb), for the b-carbon of the
phenyl substituted styrenes 19a (Scheme 5). The good
correlation means that both nuclei respond analogously to
substituents on the phenyl ring although the 15N NMR shift of
C——N nitrogen seems to be ca. 1.6 times as sensitive to
substitution as the 13C NMR shift of Cb. In Fig. 5 is shown the
corresponding cross-correlation between the heteroarene
derivatives, series 1 (Z¼AS E, G and H) and series 19b. In
the limits of standard errors the slope is the same as in Fig. 4. If the
upper and lower confidence limits of the slope are taken into
consideration (95% confidence level) the slope in Fig. 4 is
1.6� 0.4 and that in Fig. 5 is 1.6� 0.3. This means that the same
relative sensitivity between the b-nitrogen at the C——N unit and
the b-carbon of styrenes C——C unit prevails both with varying
phenyl substitutions and heteroaryl substitutions. This means
that analogous electronic effects of the heteroaryl groups,
relative to substituted phenyl groups, are experienced by the
styrene b-carbon and by the C——N nitrogen. Unfortunately the
a-carbon shifts for the heterocyclic derivatives studied by
Robinson et al.[19] are not available.


Atomic charges


Computational NBO charges (B3LYP/6-31G**) of the minimum
energy conformations of series 1 and 4 are given in Tables 9
and 10. For series 1, the trans diequatorial ee conformation is
clearly more stable than the trans diaxial aa conformation by ca.
5 kcalmol�1. However, there are two local minima closely similar
in energy (energy difference � 0.03–0.88 kcalmol�1) for the ee
conformation, the syn and anti conformations shown in 20 and
21, respectively, for 1C. For benzaldehyde derivatives (Z¼ IaS j)
the syn_ee conformation was the most stable in seven cases (a–c,
f–i) from ten and for the heteroarenecarbaldehyde derivatives in

f 15N NMR chemical shifts dN(C——N) and dN(C——N–N) values for
xyl)hydrazones (Serie 1, Z¼ I) and heteroarenecarbaldehyde
with Hammett substituent constants s or replacement sub-


dN(C——N–N)


Z¼ Ic Z¼ASH


ts sb


3.9) 9.4� 1.5 (� 3.6) 10.0� 1.1 (� 2.8)
0.9349 0.9631


.3) 5.3� 1.1 (� 2.7) 3.7� 0.9 (� 2.2)
0.8935 0.8827


.
.23; p-Br, 0.23; H, 0; p-Me, �0.17; p-OMe, �0.27; p-NMe2, �0.83.
.96; 2-pyrrolyl, �0.58; 2-furyl, 0.32; 3-furyl, 0.04; 2-thienyl, 0.03;


nce [25b].


; p-F, �0.05; p-Cl, 0.13; H, 0; p-Me, �0.3; p-OMe, �0.74; p-NMe2,
3; 2-furyl, �1.01; 2-thienyl, �0.79; 3-thienyl, �0.4.
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Figure 4. A cross-correlation between the 15N NMR shifts of C——N


nitrogen for series 1 (Z¼ Ia, b, d, e, g, h, i, j) and the 13C NMR shift of


the styrene b-carbons for series 19a (Scheme 5 data from Reference [35], X
is varied)


Figure 5. A cross-correlation between the 15N NMR shifts of C——N


nitrogen for series 1 (Z¼A S E, G and H) and the 13C NMR shift of
the styrene b-carbons for series 19b (Scheme 5 data from Reference [19],


heteroaryl group is varied)
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six cases (Z¼ASC, ESG) from eight (A�H). So, we chose
syn_ee for the detailed analysis. However, it was verified that an
excellent correlation was observed between qC(C——N) of anti_ee
and qC(C——N) of syn_ee (slope¼ 1.10� 0.03, r¼ 0.9960 for
benzaldehyde derivatives and slope¼ 1.00� 0.05, r¼ 0.9927
for heteroarenecarbaldehyde derivatives).

Scheme
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Figure 6 shows the correlation between qC(C——N) and s or
replacement substituent constant s for series 1. The solid line
[slope¼�0.020� 0.002 (standard deviation), � 0.04 (95% con-
fidence limits)] in Fig. 6 is drawn for the hydrazone derivatives
of substituted benzaldehydes. The points corresponding to
the derivatives for Z¼ASC, F or H fit closely on this line
(slope¼�0.021� 0.007 (standard deviation), � 0.02 (95% con-
fidence limits)]. In Fig. 7 [qN(C——N) vs. s)] and Fig. 8 [qN(N2) vs. s]
the correlations for the heterocyclic derivatives are worse than
those for benzaldehyde derivatives but the sensitivities of the
atomic charge to Z are analogous (correlation with s, positive
slope with the numerical value of the same order). This means
that the replacement substituent constants s given in litera-
ture[9,14] describe the electronic effects of the heteroaryl groups
on the C——N—N functional group well. In Fig. 6, points for
2-pyrrolyl (D), 2-furyl (E) and 2-thienyl (G) clearly deviate. This
reflects a special ‘ortho-effect’ experienced by the qC(C——N) due
to the proximity of the heteroatom in the 5-memebered ring, not
explained by the replacement s constants. The positive and
negative slopes, respectively, in Figs. 6 and 7, and their numerical
values of the same extent verify the polarization pattern
described in Scheme 4. Slope of �1.19� 0.06 (r¼ 0.9845) was
observed for the cross-correlation between qN(C——N) and
qC(C——N) including compounds of series 1 with Z¼ IaS j, A,
B, F and H.
The dependences of the atomic charges at C——N—N group in


series 4 are closely similar with those in series 1 (Figs. 9, 10
and 11) including the deviation of the 2-pyrrolyl, 2-furyl and
2-thienyl derivatives as regards qC(C——N). Cross-correlations
between series 4 and series 1 for qC(C——N), qN(C——N) and qN(N2)
give slopes 0.93� 0.04 (r¼ 0.9847), 0.89� 0.06 (r¼ 0.9606) and
0.26� 0.01 (r¼ 0.9901), respectively. The lower sensitivity of

5.
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Table 9. Natural bond orbital (NBO) charges (B3LYP/6-31G**) for the C——N carbon and C——N and C——N–N nitrogens for series 1 and
4 with Z¼ IaS j


Series 1 Series 4


qC(C——N) qN(C——N) qN(C——N–N) qC(C——N) qN(C——N) qN(C——N–N)


Ia X¼NO2 �0.05279 �0.23891 �0.22018 �0.00317 �0.23637 �0.25095
Ib X¼CN �0.05002 �0.24407 �0.22642 �0.00049 �0.24064 �0.25289
Ic X¼CF3 �0.04382 �0.24967 �0.23414 0.00479 �0.24523 �0.25508
Id X¼ F �0.03357 �0.26284 �0.2455 0.01306 �0.25697 �0.25842
Ie X¼Cl �0.0385 �0.25668 �0.24014 0.00927 �0.25165 �0.25685
If X¼ Br �0.0384 �0.25635 �0.24011 0.00898 �0.25132 �0.25672
Ig X¼H �0.0327 �0.26103 �0.24564 0.01407 �0.25503 �0.25796
Ih X¼Me �0.03066 �0.26406 �0.24786 0.01565 �0.25795 �0.25882
Ij X¼OMe �0.02695 �0.27044 �0.25215 0.0185 �0.26524 �0.2596
Ij X¼NMe2 �0.02152 �0.27793 �0.25805 0.0214 �0.27358 �0.26059


ELECTRONIC EFFECTS OF HETEROCYCLIC RING SYSTEMS

qN(N2) to Z in series 4 reflects the contribution of amide
resonance 18.
The atomic charge vs. replacement s correlations give support


for the conclusion that the 13C NMR chemical shift of the
a-carbon is not a proper probe to evaluate the electronic effects
of the heteroaryl groups on the C——N unit although the 13C NMR
chemical shift of the a-carbon or the 15N NMR chemical shift of
the C——N and C——N—N nitrogens of benzaldehyde derivatives as
well as the 15N NMR chemical shift of the C——N and C——N—N
nitrogens of heteroarene derivatives reflect the electronic effect
of the aromatic moiety.

Characters of 2-pyrrolyl derivative in series 4


The point corresponding to 2-pyrrolyl derivate in series 4 clearly
deviates from the qN(C——N) vs. s plot (Fig. 10). This deviation
reflects the proximity (2.549 Å) of the pyrrolyl N-hydrogen and
C——N nitrogen of 4D (cf. 22), which makes the forming of—C——
N				H hydrogen bond possible affecting the charge of C——N
nitrogen.[37] The distance of —C——N				N(pyrrole) is 2.790 Å. For
comparison the structure of 1D is shown in 23.

Table 10. NBO charges (B3LYP/6-31G**) for the C——N carbon and C——N and C——N–N nitrogens for series 1 and 4 with Z¼ASH
or Ig


Series 1 Series 4


qC(C——N) qN(C——N) qN(C——N–N) qC(C——N) qN(C——N) qN(C——N–N)


A 2-Pyridyl �0.05531 �0.25599 �0.23622 �0.0053 �0.2509 �0.2548
B 3-Pyridyl �0.0419 �0.25631 �0.23924 0.0062 �0.2507 �0.2564
C 4-Pyridyl �0.04884 �0.24331 �0.23029 0.00141 �0.2385 �0.2538
D 2-Pyrrolyl �0.05465 �0.26644 �0.2575 �0.0037 �0.2936 �0.2593
E 2-Furyl �0.08129 �0.2579 �0.24641 �0.0376 �0.2519 �0.2573
F 3-Furyl �0.03435 �0.26604 �0.25359 0.01016 �0.2563 �0.26
G 2-Thienyl �0.05778 �0.25671 �0.24419 �0.0087 �0.257 �0.2574
H 3-Thienyl �0.03014 �0.26549 �0.25004 0.0125 �0.2546 �0.2588
Ig X——H �0.0327 �0.26103 �0.24564 0.01407 �0.25503 �0.25796
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Figure 6. NBO charges of the C——N carbon for series 1 versus Hammett
substituent constant s or the replacement substituent constant s,


respectively, for the benzaldehyde derivatives (— , *) and heteroarene-


carbaldehyde derivatives (& or &). The line (- - - -, &) is drawn for


Z¼A S C, F and H. The errors shown are standard deviations


Figure 8. NBO charges of the hydrazone N2 nitrogen for series 1 versus


Hammett substituent constant s or the replacement substituent constant


s, respectively, for the benzaldehyde derivatives (— , *) and heteroar-
enecarbaldehyde derivatives (- - - -,&). The errors shown in the figure are


standard deviations. The confidence limits (95%) are � 0.005 for (— , *)


and � 0.006 for (- - - -, &)
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CONCLUSION


The electronic effects of the heteroaryl groups are analogous
with the effect of substituted phenyl groups on the functional
group of hydrazones of heteroarenecarbaldehydes and sub-
stituted benzaldehydes, respectively. The polarization of the C——
N unit occurs in both cases. The effects of the heteroaryl groups
on 15N NMR chemical shift of the C——N and C——N—N nitrogens
and on the NBO charges of the C——N carbon, C——N and C——
N—N nitrogens can be correlated with the replacement
substituent constants s. The 13C NMR shifts of the C——N carbon
of N,N-dialkylhydrazones of the heteroarenecarbaldehydes are
linearly related to equation dC(C——N)¼ r*s*þ rXXþC, where s*


is the polar substituent constant for the heteroaryl group and X is
electronegativity of the heteroatom.


EXPERIMENTAL SECTION


Materials


Melting points were determined using an electrothermal digital
melting point apparatus and are uncorrected. The compounds in

Figure 7. NBO charges of the C——N nitrogen for series 1 versus Ham-


mett substituent constant s or the replacement substituent constant s,


respectively, for the benzaldehyde derivatives (— , *) and heteroarene-


carbaldehyde derivatives (- - - -, &). The errors shown in the figure are
standard deviations. The confidence limits (95%) are � 0.004 for (— , *)


and � 0.009 for (- - - -, &)
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series 1–5, Z¼ASH were prepared by reactions between the
corresponding heteroarene carbaldehydes and the proper
hydrazino alcohols (series 1 and 2), 2-aminobenzoylhydrazine
(series 3), 1-(2-aminobenzoyl)-1-methylhydrazine (series 4) or
1-(2-methylaminobenzoyl)hydrazine (series 5) as described
previously.[23,24] Melting points of the compounds are given in
Supplementary Material.


NMR measurements


NMR spectra were recorded at 278C on a JEOL JNM-A500 FT NMR
spectrometer operating at 125.78MHz for 13C and 50.688MHz for
15N on 0.2M solutions in CDCl3.


13C spectra were referenced
internally to tetramethylsilane (0.00 ppm), while 15N spectra were
referenced externally to CH3NO2 (0.00 ppm) containing 10% w/
w CD3NO2 for locking purposes. The signal of the deuterium of
the solvent was used as a lock signal for 13C spectra. 13C NMR

Figure 9. NBO charges of the C——N carbon for series 4 versus Hammett
substituent constant s or the replacement substituent constant s,


respectively, for the benzaldehyde derivatives (— , *) and heteroarene-


carbaldehyde derivatives (& or &). The line (- - - -, &) is drawn for


Z¼A S C, F and H. The errors shown in the figure are standard devi-
ations. The confidence limits (95%) are � 0.004 for (— , *) and � 0.018


for (- - - -, &)
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Figure 10. NBO charges of the C——N nitrogen for series 4 versus
Hammett substituent constant s or the replacement substituent constant


s, respectively, for the benzaldehyde derivatives (— , *) and heteroar-


enecarbaldehyde derivatives (- - - -,&). The errors shown in the figure are


standard deviations. The confidence limits (95%) are � 0.003 for (— , *)
and � 0.009 for (- - - -, &)


ELECTRONIC EFFECTS OF HETEROCYCLIC RING SYSTEMS

spectra were acquired with 1H broad-band decoupling and NOE
1H non-decoupling techniques. The coupled 13C NMR spectra
were qualitatively used in the assignment of the C——N carbon
lines.


13C spectra were acquired with the following conditions:
spectral width of 30 kHz, 32 K data points (1H decoupled)/64 K
data points (1H coupled), digital resolution 0.92 Hz/point
(1H decoupled)/0.46 Hz/point (1H coupled), pulse width 4.35ms
(458), acquisition time 1.09 s (1H decoupled)/2.18 s (1H coupled),
number of transients 1000–12 000, pulse delay 3 s (1H
decoupled)/5 s (1H coupled), pulse sequence (JEOL) SGBCM
(1H decoupled)/SGNOE (1H coupled). Exponential windowing
with a line-broadening term 2Hz (1H decoupled)/1 Hz (1H
coupled) was applied prior to Fourier transformation. 15N NMR
spectra were acquired with refocused INEPT technique optimized
on 8Hz. 15N spectra were acquired with the following conditions:
908 flip angle, pulse recycle time 5.1 s, spectral width of 25 kHz
consisting of 64 K data points (digital resolution 0.39 Hz/point),
pulse sequence (JEOL) INPTR. Exponential windowing with

Figure 11. NBO charges of the hydrazone N2 nitrogen for series 4 versus


Hammett substituent constant s or the replacement substituent constant


s, respectively, for the benzaldehyde derivatives (— , *) and heteroar-


enecarbaldehyde derivatives (- - - -,&). The errors shown in the figure are
standard deviations. The confidence limits (95%) are� 0.0019 for (— ,*)


and � 0.0021 for (- - - -, &)


J. Phys. Org. Chem. 2008, 21 173–184 Copyright � 2008 John W

a line-broadening term 1Hz was applied prior to Fourier
transformation.


B3LYP/6-31G** calculations


All DFT calculations were performed using the GAUSSIAN-03
series of programs.[38] Both, total energy and geometry of the
various conformers were calculated at the B3LYP/6-31G** level of
theory and were optimized without restrictions.[39,40] The
molecular modeling program package SYBYL7.1 was used to
generate input structures and to analyze and illustrate graphically
the results.[41] Charges of molecules are calculated by using
natural bond orbital (NBO) analysis.[42]
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An exploratory study to investigate possible
simple descriptors in order to predict relative
activity of antiepileptic enaminones
J. C. Garro Martinez a*, M. F. Andradaa, M. R. Estradaa, E. A. Castrob,
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A general structure, substituent and activity relation

J. Phys. Or

ship of the following type has been fitted to the available ED50


values of cyclic enaminone antiepileptic compounds: ED50 ¼ f structure; substituent½ � ¼ f ½d; s�. In this relationship
‘structure’ was quantified by d, the distancemeasured between the carbonyl oxygen and the first atom of the aromatic
ring. The ‘substituent’ was quantified by Hammett substituent constant: (s). With the aid of the above function of two
independent variables, a new molecular structure was predicted by extrapolation that has shown about two orders
of magnitude greater activity than the most active molecule in the original set with measured ED50 values. Copyright
� 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Epilepsy is a heterogeneous disorder that affects nearly 1% of the
world population.[1] Symptoms are due to disturbances of
electrical activity of the brain and most of individuals with
epilepsy continue to have seizures, even while being treated with
anticonvulsant drugs.[2] In antiepileptic drug development, a 50%
decrease in seizure frequency is often accepted as the evidence
of clinical efficacy.[3] By the end of the past century, approxi-
mately 70% of newly diagnosed epilepsy cases were treated with
one or more of the following drugs: (a) Carbamazepine (CBZ),[4]


(b) Phenytoin (PHYT),[4] (c) Phenylbarbital (PHEN).[4] One of the
three areas in which the mechanisms of antiepileptic drug action
have been categorized is drugs that modify cell excitability by
altering, either directly or indirectly, the activity of voltage-
dependent ion channels that mediate cell firing and rhythmi-
city.[1,3] That is the proposed mechanism of action for CBZ and
PHYT (Fig. 1).
Several structurally diverse vasodilating drugs are known to


stimulate the opening of potassium channels in smooth muscle
and the heart.[5] The compounds investigated in this category
have been unable to penetrate the blood–brain barrier. The
inability of these drugs to get to the site of action in the brain
would be the major limitation to their use.[6]


Recently, several enaminones, a group of organic compounds
containing the conjugated system N—C——C—C——O (Fig. 2), has
been cited in the literature as antiepileptic agents.[7,8] Comparing
Figs 1 and 2, there are some structural similarities among the
known antiepileptics and enaminones proposed as anticonvul-
sant drugs. Still more than that, their activity at the voltage-
dependent sodium channel-binding site are comparable to
that of class 1 anticonvulsants CBZ and PHYT.[8–10] Interestingly
enough, all of the above compounds have ring structures, while

g. Chem. 2008, 21 409–418 Copyright �

open-ring enaminones proved to be excellent prodrugs of model
primary amines because of their transportability through
biological membranes.[11–13]


In the process of drug discovery, the relationship between drug
structure, drug receptor affinity and drug bio-availability plays a
significant role in the viability of a drug candidate. An orally
administered drug must possess not only intrinsic activity, but
also favourable biopharmaceutical properties which will allow
drug molecules to cross membranes.[14]

SCOPE


The present paper aims to establish a kind of relationship
between the anticonvulsant activity of a certain set of
compounds (Fig. 3) and structural characteristics like distances,
Taft steric constants (Es) and Hammett (s) parameters. The
compounds investigated are, consisting of two structural types,

2008 John Wiley & Sons, Ltd.
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Figure 1. Typical antiepileptics drugs and their biological activities, ED50.


Calculated[14] critical distances, d, in Å, are also shown


Figure 3. The two types of enaminones studied
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assumed to possess transportability through biological mem-
branes and pharmacological effects by binding to the voltage-
gated sodium ion channel. A few of the set of compounds have
been studied experimentally and the ED50 (mmol/kg) were
measured.[7,9,13,14]


To explore this possibility, calculations were used to find the
minimum energy conformations of 26 candidate molecules:
18þ 8¼ 26 cyclic enaminones (Types I and II, respectively in
Fig. 3). Particular attention was paid to the electron push and pull
characteristics of the substituents for the compounds studied
and to the distance d between the first atom of the aromatic ring
and carbonyl oxygen of the enaminone group as both groups are
thought to bind to the receptor site on the sodium channel. The
phenyl group is believed to interact via p–p electron stacking
with an aromatic group on the channel, possibly tyrosine 1771 on

Figure 2. Typical enaminone-type antiepileptic drug and their biological


activities, ED50. Calculated
[9,13] critical distances, in Å, are also shown
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the a-subunit, while the carbonyl oxygen is hypothesized to form
a hydrogen bond at the receptor site[4] as shown in Fig. 4 for
anticonvulsants as well as for local anaesthetics.
In the drug discovery process, very often a million compounds


must be subjected to a fast ‘through-put’ screening to reduce the
original set of million molecules to a subset of considerably less
than a thousand structures before synthesis, biological testing
and QSAR investigation is to commence. The proposed method
may become such a tool of the drug discovery projects at least for
antiepileptic compounds. It should be emphasized that the scope
of the present work was to explore the possibility to find an
interatomic distance as a descriptor. No QSAR investigation was
attempted, in view of the relatively few available experimental
points, as it is done by many researchers in the field for better
experimental data-sets.[15–21]

MOLECULAR COMPUTATIONS


Calculations were performed using the GAUSSIAN 03 compu-
tational programme.[22] Cyclic enaminones of Family A in Figs. 5
and 6 with known ED50 values, reported as antiepileptic drugs,[6]


were optimized at AM1 semiempirical level. Cyclic enaminones of
Family B (Fig. 7) with unknown ED50 values were also geometry
optimized at AM1 semiempirical level of theory.

Figure 4. Proposed binding mechanism of anticonvulsants to the


sodium channel
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Figure 5. Semiempirical MO-optimized structures of selected bioactive enaminones (Family A) with R1 and R2 substituents. Subfamilies are labelled as


(i), (ii), (iii) and (iv)
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Figure 6. Bioactivity (ED50) cluster pattern as a function of C–O distance (d) for compounds of Family A. Subfamilies are denoted as (i), (ii), (iii)


and (iv)
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Initial geometries were obtained from a previous exploratory
study in the oxo tautomeric form of molecules, at HF/6-31G* level
of theory, based on published results on geometrical isomerism
of enaminones.[23,24]

RESULTS AND DISCUSSION


General background


We were seeking to establish a general correlation of the type:

ED50 ¼ f structure; substituent½ � (1)


In this function the structure was quantified by d as a distance
between the carbonyl oxygen and the first atom of the aromatic
ring and the nature of the substituent wasmeasured either by the
Hammett (s) or the Tafts steric (Es) substituent constant as was
appropriate.
Two types of enaminones A and B were studied (Figs 5 and 7).


Compounds from Family A came from Types I and II enaminones
and they had not only structural and substituent parameters but
their ED50 values were also determined (Table 1). Family B also
came from Types I and II enaminones, but their ED50 values were
not determined (Table 2).
Clearly, the number of measured biological activities of Types I


and II is very small for a regular QSAR study. Consequently,
exploratory analyses were made, in terms of single variable
crossections, (2), (3), (4) and in terms of two independent variable
surfaces (5), (6), in the hope that they may reveal some trend that
may be useful in designing further investigations. Furthermore, it
is also hoped that the structural parameter d may be a useful
structural guide in designing bioactive enaminone structures.


ED50 ¼ f1 dð Þ (2)

www.interscience.wiley.com/journal/poc Copyright � 2008

ED50 ¼ f 01 sð Þ (3)


ED50 ¼ f2 d; sð Þ (4)


ED50 ¼ f 001 Esð Þ (5)


ED50 ¼ f 02 d; Esð Þ (6)


Cyclic enaminones


Family A compounds consisting of 12 chemical structures, 9 of
Type I and 3 of Type II are depicted in Fig. 5 and their ED50


variations with d, according to Eqn (2) are seen in Fig. 6. As can be
seen from Fig. 6 a total of four subfamilies, (i), (ii), (iii) and (iv), may
be recognized within Family A. The fact that the points of each of
these subfamilies are virtually above each other indicates that
there must be a variation of the activity with the substituents. The
upper part of Fig. 8 shows for the subfamilies (i), (ii) and (iii) of
Family A, the structural variation according to the functional
relationship (3) while the central part of Fig. 8 illustrates a
structural variation of subfamily (iv) in Family A according to Eqn
(4). The bottom part of Fig. 8 shows the variation of d with Taft Es
parameter is also for the subfamily (iv).
The central part of Fig. 8 shows a very poor lineal correlation


and the location of part suggests that there is a minimum values
of the activity at about Es¼�1.5 (broken line). In contrast to that
the bottom part of Fig. 8 which shows the lineal dependence
although the points are few.
Family B consists of compounds for which no ED50 measure-


ments were made (Fig. 7). Compounds 13–16 are of Type II
enaminones, corresponding to subfamily (v) of Family B, while
compounds 18–26 belong to Type I enaminones; corresponding
to subfamilies of (vi), (vii) and (viii) of Family B. One-dimensional
variations with substituent constants, according to (4) and (3), are
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Figure 7. Semiempirical MO-optimized structures of selected bioactive enaminones with assumed bioactivity (Family B) with R1 and R2 substituents.


Subfamilies are labelled as (v), (vi), (vii) and (viii)
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Table 1. Bioactivity (ED50) substituents and substituent constants for compounds of Family A


Molecule Activity R1 Hammett sigma (s) R2 Taft size parameter (Es) d/Å


1 986.84 O2N 0.71 H3C 6.051
2 876.05 NC 0.66 H3C 5.997
3 89.41 Cl 0.227 H3C 6.01
4 54.39 Cl 0.227 C2H5 6.048
5 22.44 Br 0.232 H5C2 6.049
6 103.92 F3CO 0.35 H5C2 6.048
7 211.74 CN 0.66 H5C2 6.049
8 565.9 H3C H3C �1.24 5.868
9 247.84 H3C H5C2 �1.31 5.866


10 391.83 H3C t-H9C4 �2.78 5.839
11 236.99 H 0 H3C 6.382
12 546.39 F 0.062 H3C 6.379


Critical distances, d, calculated by semiempirical MO are shown.
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shown in Fig. 9 for subfamilies (v) as well as subfamilies (vi), (vii)
and (viii), respectively.
According to Eqn (5), the topological clustering of the set of


compounds associated with subfamilies (i), (ii), (iii), (vi), (vii) and
(viii) is shown in Fig. 10. The two dimensional variation for
subfamilies (i), (ii) and (iii) according to (5) is shown in Fig. 11. The
topological clustering of subfamilies (iv) and (v) are shown in
Fig. 12 and the surface for subfamily (iv) is presented in Fig. 13.
As far as structural and substituent effects are concerned, from


Figs. 10 and 11 it is clear that most of the points fall within the
range of 6.0 Å� d� 6.1 Å and the Hammett s values are varied in
the range of �0.9�s� þ0.8. Most of these structures contain
p-substituted aniline moieties while the two points on the side
(compounds 11 and 12) are p-substituted benzylamines. It may
also be noted that the p-electron withdrawing groups (like

Table 2. Substituents and substituent constants for compounds o


Molecule R1 Hammett sigma (s)


13
14
15
16
18 F 0.06
19 I 0.18
20 F3C 0.54
21 O2N 0.78
22 H 0.00
23 H3C �0.17
24 H2CO �0.27
25 H2N �0.66
26 H3CHN �0.84


Critical distances, d, calculated by semiempirical MO are shown.
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—NO2 and —CF3) are unfavourable, while p-electron donating
groups (like—Cl and—Br) enhance biological activity resulting in
lower ED50 value. From Fig. 13 it is apparent that the larger the
size of the alkyl group (R2) in the carboxylic acid ester (—COOR2),
such as t-Bu, the less active is the molecule in contrast to the
smaller sized R2 group (e.g. Me and Et). The two best activities
were observed with p-chloro phenyl and p-bromo phenyl groups
(compounds 4 and 5 in Table 1, Figs 5, 6 and 11) combined
with R2¼ Et, corresponding to 54.99 and 22.41mmol/kg,
respectively.
A ‘spline’ function fitted surfaces are not suitable for


direct extrapolation. Consequently, some least square curve
fitting may be in order. A simplified example, which also
reveals the inaccuracy of the determined ED50 data is shown
in Fig. 14A.

f Family B


R2 Taft size parameter (Es) d/Å


H3C �1.24 5.852
H5C2 �1.31 5.848
i-H7C3 �1.71 5.850
t-H9C4 �2.78 5.847


6.038
6.039
6.041
6.050
6.047
6.048
6.037
6.020
6.015
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Figure 8. Bioactivities as function of substituents for subfamilies (i),


(ii), (iii) and (iv) of Family A compounds. Top: variation of activity
with Hammett substituent constant (s) of subfamilies (i), (ii), (iii).


Central: variation of activity with Taft size parameter (Es) of subfamily


(iv). Bottom: variation of distance (d) with Taft size parameter (Es) of


subfamily (iv)


Figure 9. Calculated critical distances, in Å, for Family B compounds.


Top: variation with Taft size parameter (Es) of subfamily (v). Bottom:
variation with Hammett substituent constant (8) of subfamily (vi), (vii)


and (viii)


Figure 10. Topology of structures on a ED50¼ f2 (d, s) surface
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The fitted logarithmic straight line had the following form:


ln ED50½ � ¼ ms þ ln ED50½ �0¼ 5:541s þ 2:611 (7)


and the fitted exponential form turned out to be


ED50½ � ¼ ED50½ �0e
ms ¼ 13:61e5:541s (8)


However, the direct exponential fit (8) is somewhat different
from the logarithm (7).
Clearly, as can be seen from Fig. 14A, the linear fit has a slightly


higher R2 value (0.810) than the exponential fit (0.785). This
method may be generalized further, if we interpolate between
the experimental ED50 values, using the d¼ 6.045 cross-section of

J. Phys. Org. Chem. 2008, 21 409–418 Copyright � 2008 John Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 11. Graphical representation of the ED50¼ f2 (d, s) surface


Figure 12. Topology of structures on the ED50¼ f’2 (d, Es) surface of


subfamilies (iv) and (v)


Figure 13. Graphical representation of the ED50¼ f’2 (d, Es) surface
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the spline function fitted surface of Fig. 11. The result, for such an
attempt, is shown in Fig. 14B. For the linear fit R2¼ 0.955 and for
the exponential fit R2¼ 0.931; again the linear fit is slightly more
accurate.
The logarithmic straight line, fitted to the interpolate points,


had the following form:


ln ED50½ � ¼ ms þ ln ED50½ �0¼ 5:209s þ 2:869 (9)


and the fitted exponential form turned out to be


ED50½ � ¼ ED50½ �0e
ms ¼ 17:62e5:869s (10)


However, the direct exponential fit (10) is somewhat different
again from the logarithm (9).
The comparison of the two linear fits (7) and (9) as shown in


Fig. 15 is remarkable, in view of the fact, that originally we had
only seven ED50 measurements. On the basis of these
Hammett-type analyses, the two types of approaches predict,
at s¼�0.84, a relatively low ED50 value corresponding to
structure 26, the p-N-methyl amine-substituted compound. The
two values are ED50¼ 0.218mmol/kg, fitted to the Interpolated

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 409–418







Figure 14. Extrapolation of ln (ED50) versus s (top) and ED50 versus s (Bottom) fitted function. A: Fitting was made to the anitable ED50 points
(compounds from 1 to 7 of Type I, Family A). B: Fitting was made to the interpolated ED50 points along the line of d¼ 6.045Å of Fig. 11


Figure 15. Comparison of linear fits orbital from experimental results


(ER) and interpolation results (IR)


Figure 16. Predicted ‘lead compound’ as antiepileptic cyclic enaminone
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Results (IR in Fig. 15), and ED50¼ 0.110mmol/kg, fitted to the
Experimental Results (ER in Fig. 15). These values indicate a
100–200 times greater activity than the best measured activity
(22.44mmol/kg) for the p-bromo-substituted compound (corre-
sponding to structure number 5 in Figs 5 and 6). As the predicted
activity is of the order of 0.1mmol/kg (or 100 nano-mole/kg) this
compound may turn out to be a ‘lead compound’ (Fig. 16)
worth-while to study experimentally in a the Drug Discovery
process.

J. Phys. Org. Chem. 2008, 21 409–418 Copyright � 2008 John W
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Ruthenium(II) (Ru(II)) complexes are the focus of num
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erous research works with various applications mainly due to
their attractive photophysical and photochemical properties. In biological research areas, in particular, they are
developed as efficient photoprobes or photosensors of biological molecules. More interestingly specific Ru(II)
complexes bearing p-deficient ligands such as TAP¼ 1,4,5,8-tetraazaphenanthrene, bpz¼ 2,2(-bipyrazyl or HAT¼
1,4,5,8,9,12-hexaazatriphenylene exhibit interesting photoreactivity with biomolecules (DNA, polypeptides). The
photoreactions are initiated by a photo-electron transfer from the biomolecule to the excited metal complex. A back
electron transfer (BET) succeeds this primary process. However in competition with this BET, a DNA photocleavage
and/or formation of adducts of the complex with guanine units of DNA or with tryptophan (Trp) residues of
polypeptides can take place. In this review we highlight the studies of these photo-adducts carried out by our
laboratories, and connected to some applications. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The interesting photophysical and photochemical properties of
Ruthenium(II) (Ru(II)) complexes have transformed them into
attractive candidates for challenging applications.[1] Thus these
metallic compounds have been tested as photosensitizers in solar
cells[2–4] or in supramolecular assemblies mimicking antenna’s
systems for collecting light.[5–9] Moreover they have also been
interestingly applied for the development of low-voltage devices
such as light-emitting electrochemical cells (LECs)[10] or organic
light-emitting diodes (OLEDs).[11]


Surprisingly, the Ru(II) complexes have played quite a
significant role in biological research areas.[12–17] The sensitivity
of their electronic absorption and emission to the solvents
or more particularly to the different microenvironments of
biomolecules such as DNA has motivated the researchers to
develop novel applications in which the Ru compounds are used
as photoprobes or photosensors.[18–23] Thus numerous exper-
imental works have been devoted to studies of the interaction
between Ru(II) complexes and the double-stranded DNA helix by
using the changes in their luminescence properties as a method
for probing different nucleic acid structures or topologies.
Moreover a few theoretical approaches have been devoted to
studies of the Ru complexes excited states behaviours[24–26] and
provided suitable models[27–31] to describe their possible
geometries of interaction with the genetic material. The so-called
light-switch effect observed with Ru(II) complexes containing
extended planar ligands is an interesting example which
emerged from numerous studies.[32–38] Thus the absence of
luminescence of the excited states of these complexes in water,
and their restoration when they intercalate their planar ligand
into the DNA double helix, illustrate the role of these Ru(II)
compounds as DNA photoprobes. Other Ru(II) polypyridine
complexes have also been shown to be excellent photoprobes for
proteins.[39–42]

g. Chem. 2008, 21 670–681 Copyright �

Among these numerous and different uses of Ru(II) complexes,
only a few studies have been focused on their photoreactivity
with biomolecules,[43–47] which is the main focus of this report.
Thus it is shown how particular photoreactive Ru(II) complexes
could be converted into useful biomolecular tools. The study of
their photophysical and photoredox properties allowed to further
exploit them for the photocrosslinking of two biomolecules.[48,49]


Therefore, we will first consider the photophysical and the
electrochemical properties of these metallic species. The
results and conclusions will lead us to the understanding and
applications of their photoreactivity with DNA, oligonucleotides
and polypeptides, which will be discussed later.
The Ru(II) complexes that will be considered here are those


formed with oxidizing p-deficient ligands such as the TAP¼
1,4,5,8-tetraazaphenanthrene, bpz¼ 2,20-bipyrazyl or HAT¼
1,4,5,8,9,12-hexaazatriphenylene, in contrast to the well-known
bpy¼ 2,20-bipyridine or phen¼ 1,10-phenanthroline ligands,
which are used as ancillary ligands. Dinuclear complexes with
the bridging ligand TPAC¼ tetrapyrido[3,2-a:20, 30-c:300,200-h:2000,
3000-j]acridine will also be included in the discussion (Fig. 1).

2008 John Wiley & Sons, Ltd.







Figure 1. Structures of the ligands


Figure 2. Simplified photophysical scheme of Ru polyazaaromatic com-


plexes, where S0 stands for the ground singlet state, 1MLCTn for high


energetic singlet states, 1MLCT and 3MLCT for the lower singlet and triplet
states, 3MC for the metal centred state, FCabs/em for the Franck–Condon


transition in absorption/emission, ISC for intersystem crossing and where


E0-0 is the energy of the v00 ¼ 0! v0 ¼ 0 transition, usually approximated


by the FCem value
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GENERAL PHOTOPHYSICS OF RU(II)
COMPLEXES WITH POLYAZAAROMATIC
LIGANDS


The complexes are formed with three bidendate polyazaaromatic
ligands; thus they have six coordinative bonds. They exhibit a D3


symmetry at least for a homoleptic complex, where the central
metal ion coordinates to the three identical ligands. Usually,
electronic transitions between the different molecular orbitals of
the complex are classified according to the characteristics of the
involved orbitals, whether they have metallic or ligand
characteristics. Thus the following transitions can be distin-
guished: centred on the ligands (ligand centred (LC)), centred on
the Ru(II) ion (metal centred (MC)) or corresponding to a charge
transfer from the metal to one of the ligands, that is where p*


antibonding orbital is the most stabilized (metal to ligand charge
transfer (MLCT)).[50] The lowest transition in absorption and
emission has an MLCT character, therefore we will mainly discuss
the properties of the corresponding excited states because they
control the photophysics and the photochemistry of the
complexes.
The MLCT singlet excited state reached by absorption of a


photon deactivates very rapidly, in approximatively 100 fs,[51]


with a unitary quantum efficiency,[52] to three 3MLCT states very
close in energy (a few cm�1) (Fig. 2).[53] Whereas these states can
be distinguished at low temperature (below 77 K), they appear as
one unique state at room temperature, which we denote as the
lowest 3MLCT state. Experiments also show the existence of a
fourth 3MLCT state at 400–1000 cm�1 above the three other
states,[54,55] which will be also included into the lower energy
3MLCT state for the rest of our discussion.
For complexes containing p-deficient ligands, such as HAT or


TAP in [Ru(TAP)2phen]
2þ or [Ru(HAT)2(phen)]


2þ, the excited
electron in the lowest 3MLCT state is localized on one of these
ligands because their corresponding p* orbital is more stabilized

J. Phys. Org. Chem. 2008, 21 670–681 Copyright � 2008 John W

than that of a phen or bpy ligand. Dechelation of one ligand (loss
of a ligand) is possible for [Ru(TAP)3]


2þ[56] by thermal activation
from the 3MLCT to the 3MC state, which presents a distorted
geometry. The so-produced photo degraded complexes, such
as [Ru(TAP)2Cl2] or [Ru(TAP)2(H2O)2]


2þ, have a maximum of
absorption around 500 nm. This photodecomposition does not
exist if a TAP ligand is replaced by a phen ligand, such as in

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 3. Schematic representation of the photo-electron transfer


process between the HOMO orbital of a G base and the excited state
of the Ru species under illumination of the complex
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[Ru(TAP)2phen]
2þ. In this case, although the lowest unoccupied


molecular orbital (LUMO) is still centred on the TAP ligand, the
energy level of the Ru centred highest occupied molecular orbital
(HOMO) is a bit destabilized due to the presence of the phen
ligand. Therefore the MLCT transition is shifted bathochromically
and the energy gap between the 3MLCT and 3MC states becomes
greater than for [Ru(TAP)3]


2þ, so that the 3MC state is no longer
accessible. The thermally activated pathway from the 3MLCT to
the 3MC state can actually be completely inhibited by quenching
the 3MLCT state by addition of increasing amounts of a reductive
agent, as we will describe later.
The lifetime of the 3MLCT state is typically of the order of a few


hundreds of nanoseconds to 1ms. This depends (i) on the nature
of the ligands that directly influence the energy gap between the
3MLCT and 3MC states as illustrated above with [Ru(TAP)2phen]


2þ


and [Ru(TAP)3]
2þ and (ii) on the solvent or microenvironment,


which the complex probes.
Some complexes containing planar extended ligands


such as dppz¼ dipyrido[3,2-a:20,30-c]phenazine or PHEHAT¼ 1,
10-phenathrolino[5,6-b]1,4,5,8,9,12-hexaazatriphenylene, like
[Ru(phen)2dppz]


2þ, [Ru(bpy)2dppz]
2þ or [Ru(phen)2PHEHAT]


2þ


exhibit a light-switch effect. This means that they do not emit in
water but the luminescence is turned on by intercalating into the
stack of DNA bases. For these complexes, a much more
elaborated scheme was required than that described in Fig. 2:
several luminescent excited states and even a dark state
participate in the relaxation to the ground state. This is not
the case of the complexes constructed with the planar TPAC
ligand,[57,58] which in addition allows the bridging of two
Ru(TAP)2þ2 moieties, to yield a dinuclear complex [(TAP)2 Ru TPAC
Ru(TAP)2]


4þ.
We have to note that not only this latter complex but also the


other complexes bearing TAP or HAT ligands behave as bases in
their excited state. Indeed, the TPAC and TAP ligands contain
hetero-aromatic nitrogens, potentially protonable when they are
not chelated to the metal ion. As these complexes are used for
their interaction with biomolecules, the knowledge of their pKa
values in the ground and excited states is important for their
applications with the biomolecules. The pKa values of the TPAC
and TAP complexes have thus been studied.[57,59] For the excited
state the pKa* values can be determined (i) by the Förster’s Cycle,
in which the pKa of the corresponding ground state has to be
known,[60,61] or (ii) from the measurements of the emission as a
function of pH.[59] For the TAP-based complexes described above,
the Forster’s pKa* extends from 5.6 to 7.2. This means that the
3MLCT states could be easily protonated, especially when they
interact with DNA in which themicroenvironment is slightly more
acidic than the aqueous media (pH 4.5–5).[62,63] This process
should further complicate the behaviours of the polyazaaromatic
ligand based metal complexes under pulsed illumination, which
are described below.

PHOTO-ELECTRON TRANSFER IN THE
PRESENCE OF ELECTRON DONORS


In the presence of biomolecules containing guanine bases


From the photophysical properties of polyazaaromatic com-
plexes in the presence of DNA or oligonucleotides, two types of
behaviours are generally observed: on the one hand, enhance-
ment of both the luminescence intensity and the lifetime of the

www.interscience.wiley.com/journal/poc Copyright � 2008

3MLCT state, and on the other hand, the quenching of the
emission intensity and thus the shortening of the 3MLCT lifetime.
In the first case, for example with a system composed of


[Ru(phen)3]
2þ or [Ru(TAP)3]


2þ mixed with [poly(dA-dT)]2, an
increase in the 3MLCT lifetime along with the enhancement of the
emission intensity was observed with increasing amounts of
polynucleotide.[64,65] These effects are due to the protection of
the excited state by the DNA microenvironment (i) from a
quenching by molecular oxygen and (ii) from non-radiative
deactivation essentially due to OH vibrators of the aqueous
solvent. In contrast, with a system composed of [Ru(TAP)3]


2þ and
[poly[(dG-dC)]2 for example,[65] the steady-state emission of the
complex is efficiently quenched, and the lifetime is shortened. It
has been experimentally evidenced that this quenching is due to
a photo-electron transfer between G residues and the 3MLCT
state of the complex as represented in Fig. 3. Such a process
occurs mainly with G moieties of polynucleotides (the most
reducing base) and the complexes containing at least 2
p-deficient ligands, such as 2 TAP, 2 HAT or 2 bpz ligands
(shown further in Table 1).
The existence of such a charge transfer process followed by a


back electron transfer (BET) has been demonstrated by transient
absorption spectroscopy in different time scales when the
guanine electron donor can freely diffuse (case of GMP) or is
simply a base moiety of DNA.[47,66–68] Thus a laser pulse of �9 ns
on a solution of [Ru(TAP)3]


2þ and GMP produces monoreduced
complex and oxidized mononucleotide during the laser pulse
because the process is diffusion controlled. The transient
absorption spectrum recorded 5ms after the pulse at around
500 nm is shown in Fig. 4 and is attributed to the reduced
complex and the oxidized GMP.
The following kinetic scheme has been proposed, in which Eqn


1 represents the production of the 1MLCT state, Eqn 2 the
intersystem crossing (ISC), Eqn 3 the intermolecular electron
transfer (ET) process with GMP and Eqn 4 the corresponding BET:


RuðIIÞ � L3½ �2þ �!hn 1 RuðIIIÞ � L2L
:�½ �2þ� (1)


1 RuðIIIÞ � L2L
:�½ �2þ ��!hn 3 RuðIIIÞ � L2L


:�½ �2þ � (2)


3 RuðIIIÞ � L2L
:�½ �2þ � þGMP ! RuðIIÞ � L2L


:�½ �þ þGMP
:þ


(3)


RuðIIÞ � L2L
:�½ �þ þGMP


:þ ! RuðIIÞ � L3½ �2þ þGMP (4)


This ET with the G residues is observed only with the
complexes which sufficiently oxidize in their 3MLCT state as

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 670–681







Table 1. Reduction potentials (Ered), reduction potential in the excited state (E�red) for the discussed complexes and exergonicity of
the ET with a guanine using the equation DGET � Eox G=G


:þð Þ � Ered RuL2þ�
3


�
RuLþ3


� �� �
with the oxidation potential for guanine


determined by cyclic voltammetry (DG0
ET(1)) or by pulsed radiolysis (DG0


ET(2)), as shown below for references and discussion on these
values


Complex Ered (V) versus SCE E�red (V) versus SCE DG0
ET(1) (eV) DG0


ET(2) (eV)


1. [Ru(HAT)3]
2þ[69] �0.62 þ1.49 �0.24 �0.42


2. [Ru(TAP)3]
2þ[56] �0.75 þ1.32 �0.07 �0.25


3. [Ru(bpz)3]
2þ[70] �0.80 þ1.30 �0.05 �0.23


4. [(TAP)2 Ru TPAC Ru(TAP)2]
4þ[58] �0.76 þ1.24 þ0.01 �0.17


5. [Ru(TAP)2dppz]
2þ[71] �0.80 þ1.20 þ0.05 �0.13


6. [Ru(TAP)2POQ-Nmet]2þ[72,73] �0.83 þ1.16 þ0.09 �0.09
7. [Ru(TAP)2dip]


2þ[74] �0.82 þ1.14 þ0.11 �0.07
8. [Ru(TAP)2phen]


2þ[72] �0.86 þ1.13 þ0.12 �0.06
9. [Ru(bpy)2phen]


2þ[75] �1.35 þ0.71 þ0.54 þ0.36
10. [Ru(phen)3]


2þ[76] �1.35 þ0.70 þ0.55 þ0.37
11. [Ru(bpy)3]


2þ[56] �1.35 þ0.65 þ0.60 þ0.42


Figure 4. Transient absorption spectra of [Ru(TAP)3]
2þ 1� 10�4Mþ


GMP 1� 10�2M, 0.1M Tris buffer, pH 7, under argon, recorded 5ms after


the laser pulse (�8mJ)
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illustrated in Table 1 (entries 1–8) by the very positive values of
the excited state reduction potentials or oxidizing powers. These
latter have been estimated by using


Ered RuL2þ�
3 = RuLþ3


� �
¼ E�red ¼ Ered þ DE00 � Ered þ DElmax


(5)


in which Ered is the reduction potential of the ground state, DE0-0
the energy corresponding to the most bathochromic transition,
which could be approximated by the energy of the emission
maximum DElmax .
The rate constant of the direct ET (Eqn 3) is not experimentally


accessible (at least with GMP) because it is diffusion controlled for
the most photo-oxidizing complexes.[77] The reduced complex
and oxidized GMP that are produced first diffuse away from
each other and afterwards give rise to the BET (Eqn 4) in the
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hundreds of microseconds timescale (in the experimental
conditions described in the legend of Fig. 4). Process 4 thus
corresponds to a bimolecular equimolecular process.
If we consider the values of the reduction potentials of the


excited state of the metal complexes and the oxidation potential
of the guanine base, in order to verify the exergonicity of
the charge transfer process (Eqn 3), we might conclude that the
process is not exergonic. Actually the oxidation potential of
the guanine species varies not only with the pH but depends also
on the experimental methods (cyclic voltammetry or pulse
radiolysis).[78–83] If we take the value determined for the
guanosine by cyclic voltammetry, that is 1.25 V versus SCE,[80]


then a calculation of the exergonicity of the ET process shows
that it is unfavourable (DG0� 0 eV), although the process was
diffusion controlled with GMP. A possible explanation would be
that the ET is actually coupled to a proton transfer (PCET¼
proton-coupled electron transfer), which favours the reaction.
Indeed if we take the value determined by pulsed radiolysis
(1.07 V versus SCE),[81] which corresponds to the reduction
potential of the neutral guanosine radical, thus to the redox
couple (G(–H)


.
/G) (i.e. G which has lost one electron and one


proton, and this same species which has gained one electron and
one proton), an exergonic process is found. This PCET has actually
been observed experimentally with the system [Ru(TAP)2dppz]


2þ


and [poly(dG-dC)]2 by time resolved studies in the picosecond
time domain.[66] Indeed in that case an isotopic effect (H2O/D2O)
on the ET rate constants has been detected. Picosecond transient
absorption spectroscopy by monitoring the metal complex
intermediate by electronic absorption and the oxidized guanine
intermediate by IR absorption leads to a value for the direct PCET
rate of 2.0� 109 s�1 (in H2O, with a corresponding lifetime of
506 ps) and for the back PCET to a value of 1.1� 108 s�1


(in H2O, with a corresponding lifetime of 9 ns). Thus a first-order
rate constant is obtained because the complex is intercalated
between the stack of DNA bases so that the transient species (the
reduced protonated complex and the oxidized deprotonated
guanine) cannot diffuse away from each other. This study
thus highlights the following conclusion: instead of Eqns 3 and 4,
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Eqns 30 and 40 have to be taken into consideration:


3 RuðIIIÞ � L2L
:�½ �2þ �þG ! RuðIIÞ � L2ðL þ HÞ:½ �2þþGð�HÞ:


(3’)


RuðIIÞ � L2ðL þ HÞ:½ �2þ þGð�HÞ: ! RuðIIÞ � L3½ �2þ þG (4’)


in which G base belongs to a mono- or polynucleotide and the
processes correspond to a PCET.


In the presence of amino acids and proteins


The TAP complexes, with at least two or three TAP ligands, have
also been shown to produce a photo-electron transfer process
with some amino acids (tryptophan (Trp) and tyrosine).[84]


Thus the luminescence of [Ru(TAP)3]
2þ and [Ru(TAP)2phen]


2þ


is quenched in the presence of Trp with a quenching rate
constant of 4.7� 109M�1 s�1 as determined from the Stern–
Volmer plots. By flash photolysis experiments, the characteristic
spectral features of the monoreduced complex in the transient
absorption spectra have afforded a direct evidence for the
photo-induced charge transfer process. The thermodynamic
parameters of the system that is Eþ/ETrp¼þ0.78 versus SCE at
pH 7[85] and E2þ*/EþRu¼þ1.32 V versus SCE for [Ru(TAP)3]


2þ


indicate that in this case, the process is thermodynamically
favourable without proton transfer. In agreement with this, no
deuterium effect on the rate constants has been observed.

CONSEQUENCES OF THE PHOTO-INDUCED
ELECTRON TRANSFER


As mentioned above, the ET processes occurring between the
excited complexes and the biomolecules (with a guanine or Trp
moiety) are followed by a BET. However two other processes may
compete with this back charge transfer. As observedwith plasmid
DNA, single-strand breaks followed by double-strand cleavages
can occur. Moreover the formation of covalent adducts between
the complexes and guanine bases or Trp residues are also
detected.


Photocleavage of plasmid DNA


Several Ru(II) complexes can photo-induce with various efficien-
cies a single-strand break (nick) of DNA plasmids, which
transforms the covalently closed circular (CCC) form into the
open circular (OC) form of the plasmid.[77,86–90] This strand break
could originate, at least for the complexes discussed in this

Figure 5. Structure of the photo-adduct formed upon illumination of [


sugar–phosphate unit
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report, from a leak reaction to process of Eqn 4, in which the
guanine radical or radical cation escapes from the BET process
and reacts with a sugar moiety for example. Many complexes
have been investigated in the presence of DNA plasmids by
agarose gel electrophoresis experiments because the CCC and
OC forms migrate differently. In a more recent work,[91]


topological modifications of plasmid DNA, induced by illumina-
tion of [Ru(TAP)3]


2þ, have been studied by atomic force
spectroscopy (AFM) on mica. Kinetic studies of the photoclea-
vages have been performed using both AFM and gel
electrophoresis. Interestingly, the kinetic results obtained by
counting the OC and CCC forms by AFM and electrophoresis as a
function of the illumination time are the same. This shows that
interesting investigations of plasmids topological changes could
be carried out by the AFM technique.


Photo-adduct formation


With guanine species


Another reaction in competition with the BET (Eqn 4) has been
detected. It corresponds to the formation of a ‘new type’ of
photo-adduct identified between Ru(II) complexes bearing at
least two TAP,[92] two HAT[93] or three bpz ligands[45] and GMP
or polynucleotides containing a G-unit.[94] This new type of
photo-adduct originates from the formation of a covalent link
between one chelated TAP ligand and the exocyclic nitrogen of
the G-unit (Fig. 5).[92]


It is proposed that this adduct is formed from the recombina-
tion of the two radicals resulting from the PCET (Eqn 30) and
rearomatization of the resulting adduct molecule[95]:


RuðIIÞ � L2ðL þ HÞ:�2þ þ Gð�HÞ: �!rearomatization
photo� adduct


h


(6)


The presence of this photo-adduct between the TAP complex
and a G-unit (Fig. 5) has been demonstrated by several
techniques including polyacrylamide gel electrophoresis exper-
iments,[68,95] electrospray mass spectrometry (ESI/MS),[92,96]


dialysis experiments monitored by UV–Vis spectroscopy[95] and
steady-state illuminations followed by UV–Vis absorption
spectroscopy.[77,95] The absorption spectra resulting from such
illuminations show characteristic spectral features of adducts
on TAP ligands, that is changes in the 350–390 nm region, with
the appearance of hypsochromic and hyperchromic effects (as
shown in Fig. 6, for example for [(TAP)2 Ru TPAC
Ru(TAP)2]


4þþGMP).

Ru(TAP)3]
2þ in the presence of GMP, after hydrolysis to remove the
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Figure 6. Spectral changes of the absorption of [(TAP)2 Ru TPAC
Ru(TAP)2]


2þ in the presence of GMP 1� 10�2M at pH 5 in phosphate


buffer solution under argon during a steady-state irradiation (from 0 to


90min). This figure is available in colour online at www.interscience.
wiley.com/journal/poc


Figure 7. [Ru(bpz)3]
2þ in the presence of the Cu/Zn superoxide dismu-


tase protein (Cu/Zn SOD), (X-ray structure, PDB 1e9p),[113] with high-


lighted tyrosine residue at the surface
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The structure of the photo-adduct for [Ru(TAP)3]
2þ or


[Ru(TAP)2phen]
2þ and a G-unit (as shown in Fig. 5) has been


determined by 1D and 2D 1H NMR spectroscopy, and is in
agreement with ESI/MS spectra.[92,96] In this adduct, the
coordination sphere around the metal ion has remained intact.
The carbon in ‘2’ position of a TAP ligand (next to the a-position of
the non-chelated nitrogen) is covalently linked to the exocyclic
amino group of the guanine.


With tryptophan as amino acid


Interestingly, the ET between the excited complexes
[Ru(TAP)3]


2þ* or [Ru(TAP)2phen]
2þ* and Trp leads to the


formation of a photo-adduct.[95] Its presence has been confirmed
by absorption spectroscopy after steady-state illumination. But in
this case the 1O2 produced by photosensitization by the excited
complex plays a non-negligible role. Indeed, in air or oxygenated
solutions, the large hyperchromic effect observed around
350–400 nm is mainly attributed to the formation of secondary
products, N-FK (N-formylkynurenine) and HPI (3a-hydroxy-
pyrolidinoindole), which result from the reaction of singlet
oxygen with Trp.
The structure of the photoproduct, isolated in the absence of


oxygen, has not yet been determined by NMR, but a mass
corresponding in the case of [Ru(TAP)2phen]


2þ to the resultant
entity [Ru(TAP)2phenþTrp-2H] has been detected by ESI/MS.
Moreover, MS/MS analyses show the loss of CO2


and NH2CHCOOH moieties, which demonstrates that the Trp is
bound to a TAP ligand through its indole part.
In connection with ‘the consequences of the photo-electron


transfer’, the results of a study of a photo-oxidizing complex in the
presence of a protein are worthwhile to be mentioned.[43,97,98]


The behaviour of the complex [Ru(bpz)3]
2þ has been investigated


in the presence of the Cu/Zn superoxide dismutase protein (Cu/
Zn SOD) (Fig. 7).
In this case, several ET processes have been evidenced by flash


photolysis and Electron Paramagnetic Resonance (EPR) spec-
troscopy.[43] A first quenching of the excited complex is observed
in the presence of the Cu/Zn SOD, with the production of the
monoreduced complex and oxidized enzyme. It is proposed that
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this photo-oxidation of the enzyme is due to oxidation of amino
acids located on the surface of the protein. Indeed (i) the SOD
contains at least one of the most reducing amino acid residues
(i.e. Trp/tyrosine) on its surface and (ii) the Cu(II) is not accessible
to a Ru complex for such a charge transfer process. This
photoreduction of [Ru(bpz)3]


2þ would modify the protein in such
a way that the Cu(II) in the active site becomes, after this first ET,
accessible to the complex which is indeed able to photoreduce
Cu(II) into Cu(I), with generation of a [Ru(bpz)3]


3þ species.

APPLICATIONS OF THE PHOTO-ADDUCT
FORMATION


Some transition metal complexes are known as highly
efficient chemotherapeutic agents targeting DNA. For example,
the well-known cis-platin [Pt(NH3)2Cl2] molecule is currently
employed for the treatment of certain human cancer.[99,100] The
biological activity of this compound is directly related to the
formation of adducts with adenine and guanine bases yielding
inter- or intra-strand crosslinks.[101] One of the main interest of
the formation of a photo-adduct between a TAP ligand of a Ru
complex and a guanine residue is that this type of adduct would
be triggered exclusively under illumination. The nature of this
photo-adduct as described above is quite different from the
adducts formed with cis-platin as the photoreaction between
Ru(II) complexes and GMP does not disrupt the coordination
sphere around the metal ion. Such interesting photochemical
properties of Ru(II) complexes make them interesting candidates
for photodynamic therapy. For this purpose, the Ru(II) complexes
have thus been studied either as a free complex or as
conjugates of oligonucleotides, peptides and polymers. Such
conjugations of Ru(II) complexes provide an interesting approach
to modulate their photoreactions with selective biological
agents.


Photo-adduct formation using the free complex


Reaction of compounds with DNA can produce dramatic effects
on DNA functions and can disturb the gene expression. This is
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Figure 8. Structure of polyazaaromatic Ru(II) complexes used for in vitro assays: [Ru(TAP)2phen]
2þ, [Ru(TAP)2POQ-NMet]2þ and [Ru(bpy)2phen]


2þ
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mainly due to the disruption of the binding of enzymes, which
are involved in the gene transcription and replication processes.
This is indeed of great interest for the inhibition of gene
expression in cancerous cells. The photo-active Ru(II) complexes
were thus studied as potential anti-cancer drug candidates. The
inhibition of transcription was examined for three Ru(II)
complexes using in vitro assays.[102] It was demonstrated that
under illumination [Ru(TAP)2phen]


2þ and [Ru(TAP)2POQ-NMet]2þ


(POQ-NMet¼ 5-[4-[N-methyl-N-(7-chloroquinolein-4-yl)amino]-2-
thiabutanecarboxamido]-1,10-phenanthroline) containing the
highly p-deficient polyazaaromatic TAP ligands (Fig. 8) dramatic-
ally reduce the transcription rate of a RNA polymerase activity to
around 50%, whereas [Ru(bpy)2phen]


2þ (Fig. 8) reduced it only
to 20%. As a control, no inhibition occurred in the dark. The
better activity of the compounds [Ru(TAP)2phen]


2þ and
[Ru(TAP)2POQ-NMet]2þ is directly related to the photo-adduct
formation whereas the complex [Ru(bpy)2phen]


2þ is unable to
form a photo-adduct. The effect of such photo-adducts
formations on the cellular function could thus open a new
way to develop novel potential drugs.
More recently, the dinuclear complex based on the bridging


TPAC ligand and containing four TAP ligands, [(TAP)2Ru TPAC
Ru(TAP)2]


4þ, was tested under illumination in the presence of
different types of nucleic acids, and turned out to be a very
efficient photodamaging agent.[103]


Photo-adduct formation using the ODN conjugates


Transforming these photo-active metal complexes to sequence-
specific DNA photo-reagents that could inhibit the function of a
particular gene in the cell is of great interest. In the aim to achieve
this challenging task, the photo-active Ru(II) complexes were

Figure 9. Schematic representation of the photocrosslinking for [Ru(TAP)2dip


sequence, after matching of the probe strand to the target strand
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conjugated to a particular oligodeoxyribonucleotide (ODN)
sequence, which upon illumination could efficiently form the
photo-adduct with the guanine base present in the complemen-
tary strand leading to the formation of a photocrosslinking
between the two DNA strands (Fig. 9).
Furthermore, using these Ru-labelled ODNs, we should expect


higher yields of photo-adduct formation due to the presence of
the metal complex near to the guanine site of the double-
stranded DNA as compared to the free complex in solution.
Obviously, these systems are interesting in the area of antisense
or antigene strategy for gene expression inhibition.[104]


The photo-adduct formation (resulting thus into a photo-
crosslinking between the two DNA strands) is a two-steps
phenomenon. The first step is clearly the ET, which depends
directly on the ionization potential (IP) (or oxidation potential,
as explained above) of stacked guanine residues that in turn are
correlated with the percentage of luminescence quenching. The
second step involves the recombination of the radicals formed in
the ligand and the guanine moiety. Formation of such covalent
bond is very much dependent on the relative position (distance)
and orientation (overall geometry) between the guanine bases
and the attached metal complex. These geometrical factors are
mainly controlled by the length and the flexibility of the linker
that define the degree of freedom of the complex along the
duplex DNA.


Preparation of the Ru(II) metal
complex–ODN conjugates


Various duplex DNA sequences containing guanine residues
located at different positions of the complementary strand were

]2þ anchored to a modified thymidine in the middle of an oligonucleotidic
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Figure 10. Duplexes conjugates containing the derivatized [Ru(TAP)2dip]
2þ complex (‘Ru’) in the middle or at the 50-extremity of the sequence. This


figure is available in colour online at www.interscience.wiley.com/journal/poc
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thus prepared to examine the dependence of the yield of
photocrosslinking formation with the IP of the guanine residues
as well as with the relative distance and orientation of the
guanine bases with respect to the tethered metal complex
(Fig. 10).
The metal complex [Ru(TAP)2dip]


2þ (dip¼ 4,7-diphenyl-1,10-
phenanthroline) was attached either to a modified thymidine at
the central position of the ODN sequence or to the phosphate
backbone at the 50-end of the ODN stretch (Fig. 11).[48]


This would in fact change the micro-environment of the metal
complexes along duplex DNA. The metal complex at the middle
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of the derivatized duplex would get the advantage in targeting
the guanine moieties in both directions towards 30- and 50-ends.
The complex would also be pre-oriented in the hydrophobic
environment of the major groove. On the other hand, the metal
complex at the 50-extremity could approach guanine residues
present only in the 30-direction of the complementary ODN
stretch. However, less chemical steps are needed for the
preparation of 50-conjugates as compared to the internal
conjugation. The synthetic strategies for the preparation of
the conjugates involved the coupling reaction of an amino-
containing oligonucleotide with the Ru(II) complex bearing an
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Figure 11. Structure of (a) derivatized [Ru(TAP)2dip]
2þ and sites for modified ODNs, (b) inside the sequence and (c) at the 50-extremity
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activated ester on one of the ligands. In general, the
amino-modified oligonucleotides were prepared by using
the commercially available aminohexyl phosphoramidite at the
50-end or the phosphoramidite of 5-aminopropyl-20deoxyuridine
for introduction in the middle of the sequence.[105] Such
deprotected amino-modified oligonucleotides were sub-
sequently coupled with the active ester functionalized
Ru-complexes in H2O/DMF mixture to form amide-coupled
covalent Ru–ODN conjugates. The Ru–ODN conjugates were
obtained in about 50% yield after reverse-phase HPLC purifi-
cation.
However, this amide-coupling strategy involving the reaction


between amine derivatized ODN with the activated ester
containing metal complex is not very efficient. In fact, a large
excess of metal complex is required for the completion of the
reaction leading to tedious purification steps. A new and
improvedmethodology has thus been developed to enhance the
efficiency of conjugating a variety of biomolecules (i.e.
oligonucleotides or peptides) with Ru(II) metal complexes. This
involves the formation of oxime bond by reacting with either
aldehyde containing ODN or peptide moiety with aminooxy
containing metal complexes. Such a coupling strategy does not
require any activation and stabilization step but produces a
high efficiency of coupling via maintaining regiospecificity of

Table 2. IP of guanine bases and percentage of luminescence qu
labelled duplex ODNs


Duplex sequence Calcd. IP (eV) Quenching (%) ODN


Ru0 0
Ru2 6.32 59� 2
Ru3 6.42 49� 2
Ru4 — 0
Ru5 — 0
Ru6 6.17 87� 2
Ru7 6.26 81� 2
Ru8 6.55 38� 2
Ru9 6.55 30� 3
Ru10 6.60 31� 2
Ru11 6.65 23� 3
Ru13 — 4� 2
Ru14 — 4� 2
Ru15 — 7� 2
Ru16 — 9� 2


Distance¼ number of base pairs between the G base and metal c
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both reactive functionalities.[106] This strategy has been success-
fully used to couple aminooxy containing [Ru(TAP)3]


2þ and
[Ru(TAP)2phen]


2þ metal complexes at either 50 or 30 extremity of
the oligonucleotides or N-terminus of peptides.[107]


Photochemical studies of the Ru(II) metal complex–ODN
conjugates


The different duplex DNA sequences were studied by UV–Vis
absorption spectroscopy, steady-state luminescence quenching,
lifetime measurements of the excited metal complex (3MLCT
state) and denaturing polyacrylamide gel electrophoresis
methods in order to characterize the photo-adduct formation
by Ru–ODN conjugates with their complementary strands under
steady-state illumination (Table 2). The occurrence of a retarded
band that migrates like a duplex (i.e. a 34-mer) in the denaturing
gel experiments indicates the formation of inter-strand photo-
crosslinking upon illumination. Furthermore, the photo-adduct
was purified and analyzed by ESI/MS to confirm the formation of
such photocrosslinked duplexes.[108]


The photophysical studies of the duplexes revealed that the
luminescence quenching can be correlated in first approximation
to the IP of the involved guanine residues (Table 2).[109,110] For
example, the guanine doublet in sequence Ru2 has a calculated

enching and ODN adduct formation for the [Ru(TAP)2phen]
2þ-


adduct formation (%) Relative position of G Distance


0 — —
54� 5 30 0
17� 4 50 0


0 30 6
0 50 6


56� 5 50 0
50� 4 50 0
44� 4 30 0
41� 4 30 1
16� 4 50 0
20� 4 50 1


0 30 4
13� 3 30 3
4� 2 50 4
9� 3 50 3


omplex-anchored site.
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Figure 12. Structure of the derivatized [Ru(TAP)3]
2þ anchored to the


PHEG polymer through an oxime bond
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IP value of 6.32 eV whereas for the sequence Ru3 the calculated
IP is 6.42 eV. These IP values are in agreement with the
percentage of quenching where Ru2 gives a quenching of
59%whereas Ru3 gives a quenching of 49%. In addition to the IP
values, the percentage of quenching does depend on the
distance between the G-base (quencher) and the ODN tethered
metal complex. This is evidenced by comparing the sequences
Ru8 and Ru9 where the G-bases have similar IP values (6.55 eV)
but the percentage of quenching is higher when the guanine
residue is closer to the site of the anchored metal complex.
Another extreme example is the case of the sequences Ru4 and
Ru5 that contain the GG doublet at six base pairs away from the
anchoring site. In both cases, no luminescence quenching is
observed. In this case, the length and the flexibility of the linker
do not allow the complex to reach the GG doublet located at the
end of the duplex. This indicates that a direct contact between a
guanine base and the complex is necessary for the photo-
induced ET to take place.
The second step of the photo-adduct formation is the


recombination of the radicals formed in the ligand and the
guanine moiety that is mainly dependent on the geometrical
factors. On the basis of geometric constraints of the linker, the
metal complex reaches more easily the guanine residues
directed towards the 30-side of the complementary sequence
than towards the 50-side. Indeed the formation of photo-adduct
with the guanine residue present at the 30-side of the
complementary sequence is favoured as compared to the
guanine base present at the 50-side. This geometric influence is
exemplified by sequences Ru2, Ru8 and Ru9, which give a larger
amount of ODN adduct than sequences Ru3, Ru10 and Ru11,
respectively. The influence of the distance between the tethered
metal complex and the guanine bases was observed by
examining ODN sequences Ru13–16. Moving the guanine
moieties away from the anchoring site of the metal complex
induces a decrease in the photo-adduct formation as well as a
less extent of luminescence quenching (values in Table 2). All the
results clearly demonstrate that for ODN derivatized on a
thymidine in themiddle of the sequence, the complex could form
a photo-adduct until the fourth base towards the 3’-direction and
the fifth base towards the 50-direction.
The 50-derivatized duplexes Ru6 and Ru7, as compared to a


derivatization in the middle of the sequence, showed nearly the
same behaviour. However, the yields of photo-adduct are lower in
comparison to those expected based on the IP values. This
observation stresses again the influence of the linker in directing
the metal complex more towards the 30-side of the complemen-
tary strand relative to the 50-side.
In conclusion, the combination of all three factors such as an


efficient ET, a close distance between electron donor and
acceptor and a proper geometrical position of the linker could
allow to achieve favourable photocrosslinkings between two
DNA strands.


Biological effects of Ru-tethered ODN conjugates


One of the challenges to generate DNA damages by anti-tumour
drugs is to make these damages stable in biological medium and
able to block the activity of the enzymes involved in the DNA
repair. The stability of the photocrosslinking product was verified
by treating the gel-purified photocrosslinked duplexes Ru2, Ru8
and Ru10 with piperidine. This method is commonly used to
detect oxidative DNAmodifications and leads to the formation of
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an abasic site, which is a key intermediate of DNA repair, and
occurs via the cleavage of the N-glycosidic bond of the damaged
nucleobase. It was found that the N-glycosidic bond of the
photo-adduct is resistant to piperidine treatment. Thus, wemight
reasonably extrapolate that the DNA damages caused by
photocrosslinking should be stable in living cells. The photo-
crosslinked duplexes Ru2, Ru8 and Ru10 were also incubated in
the presence of exonuclease III (a typical exonuclease enzyme) to
examine their resistance to 30-exonucleolytic activity. The results
obtained from gel electrophoresis clearly showed that the
photo-adduct blocks the exonuclease enzyme activity with 100%
efficiency. Both phenomena are quite interesting in view of
applying these Ru–ODN conjugates as sequence-specific DNA
photoreagents.


Photo-adduct formation using Ru(II)complex–polymer
conjugates


Some of the free Ru(II) complexes are promising as anti-cancer
drugs, but they exhibit major drawbacks. Generally, they are
unable to penetrate through the cell membranes to reach the
nucleus. We thus investigated the attachment of polymers to
Ru(II) complexes for increasing their cellular uptake efficiency.
Poly-[N-(2-hydroxyethyl)-L-glutamine] (PHEG) was selected as it is
known to be a non-toxic, non-immunogenic polymer, able to
accumulate in the tumour regions and penetrate into the cells by
endocytosis.[111] Thus, attachment of these photoreactive Ru(II)
complexes to this polymer type should enhance the cell
penetrating ability and the efficiency for targeting tumour cells.
The photo-oxidizing [Ru(TAP)3]


2þ and [Ru(TAP)2phen]
2þ com-


plexes were anchored to the water soluble 6 or 80 kDa PHEG
polymer, respectively by using the oxime bond ligation (Fig. 12).
It was demonstrated that both Ru(II) complexes keep their


photoreactive properties towards the guanine moieties despite
their attachment to the polymers (Fig. 13).
Further, the formation of the photo-adducts with guanine-


containing ODN was clearly demonstrated by gel electrophoresis
analyses.[112] As the conjugation of photo-active Ru(II) complexes
to polymeric carriers such as PHEG does not disturb the
photochemical properties, the investigation of the cell uptake
efficiency of these Ru–PHEG conjugates should be carried out in
the future to generate an efficient cell penetrating photoreactive
drug.
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Figure 13. Schematic representation of the product of illumination of
photo-oxidizing complexes anchored to the PHEG polymer in the pre-


sence of oligonucleotides (represented with space-filled guanines)
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CONCLUSIONS AND PERSPECTIVES


The investigation of the different effects consequent to the ET
process either from the G bases of DNA or from the Trp residues
of peptides, induced by oxidative Ru(II) complexes under
irradiation, opens the way to useful applications. Until now as
described in this report, we have mainly exploited the formation
of photo-adducts with G units, resulting from the primary charge
transfer process. As explained, this study has been performed by
preparing different Ru–ODN conjugates. In the future, the
different pathways that generate such photo-adducts could be
developed so that they would efficiently act on the cellular
function. This research would allow the investigation of the
potentialities of these metallic compounds as novel drugs
activated by light. In this context, photoreactive Ru(II) complex–
oligonucleotide conjugates are currently examined as gene-
silencing agents.
On the other hand, the present results on the photo-adducts


formation with Trp residues also offer many new possibilities of
applications. In other words, with the Ru–ODN conjugate, one
can, not only photocrosslink the two ODN stretches of a duplex
moiety, but also a Ru–ODN species with a Trp containing
polypeptide. Vice versa, a Ru–peptide conjugate (without Trp)
could also be photocrosslinked with a G containing ODN. Thus,
the [Ru(TAP)2phen]


2þ complex has recently been anchored on a
peptidic fragment of the TAT protein, which does not contain any
Trp and which is a well-known vectorizing peptide, able to
penetrate through the cellular membranes. This investigation
should allow to test the photoreaction with different biological
components.
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Indirect carbon–carbon spin–spin couplings
across one, two and three bonds in pyridine
and diazine systems: experiment and theory
Michal Witanowskia, Krystyna Kamieńska-Trelaa*, Zenobia Biedrzyckaa


and Magdalena Bechcickaa

J. Phys. Or

An excellent linear correlation is found between a large body of experimental spin–spin carbon–carbon couplings,
J(CC), across one, two and three bonds in pyridine and diazine ring systems and the corresponding B3PW91/
6-311RRG(d,p)//B3PW91/6-311RRG(d,p) computations. The correlation does not differ significantly from the
simplest relationship possible, J(CC)exp.¼ J(CC)calcd., within a small and random spread of about 1Hz. There are
276 experimental values considered, and 124 out of these are new and come from the present work. The aromatic
carbon–carbon couplings vary from S7.6 through R78.5Hz. It is shown that the correlation provides a reliable tool for
predictions of the signs of aromatic J(CC)’s even if the magnitudes of the latter are of the order of 1Hz. It is
demonstrated, for the first time, that the relatively weak 2J(CC) couplings, in the heteroaromatic systems studied, can
bear either sign and span a considerable range of about 11Hz. The character of the correlation indicates that
rovibronic effects on aromatic J(CC)’s and those of nuclear motions on aromatic J(CC)’s are practically negligible. All of
this is in a perfect agreement with our recent extensive studies on aromatic J(CC)’s in analogous benzene ring system.
Substituent effects on the aromatic J(CC)’s turn out to be significant not only for 1J(CC)’s but also for most of 3J(CC)’s
and 2J(CC)’s, and the computation neatly reciprocates these trends. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Our recent studies[1,2] of indirect aromatic carbon–carbon
couplings, J(CC)’s, in a large number of benzene derivatives
revealed an excellent linear correlation between the experimen-
tal J(CC)’s and the corresponding B3PW91/6-311þþG(d,p)//
B3PW91/6-311þþG(d,p) computations, for a total of 282
individual couplings which included 210 1J(CC)’s, 15 2J(CC)’s
and 57 3J(CC)’s. The foregoing correlation, which is practically
equivalent to the simplest relationship possible, Jexp.¼ Jcalcd., and
shows a standard deviation of about 0.6 Hz over a range of �2.9
through þ82.8 Hz, amply demonstrates that quantum mechan-
ical calculations are able to precisely reproduce a broad range of
carbon–carbon couplings and that they should provide a reliable
tool for predicting both the relevant magnitudes and signs. This is
especially important for relatively weak aromatic 2J(CC) couplings
which can bear either sign.
In view of these results, it is fairly obvious that such studies


should be extended over aza-aromatic compounds where the
presence of what is conventionally termed as lone pair electrons
can bring about some complications. We decided to perform
analogous density functional theory (DFT) calculations for a
representative set of variously mono-, di- and tri-substituted
pyridines as well as some diazine systems and compare them
with the corresponding experimental J values. The data collected
encompass 53 compounds for which 276 individual coupling
constants have been measured with a special attention paid to
long-range couplings. Attention is drawn to the fact that nearly a
half of the experimental values are new, and come from the

g. Chem. 2008, 21 185–192 Copyright �

present work. As far as 2J(CC)’s and 3J(CC)’s are concerned, the
new data contribution amounts to more than a half of the total.
It will be demonstrated that the linear correlation between


experimental and computed aromatic J(CC)’s in pyridine and
diazine systems is as good as that observed for benzene and its
derivatives, and practically corresponds to the simplest relation-
ship possible, J(CC)exp¼ J(CC)calcd., within a small and random
spread of datapoints.
It was not exactly our prime purpose to extend significantly the


experimental database of J(CC)’s in the aza-aromatics studied, but
we needed a sound experimental foundation in order to assess
the potential of quantum mechanical computations from the
point of view of their ability to reproduce the magnitudes of the
couplings and, which is equally important, to reliably predict their
signs. The latter question relates to the relatively weak 2J(CC)
couplings which, as will be shown here, can bear either sign and
span a considerable range of about 11Hz. One should notice that
all of the assignments of the experimental 1J(CC)’s, 2J(CC)’s and
3J(CC)’s are certain as they were derived from the relevant
13C-1D-inadequate measurements and 1J(CH) couplings (see
Section ‘Experimental and Computational Details’).

2008 John Wiley & Sons, Ltd.
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RESULTS AND DISCUSSION


The experimental and quantum mechanical calculated J(CC)
couplings have been collected in Tables 1–4. Table 1 contains
1J(CC)’s for pyridine andmonosubstituted pyridines, while Table 2
includes those for di- and tri-substituted pyridines as well as for
some diazines. Table 3 encompasses carbon–carbon couplings
across three aromatic bonds, while in Table 4 those across two
bonds are presented. All of the computed couplings presented
in Tables 1–4 come from the present work. Among the
276 individual values of experimental aromatic carbon–carbon
couplings reported in Tables 1–4, 124 are new and come from the
present work. The relevant data in Tables 1–4 are referred to as
‘new’. The other are quoted from the literature,[3–8] (see the tables
for details); however, 27 couplings were remeasured in the
present work, and are marked as such in Tables 1 and 3.

Table 1. Experimental and B3PW91/6-311þþG(d,p)//B3PW91/6-31
pyridines; all calculations are from the present work, all calculated


No. Substituents


1J(C2C3) 1J(C3C4)


exp. calcd. exp. calcd.


1 H 54.3 54.0 53.7 54.8
2 2-F 75.6 74.9 56.1 56.7
3 2-NO2 71.7 70.7 54.3 54.6
4b 2-OMe 70.7 70.3 57.6 58.8
5 2-Cl 67.4 67.4 54.1 55.3
6 2-Br 64.9 64.8 53.3 54.7
7 2-NMe2 63.6 62.8 58.7 59.5
8 2-CN 61.3 59.6 53.5 55.1
9b 2-SMe 59.6 59.4 56.0 57.9
10 2-Me 56.2 56.1 54.7 55.2
11 2-SiMe3 45.3 45.7 52.8 53.3
12 3-F 70.4 68.8 69.0 69.0
13 3-NO2 66.2 64.6 65.6 65.2
14c 3-OMe 66.1 65.9 64.6 63.9
15 3-Cl 62.4 61.0 63.0 63.6
16 3-Br 59.9 58.3 61.4 62.0
17 3-NMe2 61.1 59.3 60.8 60.7
18 3-CN 58.3 56.5 58.0 58.1
19c 3-SMe 57.3 56.4 58.0 58.9
20 3-Me 55.4 54.1 55.1 56.2
21 3-SiMe3 46.3 45.3 46.0 47.0
22 4-NO2 54.3 53.0 65.5 65.2
23d 4-OMe 56.2 56.2 64.2 64.1
24 4-Cl 53.6 53.3 62.5 62.7
25 4-Br 52.7 52.6 60.8 61.1
26 4-NMe2 58.7 58.0 60.1 59.4
27 4-CN 54.1 54.1 58.2 58.0
28d 4-SMe 55.9 55.7 57.6 58.2
29d 4-COMe 54.6 54.1 55.9 56.3
30 4-Me 54.9 54.8 54.7 55.2
31 4-SiMe3 54.1 53.5 46.1 47.0


a For the first time reported in Reference [5]


b Calculated for the only stable rotamer syn.
c Calculated for zero point energies 55% syn, DE (anti–syn)¼ 0.20 k
d Averaged values.
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DFT calculations were carried out on the B3PW91/
6-311þþG(d,p)//B3PW91/6-311þþG(d,p) level, that is, a full
geometry optimization was followed by the computation of the
couplings, and the two stages featured the same functional/basis
combination specified above. The computational results are
compared with the pertinent experimental couplings in Tables
1–4. The linear regression between the experimental aromatic
J(CC)’s and the corresponding values computed here is as follows:


JðCCÞexp: ¼ ½1:0040ð�0:0018ÞJðCCÞcalcd: � 0:13ð�0:08Þ�


� 0:80Hz (1)


where the numbers following the � sign are the relevant
standard errors of the mean for the two variables fitted, and the
overall standard deviation for 276 individual J(CC)’s and 274
degrees of freedom. The slope (scaling) coefficient of 1.0040 does

1þþG(d,p) calculated 1J(CC)’s in pyridine and monosubstituted
couplings presented in this table are positive


1J(C4C5) 1J(C5C6)


Refs. to exp.exp. calcd. exp. calcd.


53.7 54.8 54.3 54.0 5
54.8 55.5 56.4 55.4 Remeasureda


54.8 55.4 54.4 53.5 3
53.6 54.4 57.0 56.3 5
54.3 55.4 55.3 54.7 5
54.4 55.4 55.4 54.9 5
54.1 55.0 56.4 54.9 New
53.3 54.6 52.9 52.4 Remeasureda


54.2 54.6 55.9 55.6 New
54.2 54.9 54.7 53.5 5
54.0 54.6 54.4 53.2 4
54.5 55.2 54.6 53.9 Remeasureda


54.3 54.8 53.6 52.7 3
55.2 56.1 54.9 55.7 5
53.5 54.6 54.3 54.1 5
52.9 54.0 54.3 54.2 5
57.1 58.2 55.3 54.8 New
54.2 55.7 53.0 53.1 Remeasureda


54.8 56.7 55.2 54.6 New
54.3 55.0 54.6 54.3 5
53.5 54.1 55.0 54.0 4
65.5 65.2 54.3 53.0 3
64.2 64.1 56.2 56.2 5
62.5 62.7 53.6 53.3 3
60.8 61.1 52.7 52.6 3
60.1 59.4 58.7 58.0 New
58.2 58.0 54.1 54.1 3,5
57.6 58.2 55.9 55.7 New
55.9 56.3 54.6 54.1 3
54.7 55.2 54.9 54.8 5
46.1 47.0 54.1 53.5 4


cal/mol.
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Table 2. Experimental and B3PW91/6-311þþG(d,p)//B3PW91/6-311þþG(d,p) calculated 1J(CC)’s in di- and tri-substituted pyridines
and in diazines; all calculations are from the present work, all calculated couplings presented in this table are positive (n.o.¼ not
observed)


No. Position of substituents


1J(C2C3) 1J(C3C4) 1J(C4C5) 1J(C5C6)


Refs. to exp.exp. calcd. exp. calcd. exp. calcd. exp. calcd.


di- and tri-substituted pyridines
32a 2-Br, 3-OMe 78.0 78.0 64.6 65.4 55.3 57.2 55.4 55.8 3
33 2-Cl, 3-NO2 n.o. 77.7 65.7 66.9 55.8 55.9 53.9 51.8 New
34 2-Cl, 3-Cl 75.9 75.2 64.2 64.6 54.7 55.5 54.9 54.1 New
35 2-Br, 4-NO2 65.5 64.7 n.o. 66.0 66.3 66.0 54.1 54.1 3
36 2-NH2, 4-Me 61.1 62.1 59.3 61.0 54.1 54.9 56.8 56.8 New
37b 2-OMe, 5-NO2 69.9 68.9 59.1 59.8 65.9 65.0 69.3 67.6 New
38 2-F, 6-F 77.1 76.2 57.0 57.8 57.0 57.8 77.1 76.2 New
39 2-Cl, 6-Cl 68.3 67.8 55.1 56.0 55.1 56.0 68.3 67.8 New
40 2-Br, 6-Br 65.9 65.2 54.4 55.3 54.4 55.3 65.9 65.2 New
41 2-Me, 6-NH2 58.9 57.6 54.7 55.5 58.6 59.8 61.9 61.4 New
42 2-Me, 6-Me 56.6 55.4 54.7 55.3 54.7 55.3 56.6 55.4 3, 7
43 3-Br, 5-Br 60.2 58.1 60.8 61.2 60.8 61.2 60.2 58.1 3
44 2-Me, 6-Me, 4-NH2 59.1 59.9 60.8 60.1 60.8 60.1 59.1 59.9 New
45 2-Cl, 3-NO2, 5-NO2 78.5 77.2 68.5 67.6 69.1 68.5 66.4 64.7 New
46 2-Cl, 3-Cl, 5-Cl 76.0 75.4 64.9 65.3 64.7 65.0 63.2 61.5 New


1,2-diazines
47 H 50.4 51.2 n.o. 53.4 50.4 51.2 8
48 3-Me 52.2 52.1 n.o. 54.4 50.7 52.1 6
49 4-Me 51.0 50.4 53.9 54.7 51.2 51.4 6


1,3- diazines
50 H 52.8 52.8 52.8 52.8 8
51 2-Me 53.1 52.6 53.1 52.6 6
52 4-Me 54.3 53.5 53.7 54.1 6


1,4- diazine
53 2-Me 54.6 54.1 53.6 52.6 6


aCalculated for the only stable rotamer anti.
bCalculated for the only stable rotamer syn.
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not significantly depart from the ideal value of unity nor does the
free term, �0.13 Hz, with respect to the ideal value of zero.


The standard deviations shown in Eqn (1), for the number of
datapoints involved, provide a confidence level of only
two-thirds, that is, 66.67%. On the 95% confidence level, Eqn
(1) is transformed into the Eqn (2):


JðCCÞexp: ¼ ½1:0040ð�0:0036Þ JðCCÞcalcd: � 0:13ð�0:16Þ�


� 1:57Hz (2)


where only the relevant limits (the numbers following the� sign)
are modified. Now, the�1.57Hz range, referred to the regression
line, should embrace 95% datapoints as the number of the latter
tends to infinity. In the present case, there are only 13 out of 276
J(CC)’s which slightly exceed the limit, and this corresponds to
95.3% datapoints within the limits: the latter percentage, in turn,
is just within the expectation limits for the confidence level
involved, and the number of datapoints. Eqns (1) and (2) presents
uniform ranges of 66.7 and 95% confidence limits, respectively,
but this not exactly true in general, as the limits are a function of
(Jcalcd.� Jcalcd.,mean) squared; however, in the present case of 276
datapoints which are distributed quite evenly throughout the
correlation range, the corrections are negligible as they do not

J. Phys. Org. Chem. 2008, 21 185–192 Copyright � 2008 John W

exceed 0.1 Hz, and the relevant confidence limit may be
considered as uniform throughout the whole of the datapoints
concerned.
The sign test for the deviations from the regression line shows


that the latter are random, that is, there is no statistically
significant preponderance of either sign and there is no
significant clustering of like signs of deviations along the
regression line. The correlation expressed by Eqn (1) matches,
within a statistically insignificant margin, the analogous
relationship reported by us for the aromatic carbon–carbon
couplings in substituted benzenes.[1,2] Practically, all these
correlations represent the simplest correspondence between
experiment and theory, that is, J(CC)exp.¼ J(CC)calcd., within a
narrow and random spread of about 1Hz.
The linear correlation is presented in Fig. 1; attention is drawn


to the fact that among 276 individual experimental values of
J(CC)’s there are:


160 1JðCCÞ0s
74 3JðCCÞ0s
42 2JðCCÞ0s


þ45:3 through þ78:5Hz;
þ6:8 through þ18:5Hz;
�7:6 through þ3:6Hz:


It should be accentuated that the range of variation of 2J(CC)’s
is about the same, within 11Hz, as that of 3J(CC)’s, but the
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Table 3. Experimental and B3PW91/6-311þþG(d,p)//
B3PW91/6-311þþG(d,p) calculated 3J(CC)’s in pyridine and
substituted pyridines and diazines; all calculations are from
the present work, all calculated couplings presented in this
table are positive (n.o.¼ not observed)


No.


3J(C2C5) 3J(C3C6)


Refs. to exp.exp. calcd. exp. calcd.


Monosubstituted pyridines
1 13.9 13.8 13.9 13.8 5
2 12.4 11.9 8.9 8.5 Remeasureda


3 12.2 11.3 9.8 9.5 New
4b 11.7 11.2 9.7 9.3 5
5 12.8 12.4 10.5 10.1 Remeasureda


6 13.1 12.3 10.9 10.6 5
7 11.0 10.7 10.6 10.3 New
8 14.7 14.3 12.1 12.3 Remeasureda


9b 12.6 12.1 12.3 12.0 New
10 13.2 13.0 12.4 12.2 5
11 13.3 13.2 15.8 15.3 New
12 9.9 9.7 15.4 15.1 Remeasureda


13 11.0 10.7 14.4 13.4 New
14c 10.5 10.4 13.6 13.6 5
15 11.2 11.1 16.1 15.8 5
16 11.8 11.5 16.2 16.1 5
17 11.3 11.6 12.0 11.9 New
18 13.1 13.0 15.6 15.1 Remeasureda


19c 12.7 12.8 13.9 13.6 New
20 12.6 12.5 13.3 13.1 5
21 15.2 15.1 12.1 12.2 New
23d 10.5 10.5 10.5 10.5 5
24 11.3 11.2 11.3 11.2 5
25 11.8 11.6 11.8 11.6 5
26 11.3 11.6 11.3 11.6 New
27 13.3 13.1 13.3 13.1 Remeasureda


28d 12.7 12.8 12.7 12.8 New
29d 12.7 12.6 12.7 12.6 New
30 12.6 12.6 12.6 12.6 5
31 15.3 15.1 15.3 15.1 New


di- and tri-substituted pyridines
32e 9.6 9.2 11.3 10.7 New
33 10.9 9.5 12.0 10.3 New
34 10.5 9.8 12.3 12.1 New
35 10.0 9.4 8.3 8.0 New
36 n.o. 10.9 8.5 9.3 New
37b n.o. 10.6 6.8 6.3 New
39 9.8 9.0 9.8 9.0 New
40 10.1 9.5 10.1 9.5 New
41 10.1 10.6 9.3 9.8 New
42 11.8 11.5 11.8 11.5 7
43 13.4 13.2 13.4 13.2 New
45 10.9 9.4 9.0 8.2 New
46 11.3 10.3 9.5 9.2 New


1,2-diazines
48 18.5 19.5 6
49 17.8 18.8 6


1,4-diazine
53 17.3 16.9 16.4 16.0 6


a For the first time reported in Reference[5]
b Calculated for the only stable rotamer syn.
c Calculated for zero point energies 55% syn, D (anti–
syn)¼ 0.20 kcal/mol.
d Averaged values.
eCalculated for the only stable rotamer anti.
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magnitudes of the former are smaller. This originates from the
range of 2J(CC)’s which encompasses zero coupling so that a
good deal of 2J(CC)’s are likely to escape detection. For those
which can be observed, the theory on the present level of
sophistication provides a convenient tool for reliable predictions
of their signs. This is shown for the first time for pyridine ring
systems that their 2J(CC)’s can bear either sign and vary within
quite a considerable range, while so far such couplings have been
considered as weak and negative. A convincing example of
the foregoing is provided by 3-fluoropyridine 12 where the
experimental magnitude of 2J(C2C4) is 3.6 Hz while the
computation yields 2J(C2C4)¼þ3.3 Hz (Table 4). There is no
doubt that the experimental value amounts to þ3.6 Hz. Should
the opposite be true, that is, 2J(C2C4)¼�3.6 Hz, the discrepancy
between experiment and computation would be as large as
7.8 Hz, far beyond any reasonable confidence limits with respect
to the overall regression. The same applies to 2J(C2C4) in
2-chloro-3,5-dinitropyridine 45 where the experimental magni-
tude is (þ)1.6 Hz and the computation yields 2J(C2C4)¼þ1.4 Hz.
Now, if we append the plus sign to the experimental magnitude,
chances that we are wrong do not exceed 0.1%. All of this clearly
shows the predictive power of the regression expressed by Eqn
(1) (Fig. 1), from the point of view of the computation based sign
appending to experimental magnitudes of J(CC)’s, even if the
latter are of the order of 1 Hz. For this reason we present, in
Table 4, the computational results for weak couplings where no
experimental data are available.
One should notice that we compare experimental results taken


on solutions at room temperature with the relevant compu-
tations for isolated molecules whose geometries relate to
zero-point energy. In other words we neglect solvent effects
on the solute, rovibronic effects on the J(CC)’s at room
temperature, and vibrational ground state effects at zero K;
the latter two have been considered in detail in a recent
account.[9] The fact that the statistical correlation between the
experiment and theory has the form Jexp.¼ Jcalcd., and the
relevant deviations are random and small, amply suggests that
such effects are practically negligible for aromatic J(CC)’s. There
are no reasons to believe that rovibronic and ground vibrational
state effects on the constants in the pyridine ring system should
vary significantly within the large body of pyridine derivatives
examined. Thus, if the effects were considerable, the regression
(Eqn (1) and (2)) should reveal a bias, that is, the value of the free
term should deviate significantly from zero; actually its value of
�0.13� 0.16 Hz on the 95% confidence level (Eqn (2)) is not
significantly different from zero and suggests that such effects, if
any, may eventually be of the order of 0.1 Hz, and as such are
unimportant for any practical purposes. Similar conclusions have
already been drawn from our recent studies on benzene ring
systems.[1,2]


The extensive experimental material collected, combined with
the reliable quantum mechanical computations of aromatic
J(CC)’s, allow one to arrive at some interesting conclusions. First of
all, pyridine and diazine ring systems, those studied in the present
work, as well as the large number of benzene derivatives
examined in our previous studies,[1,2] show quite clearly that
substituent effects on 1J(CC)’s are fairly short ranged. In most
cases, significant effects appear on 1J(CC)’s which relate to the
nearest carbon—carbon bonds, that is, one bond in each
direction from Cipso. Thus, significant effects are revealed on
1J(C2C3) for 2-substituted pyridines, on 1J(C2C3) and 1J(C3C4) for
3-substituted pyridines, on 1J(C3C4)/1J(C4C5) for 4-substituted
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Table 4. Experimental and B3PW91/6-311þþG(d,p)//B3PW91/6-311þþG(d,p) calculated 2J(CC)’s in pyridine and substituted
pyridines; all calculations are from the present work and all values are in Hz (n.o.¼ not observed)


No.


2J(C2C4) 2J(C2C6) 2J(C3C5) 2J(C4C6)


Refs. to exp.exp. calcd. exp. calcd. exp. calcd. exp. calcd.


1 (�)2.9 �2.4 n.o. �5.6 n.o. �2.9 (�)2.9 �2.4 5
2 n.o. þ0.5 n.o. �0.6 n.o. �2.9 n.o. �1.4
3 n.o. �0.5 n.o. �2.7 n.o. �2.6 n.o. �1.8
4a n.o. þ0.4 n.o. �1.9 (�)3.5 �2.9 n.o. �1.4 5
5 n.o. �0.8 (�)3.3 �3.3 n.o. �2.9 n.o. �1.8 5
6 n.o. �1.4 (�)5.6 �4.4 n.o. �2.9 n.o. �2.0 5
7 n.o. �0.1 n.o. �2.0 (�)3.0 �2.9 n.o. �1.3 New
8 (�)2.0 �1.6 (�)5.0 �4.0 (�)3.0 �2.8 (�)2.5 �2.1 New
9a n.o. �1.5 (�)5.8 �5.0 (�)3.2 �2.9 (�)2.5 �2.0 New
10 n.o. �1.8 (�)5.8 �4.9 n.o. �2.8 n.o. �1.9 5
11 n.o. �2.8 (�)7.6 �7.2 n.o. �2.7 n.o. �2.5 New
12 (þ)3.6 þ3.3 (�)6.9 �5.9 n.o. �1.2 n.o. �3.0 Newc


13 n.o. þ0.2 (�)6.9 �5.8 n.o. �1.6 n.o. �2.3 New
14b n.o. þ2.4 (�)6.8 �5.9 n.o. �1.0 n.o. �3.0 5
15 n.o. þ0.8 (�)6.8 �5.9 n.o. �2.8 n.o. �2.8 5
16 n.o. þ0.2 (�)6.7 �5.8 n.o. �3.5 n.o. �2.7 5
17 n.o. þ0.9 (�)6.6 �5.7 n.o. �1.0 (�)2.9 �2.9 New
18 (�)2.6 �2.0 (�)6.9 �5.9 (�)2.4 �2.2 (�)2.7 �2.4 Newc


19b (�)1.0 �1.0 (�)6.6 �5.8 (�)2.8 �2.8 (�)3.1 �2.8 New
20 n.o. �0.6 (�)6.5 �5.6 n.o. �2.5 n.o. �2.6 5
21 n.o. �3.2 (�)6.4 �5.4 n.o. �3.4 n.o. �2.3 New
22 n.o. �1.2 n.o. �5.7 n.o. �1.0 n.o. �1.2
23d n.o. �0.3 n.o. �5.0 n.o. þ1.3 n.o. �0.3
24 n.o. �1.7 n.o. �5.6 n.o. �0.3 n.o. �1.7
28d (�)2.4 �1.9 n.o. �5.3 n.o. �1.5 (�)2.4 �1.9 New
31 n.o. �2.9 n.o. �5.5 n.o. �3.4 n.o. �2.9
33 n.o. þ2.0 (�)5.2 �4.2 n.o. �1.8 n.o. �2.1 New
34 n.o. þ2.8 (�)4.6 �3.6 (�)2.8 �2.7 (�)3.1 �2.5 New
42 (�)1.9 �1.4 n.o. �4.4 n.o. �2.8 (�)1.9 �1.4 7
45 (þ)1.6 þ1.4 (�)5.6 �4.6 n.o. �0.3 n.o. þ1.0 New
46 (þ)2.3 þ2.6 (�)4.8 �3.7 n.o. �1.8 n.o. þ1.1 New


a Calculated for the only stable rotamer syn.
b Calculated for zero point energies 55% syn, D (anti–syn)¼ 0.20 kcal/mol.
c Only the relevant 2J(C2C6) coupling has already been reported in Reference[5]
d Averaged values.
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pyridines. A notable exception is provided by the NMe2
substituent whose range of influence on 1J(CC)’s extends over
two bonds in each direction (Table 1, compounds 7, 17 and 26).
An interesting feature of the pyridine system is that the influence
of substituent on 1J(CC) depends on its position. Thus, the
strongest influence is exerted by the substituents in position 2
while those of the substituents in position 3 or 4 are smaller and
comparable to each other. In other words, for a given substituent
X, the 1J(C3C4) coupling is practically the same for 4-X- and
3-X-pyridines. However, this does not hold for 1J(C2C3) and the
corresponding 2- and 3-substituted derivatives. All these trends
are valid for all of the substituents considered and are duly
reproduced by the present computations.
The magnitudes of 1J(CC)’s in the heteroaromatics involved are


roughly governed by the electronegativity of the first atom of the
substituent. However, nitrogenous substituents like NMe2 or NO2


deviate from this simple rule as was shown by us for amino and
nitro substituted nitrosobenzenes.[1]

J. Phys. Org. Chem. 2008, 21 185–192 Copyright � 2008 John W

The long-range carbon–carbon couplings collected in Tables 3
and 4 deserve a special comment. Those across three bonds are
fairly strong as they span a range of 8.9 (3J(C3C6) in 2) through
16.2 Hz (3J(C3C6) in 16) and are invariably positive as is shown by
the computation; they can be divided in two groups. One of them
comprises 3J(CC)’s where one of the carbon atoms involved
is Cipso, that is, that bound directly to the substituent. This group
includes 3J(C2C5)’s in 2-substituted pyridines as well as 3J(C3C6)’s
in 3-substituted pyridines. Substituent effects on the latter are
fairly weak and irregular. The other group contains 3J(CC)’s which
involve a carbon atom located next to Cipso;


3J(C3C6)’s in
2-substituted pyridines, 3J(C2C5)’s in 3-substituted pyridines and
3J(C2C5)/3J(C3C6)’s in 4-substituted pyridines belong to this
group. All of the latter reveal a trend which is shown in Fig. 2.
There seems to be a nonlinear relationship between the


coupling constants and the Pauling’s electronegativity, EP of the
first atom in the substituent concerned. The direction of the trend
which shows that the coupling is enhanced by the decreasing
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(ii)


(iii)


Figure 1. Experimental aromatic carbon–carbon coupling constants in


pyridine, mono-, di- and tri-substituted pyridines, and some diazines,


plotted against B3PW91/6-311þþG(d,p)//B3PW91/6-311þþG(d,p) calcu-


lated values. There are 276 individual coupling constants involved, and
the relevant linear regression is shown according to Eqn (1)


M. WITANOWSKI ET AL.


1
9
0


electronegativity of substituent X, is just opposite to that
observed in 1J(CC)’s which relate to Cipso (Table 1). The strongest
3J(CC)’s couplings, of ca.þ15Hz, are found for compounds 11, 21
and 31 where the least electronegative trimethylsilyl substituent
is involved whereas the smallest ones, of þ8.9 and þ9.9 Hz
(compounds 2 and 12, respectively), are found when the strongly
electronegative fluorine substituent is involved. It is noteworthy
that the effects on 3J(C2C5)’s of the substituents in positions 3 and
4 are almost the same, as was already observed for 1J(C3C4)’s
which do not significantly depend on whether the substituent is
in position 3 or 4.
In view of this, Fig. 2 presents a parabolic regression which


involves a combined set of 3J(C2C5)’s in both 3- and 4-substituted
pyridines, and the corresponding EP values for the first atoms in
the substituents concerned: SiMe3 (1.9); H, that is, pyridine,
(2.2); CH3/CN (2.55); SMe (2.58); Br (2.96); Cl (3.16); NMe2/NO2

Figure 2. Experimental 3J(C2C5) coupling constants in 3- and


4-substituted pyridines plotted against the Pauling’s electronegativity
of the first atom of substituent X. The parabolic regression shown is


according to Eqn (3)
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(3.04); OMe (3.41); F (3.98).[10] The parabolic regression yields the
following equation for 3J(C2C5) as a function of EP


3JðCCÞexp: ¼ ½0:82752ð�0:13654ÞE2P � 7:4929ð�0:8069ÞEP


þ 26:51ð�1:17Þ� � 0:25Hz (3)


over a set of 21 datapoints and 18 degrees of freedom; the
numbers following the �sign are the corresponding standard
errors of themean for the three variables fitted, and the last one is
the overall standard deviation for the least squares fit, 3J(CC) vs. EP.
For 4-F-pyridine 54 which is too unstable to withstand the
inadequate NMRmeasurements, the value of 3J(C2C5) is obtained
from the computation (Scheme 1) and the regression according
to Eqn (1); the latter yields 3J(C2C5)¼þ9.7 Hz for 54. An
analogous correlation exists for 3J(C3C6)’s in 2-substituted
pyridines, but we did not combine the latter data into the set
of couplings considered in the correlation according to Eqn (3)
(Fig. 2) as the relevant values for a given substituent are fairly
close to each other for 3- and 4-substituted pyridines while those
for 2-substituted pyridines deviate from the latter.
The couplings across two bonds can be divided into three


distinct groups:

(i) T

Joh

he couplings where none of the carbons involved bear any
substituent and the shortest formal pathway does not
include Cipso; all of them are negative and their values are
fairly constant within the groups specified below:
2J(C2C6) in 3- and 4-substituted compounds, ca. �7 and
�5Hz, respectively;
2J(C3C5) in 2-substituted compounds, ca. �3Hz;
2J(C4C6) in 2- and 3-substituted compounds, ca. �2 and
�3Hz, respectively.


The couplings in which Cipso is directly involved; the 2J(CC)’s
concerned algebraically increase with the increasing electro-
negativity of the substituent involved:
2J(C2C4) in 2- and 4-substituted pyridines which span a
range from ca. 0 to �3Hz;
2J(C2C6) in 2-substituted pyridines which attain values from
ca. 0 to �8Hz.


The third group involves couplings whose shortest formal
pathway goes across Cipso; they can be of either sign and
their values algebraically increase with the increasing elec-
tronegativity of the substituent involved. These are:
2J(C2C4) in 3-substituted compounds: ca. þ3 to �3Hz,
2J(C3C5) in 4-substituted compounds: ca. þ2 to �3Hz.

Thus, it can be concluded that the couplings across two bonds,
�7.6 through þ3.6 Hz, are generally weaker than those across
three bonds, þ8.9 through þ16.2 Hz. However, their range of
variation is nearly twice as large as that indicated by their
magnitudes, in view of the fact that they can bear either sign; thus
the algebraical range of variation of aromatic 2J(CC)’s, about
11Hz, exceeds that observed for 3J(CC)’s, about 7 Hz. This
conclusion is new, and is based on the extensive set of
experimental magnitudes of aromatic J(CC)’s employed here and
combined with the present calculations, and on the excellent
relationship found between experiment and theory which allows
one to append signs to the experimental couplings even if their
magnitudes are as low as 1Hz. Needless to say, the range of
aromatic 2J(CC)’s includes zero coupling so that ones which are
close to the latter are likely to escape detection.

n Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 185–192







Scheme 1. Carbon–carbon coupling constants in 4-fluoropyridine pre-


dicted by B3PW91/6-311þþG(d,p)//B3PW91/6-311þþG(d,p) calculations
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The computations can be employed in order to predict J(CC)’s in
4-fluoropyridine 54 (Scheme 1) which is obviously missing from the
set of halogeno-substituted pyridines examined (Table 1).
The compound is unstable and readily undergoes polymeri-


zation; it can be kept only in the form of its hydrochloride. The
predictions of carbon–carbon couplings in 54 are presented in
Scheme 1, and they show that the estimates actually follow the
trends in 1J(CC)’s which were discussed in the foregoing. For
example, 1J(C3C4/C4C5)¼ 68.3 Hz predicted for 54 is fairly close
to 1J(C3C4)¼ 69.0 Hz in 3-fluoropyridine 12 (Table 1) while the
predicted 1J(C2C3)¼ 54.1 Hz for 54 does not significantly depart
from the analogous value for pyridine 1 (Table 1).


CONCLUSIONS


The large set of 276 experimental aromatic J(CC)’s considered in
the present study, where about a half of these are new,
shows that the couplings span a range of�7.6 throughþ78.5 Hz.
This provided a sound experimental basis for exploring the
potential of DFT quantummechanical calculations from the point
of view of aromatic carbon–carbon indirect couplings. The DFT
computations employed, B3PW91/6-311þþG(d,p)//B3PW91/
6-311þþG(d,p), where the geometry optimization and the
subsequent calculation of J(CC)’s are on the same level of
sophistication, when confronted with the experiment, yield an
excellent linear relationship which is sufficiently close to
J(CC)exp.¼ J(CC)calcd.. It is demonstrated that the foregoing
correlation can reliably predict or reproduce not only the
magnitudes of the couplings but also the signs if the
experimental magnitudes exceed about 1Hz. The latter question
is important for relatively weak aromatic 2J(CC)’s which have so far
been assumed negative, by analogy with benzene, where the
sign of 2J(CC)¼�2.5 Hz was experimentally established.[11] In the
present work, it is shown for the first time as far as pyridine and
analogous heteroaromatics are concerned, that aromatic 2J(CC)’s
can bear either sign and span a range of�7.6 throughþ3.6 Hz. If
we combine these results with those obtained by us for benzene
derivatives,[1,2] the overall range of aromatic 2J(CC)’ turns out to
be quite significant, �7.6 through þ7.8 Hz.
Substituent effects on 1J(CC)’s in pyridines are significant but


largely localized, that is, the couplings affected are those which
include Cipso and the neighbouring carbon(s); the coupling is
augmented along the following sequence of substituents for a
given position thereof (2-, 3- or 4-): SiMe3, H, Me, SMe, CN, NMe2
and Br, Cl, OMe, NO2, F. Intuitively, this is a sequence of the
increasing electron-withdrawing power, but not exactly in terms
of Pauling’s electronegativity of the first atom in a given
substituent; the NO2 group is a notable exception from the latter.
The present calculations duly reproduce these trends in 1J(CC)’s.

J. Phys. Org. Chem. 2008, 21 185–192 Copyright � 2008 John W

The couplings across two bonds, 2J(CC)’s show analogous,
albeit weaker effects of substituents, but solely in the cases where
either Cipso is directly involved or the coupling relates to the two
closest neighbours of Cipso; thus the substituent effects here are
fairly localized. The trend concerned is analogous to that
observed for 1J(CC)’s, the coupling constant algebraically increase
with the electron withdrawing power of the substituent involved.
Again, all of this is reciprocated by our computations.
Three-bond couplings, 3J(CC), where Cipso is directly involved do


not show any regularity in their response to the presence of
substituents, while the other couplings show clearly a trend whose
direction is opposite to those for 1J(CC)’s and some of 2J(CC)’s. This is
presented in Fig. 2. Needless to say, all of these regular trends as well
as irregular variations are finely reproduced by our calculations.
The relationship between experiment and theory obtained in


the present work as well as the fact that the computations even
reproduce the less pronounced variations in the long-range
J(CC)’s indicate that the role of any rovibronic effects and that of
nuclear motions at 0 K are practically negligible for aromatic
carbon–carbon couplings. This corroborates analogous con-
clusions drawn from our earlier studies on benzene and its
substituted derivatives.[1,2]


Needless to say, all of the foregoing conclusions rely heavily on
the extensive set of experimental data presented here, one which
nearly doubles what has so far been available in the literature on
aromatic J(CC)’s in pyridine and related systems.

EXPERIMENTAL AND COMPUTATIONAL
DETAILS


Most of the compounds subject to NMR measurements in the
present work were available commercially (Aldrich), except for
9,[12,13] 17,[14] 19,[13,15] and 28[16] and which were synthesized
according to published procedures. The purity of the samples
was monitored by means of proton and carbon NMR. Generally
the spectra were taken on 2M solutions in CDCl3 in standard
5mm tubes. The carbon–carbon couplings were obtained from
one-dimensional proton-decoupled 13C inadequate NMR spectra
taken at 125MHz (13C) on a Bruker Avance DRX-500 system
(11.7 T) with the Bruker standard microprogram, 32-phase
Freeman cycle with automatic data storage. Typical conditions
included acquisition time 2.4 s, digital resolution 0.16 Hz per
point, and 215 cycles within 12 h.
The map of the molecular framework of carbon–carbon bonds


which is obtained by the 13C inadequate sequence adjusted to
typical magnitudes of 1J(CC)’s requires a point of anchorage in at
least one of the carbon atoms concerned. In the present case of
pyridine and azine systems, there is really no problem in obtaining
unequivocal assignments of the 1J(CC)’s by the proton decoupled
inadequate procedure as such, if the latter is supplemented by the
relevant data on 1J(CH) couplings; one does not have to resort to
any analogies in the carbon chemical shifts or the values of
coupling constants with respect to simple model molecules, nor is
there any need to employ quantum mechanical calculations for
carbon resonance signal assignments. From this point of view, the
characteristic inadequate 13C signals of pyridine are those for C2
and C6 as they show 1J(CC) coupling to only one 13C nucleus, that of
C3 or C5, respectively. If a substituent is present at any of the
pyridine ring carbon atoms, the 13C resonance of the latter does not
show any 1J(CH) coupling; in some cases, where the substituent
contains a carbon atom bonded directly to the ring (e.g. Me, CN,
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COMe) then 1J(CC) across the single bond concerned appears in the
inadequate resonance signals of these two atoms. For fluorine
substituent 1J(CF) is found in the inadequate resonance signal of the
carbon atom which bears the substituent. All of this was more than
enough to produce unequivocal assignments for the 13C resonance
signals and, in consequence, for the relevant 1J(CC), 2J(CC) and
3J(CC) indirect spin–spin couplings. As we were interested not only
in 1J(CC)’s, but also in the significantly weaker couplings across
more than one aromatic bond, the latter were measured in
separate experiments where the 13C inadequate pulse sequence
was tailored to fit their average magnitudes.
As far as J(CC) measurements quoted from the literature are


concerned (Tables 1–4) chloroform-d1 was employed as a solvent
for compounds 3, 11, 13, 21, 31 and 43; acetone-d6 for compounds
1, 4–6, 10, 14–16, 20, 23–25, 30, 42, 47–53; DMSO-d6 for
compounds 22, 27, 32 and 35; compound 29 was a neat liquid.
The J(CC) computations and geometry optimizations


employed the Gaussian 03 (revision B.05) software package[17]


where the Fermi contact term (FC) is calculated together with
contributions of paramagnetic (PSO) and diamagnetic (DSO)
spin–orbital interactions, as well as the spin-dipole term (SD). DFT
was employed in order to account for electron–electron
interactions, using the hybrid B3PW91 functionals together with
the 6-311þþG(d,p) set of basis functions; this selection was
based on our previous experience with nitrogen nuclear
magnetic shielding computations[18,19] as well as on our results
for J(CC)’s in substituted benzenes.[1,2] Attention is drawn to the
fact that B3PW91/6-311þþG(d,p) geometry optimizations were
run prior to the computations of the respective J(CC)’s where the
same combination of functional/(basis set) was engaged; in this
way, the whole of the computation procedure is internally
consistent and can be described, in a shorthand notation, as
B3PW91/6-311þþG(d,p)//B3PW91/6-311þþG(d,p). Vibrational
frequency computations were routinely employed as a test for
reaching an energy minimum.
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The nature of electron transitions in anionic
dioxaborines, derivatives of aminocoumarin
A. O. Gerasova, M. P. Shanduraa, Yu. P. Kovtuna and A. D. Kachkovskya*

Combined quantum-chemical and spectral studies o

J. Phys. Or

f the features of electron transitions and absorption spectra of
symmetrical and unsymmetrical polymethine dyes, derivatives of aminocoumarin, have been performed. It was
established that the lowest two electron transitions are splitting transitions, involving solitonic level and two low
positioned acceptor levels, in contrast to the cationic cyanine dyes, where two lowest transitions are connected with
two splitting donor levels and solitonic level. The considerable interaction between two acceptor levels in symmetrical
dyes provides an additional decrease of the first transition energy and hence leads to the relatively deep and intensive
color, whereas the second transition with its negligible oscillator strength is practically unobserved. The higher
electron transitions involve orbitals located mainly at the coumarin residue; the corresponding spectral bands appear
in the short-wavelength region. Introduction of dialkylamino group in coumarin heterocycle shifts bathochromically
the long-wavelength absorption band and considerably increases the intensity of S0! S1 and S0! S3 electron
transitions. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Organic dyes based on 2,2-difluoro-1,3,2-(2H)-dioxaborine (DOB),
such as derivatives of biphenyl, fluorene, carbazole, or poly-
methine dyes, attract considerable and growing attention
because of their high two-photon cross-section[1] and large
third-order nonlinearities.[2] The anionic polymethine dyes
containing terminal DOB residues have been found to show
the cyanine-like properties, first of all, the relatively deep light
absorption and effective fluorescence; their spectral bands are
narrow and intense, similar to those for typical well-known
cyanine dyes. Rigidifying of 1,3,2-(2H)-dioxaborine cycle by
coumarin or cyclohexanone fragments[3,4] results in the increase
of absorption intensity and quantum yield of the fluorescence. To
overcome the relatively low stability of the DOB fragment itself, in
our previous paper[5] we reported the synthesis and absorption
spectra of the polymethine dyes derived from DOBs of
3-acetyl-7-diethylamino-4-hydroxycoumarin and demonstrated
that such dyes are among the most stable dioxaborines. Also, it
was established that the introduction of dialkylamino groups in
the terminal coumarin residues combined with DOB led to the
substantial increase of absorption intensity and fluorescence
quantum yield, whereas the position of the spectral band was
only slightly sensitive to such change of the chemical structure.
In the present work, the results of the simultaneous spectral


and quantum-chemical study of the nature of the electron
transitions are considered, including the higher transitions
connected directly with nonlinear optical properties.


OBJECTS AND METHODOLOGY


The symmetrical and unsymmetrical anionic polymethine dyes of
general structures 1–3 were investigated. Also, the electron
structure of the cationic indocarbocyanine 4 was calculated to

g. Chem. 2008, 21 419–425 Copyright �

compare the nature of the electron transitions in both anionic
and cationic dyes.


The synthesis of compounds 1 and 2 was described before.[4,5]


The unsymmetrical dye 3 was synthesized by the following
scheme:


A mixture of 5 (323mg, 1mmol), methoxymethylidenemalo-
nonitrile (110mg, 1mmol), and triethylamine (150mg,
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1,49mmol) in dichloromethane (5ml) was refluxed for 10min.
Dichloromethane was evaporated, the residue was crystallized
from acetic acid. Yield 290mg (58%). M. p. 187–189 8C. 1H NMR
(DMSO-d6): d 1.77 (m, 15H, CH3), 3.10 (q,


3JH,H¼ 7.2 Hz, 6H, NCH2),
3.49 (q, 3JH,H¼ 7.2 Hz, 4H, NCH2), 6.51 (s, 1H, 7-H), 6.78 (d,
3JH,H¼ 9.0 Hz, 1H, 9-H), 7.15 (d, 3JH,H¼ 12.9 Hz, 1H, b-H), 7.69 (d,
3JH,H¼ 9.0 Hz, 1H, 10-H), 8.01 (d, 3JH,H¼ 12.9 Hz, 1H, a-H), 8.86
(br s, 1H, NHþ). lmax 492 nm, e 92 000 (MeCN). Anal. calcd.
for C25H31N4O4BF2: C, 57.86; H, 4.86; N, 10.21. Found: C, 57.81; H,
4.72; N, 10.23.Electronic absorption spectra were recorded on Shimadzu


UV-3100 spectrophotometer in acetonitrile.
Proton NMR spectra were obtained with Varian VXR-300


instrument (300MHz) at 25 8C using tetramethylsilane as an
internal standard.
Quantum-chemical calculations (the equilibrium geometry of


dye molecules in the ground state and electron transition
characteristics) were performed in the semi-empirical AM1
approximation (HyperChem package). The procedure of the
optimization was stopped upon the energy gradient 0.01 kcal/
mol. The shape of the molecular orbitals is defined by the
coefficients Cim from the equation: wi¼


P
Cimxm (the standard


MOLCAO approximation), where wi is an ith MO, while xm is a
mth atomic orbital. The function of the pth excited state cp was
written as a linear expansion of single excited configurations,
Fi! j , so that


Cp ¼
X


Ti! j; pFi! j ðCIapproximationÞ (1)


The ZINDO/S method cannot be used in the absence of
parametrization for the boron (B) atom. The obtained wave-
lengths of the electron transitions, lcalc, were multiplied by a
parameter k to agree the calculated and experimental data:
lmax¼ klcalc. This correction coefficient, k, similarly to the
corresponding parameter overlap weight factor (OWF) in the
other semi-empirical method ZINDO/S, is connected indirectly
with the overestimation of the electron–electron repulsion
calculated by Mataga–Nishimoto’s formulas, gmn¼ a/(1þ Rmn),
where a is constant and Rmn the distance between the mth and
nth atoms, for the atoms which are removed to great distance
from each other. The same problem of the integrals gmn has been

Figure 1. Positions and shapes of frontier and the narrowest electron level
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found to exist even in the simplest PPP approximation correctly
taking into consideration the electron–electron interaction. J.
Fabian and R. Zahradnic have proposed to use the modifying
formulas, gmn¼ a/(1þ tRmn), where t¼ 10/3; then, the agreement
between the calculated and experimental wavelengths of the
first electron transition for the vinylogous series of the
polymethine dyes has been essentially increased.[6] The value
of k was calibrated against the first electron transition. For dyes
1–3, parameter k is somewhat higher than traditional parameter
k¼ 1.15 obtaining for the electron transition in the conjugated
heterocycles. This seems to be connected with the more great
distances between atoms in the linear chromophore of the
polymethine dyes containing the extended conjugated chain, so
that the overestimation of the electron–electron repulsion by the
formulas gmn¼ a/(1þ Rmn) should be regularly increased, in
contrast to the heterocycles with the comparatively short
distances between atoms.
As a rule, allp-electron single excited configurations were used


in the calculations.

RESULTS AND DISCUSSION


Positions of electron levels and shape of MOs


It was previously shown that the energy gap in the ionic linear
p-system is considerably shifted, as compared with the neutral
conjugated molecules: down – in cations, and up – in anions.[7]


Consequently, there is an essential distinction in the disposition
and densities of the vacant and occupied electron levels in the
cationic and anionic polymethines.[7] As an example, Fig. 1
presents the positions of the frontier and nearest levels
calculated for the dyes 2 (n¼ 1) and 4. Such shifting of the
energy gap in the ionic p-systems is caused by an appearance of
the specific charge or soliton level.[7] As shown in Fig. 1a that the
lowest vacant level in the cationic indocarbocyanine 4 is situated
relatively low and is appreciably separated from the next vacant
levels, in contrast to the occupied levels where the distance
between two highest levels is smaller. The opposite disposition of
the frontier and nearest levels is obtained from calculation for the

s of the dyes: (a) 4, (b) 2 (n¼ 1), (c) 3
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ELECTRON TRANSITIONS IN ANIONIC DIOXABORINES

anionic DOB dye 2 (n¼ 1); the HOMO is orbital of the negative
charge (solitonic orbital) and so the corresponding level is
separated substantially from the next occupied level, whereas the
two lowest vacant levels are relatively close (Fig. 1b).
In the unsymmetrical dye 3 as an anionic p-system, the


solitonic level also exists, as can be seen from Fig. 1c. Its position
and shape of the corresponding orbital (HOMO) are quite similar
to those of the solitonic MO in the symmetrical dye 2 (compare
with Fig. 1b). However, there is only one vacant level separated
appreciably from the next level in the conductive band (Fig. 1c), in
contrast to two close similar levels in the symmetrical anionic
trimethine 2 (n¼ 1). This indicates the specificity of such MO. As
can be seen in Fig. 1c that LUMO is mainly located at the atoms of
the terminal DOB group, so we propose to treat this specific
orbital as an acceptor-type MO, whereas the short chain could be
considered as an exocyclic conjugated constituent linked with
DOB residues. Then symmetrical dyes 2 can similarly be described
by the following general structure:


A��p �ð Þ��A 6


where A is an acceptor terminal conjugated system, and p(�)
negatively charged polymethine chain. Providing the short chain
and branched p-system of the acceptor groups A, then two
terminal residues give the two lowest acceptor orbitals. They
should interact to give two new MOs which can be written as a
linear combination of the components f(A1) and f(A2):


’1 ¼ 2ð Þ�1=2 f A1ð Þ þ f A2ð Þf g (2)


’2 ¼ 2ð Þ�1=2
f A1ð Þ � f A2ð Þf g (3)


It is seen from Fig. 1b that LUMO corresponds to the function
w1 (Eqn 2) whereas LUMOþ 1 corresponds to the function w2 (Eqn
3) Also, the polymethine chain takes part in these MOs as a
conjugated component substituent of the DOB residue.
In the same way, the cationic indocarbocyanine 4 could be


described as follows:


D��p þð Þ��D 7

Figure 2. Positions of frontier and the narrowest electron levels of vinylogo
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where D is the donor residues. Then, the two highest occupied
MOs could be considered as plus- and minus-combinations of
both donor orbital of the terminal groups.
Thus, there are practically mirror images of the solitonic and


terminal orbitals in the cationic cyanine 4 and related anionic
dye 2 (with the same chain length): the whole soliton level
and two donor levels in polymethine-cation, and consequently,
the electron soliton level and two acceptor levels in poly-
methine-anion.
The next occupied orbital (HOMO-1) in the unsymmetrical dye


3 is seen from Fig. 1c to be located mainly on the DOB residue
and hence could be considered as a local MO. In the symmetrical
dye 2 (n¼ 1) with two chemically identical terminal groups, two
such specific orbitals exist; they generate the coupled MOs,
HOMO-1, and HOMO-2 as the sum-function and minus-function,
similarly to the functions w1 and w2 in Eqns (2, 3). Because of
conjugation of the terminal groups with the polymethine chain
and interaction between them, both orbitals, HOMO-1 and
HOMO-2, are split, although the distance between splitting levels
is smaller than similar value between the two splitting lowest
vacant levels. Also, it can be seen in Fig. 1b that the next vacant
MO, LUMOþ 2, is practically delocalized along whole p-system of
the dye molecule.
Here we will limit the discussion to MOs referred above, as only


they take part in the electron transitions observed in visible and
near IR spectral region and can be reliably interpreted.
The gradual lengthening of the polymethine chain is known to


be accompanied by a regular increase of the number of p-levels:
one vacant and one occupied level per each new vinylene group.
As a result, the lowest vacant level shifts down, whereas the
highest occupied level shifts up, which could be seen from
Fig. 2a. The calculations have shown that solitonic level is also
sensitive to the chain length. Also, the splitting of the acceptor
levels increases upon increasing of number of vinylene groups n,
because of the considerable interaction between the corre-
sponding MOs in the polymethine chain which is included in
both orbitals as an exocyclic substituent. The next levels (both

us series: 1 (a), 2 (b)
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Figure 4. Schematic disposition of delocalized and acceptor (A1 and A2)


levels and two first electron transition in unsymmetrical dye (a) and
symmetrical dye (b); DEspl is the splitting energy
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vacant and occupied) are seen from Fig. 2 to be also sensitive to
the length of the polymethine chain.
Introduction of the donor dialkylamino substituents into


acceptor DOB residues decreases the acceptor strengths of
terminal groups and hence causes the shifting of both vacant
levels up, in comparison with corresponding related dyes 1,
derivatives of coumarin (as shown in Fig. 2b). The solitonic levels
are found from the calculations to be also influenced by the amino
substituents and shiftedup. Becauseof simultaneous shiftingupof
both frontier levels, the energy gap appears to be only weakly
sensitive to the change of the chemical structure upon going from
dyes1 to related compounds 2. The level of the nitrogen’s electron
couple is situated much lower than dye’s HOMO and the
lengthening of the polymethine chain results in the increased
distance between these levels. So, it can be supposed that their
interaction in cases of higher vinylogs must be smaller.


The first and second electron transitions


In the Fig. 3, the absorption spectra (long-wavelength absorption
band) of the dyes derivatives of the aminocoumarin are
presented. The first band maximum in each spectrum is
connected with the S0! S1 electron transition, whereas the
second observed peak corresponds to the 0! 10 vibronical
transition, the distance between maxima to be approximately
1200–1400 cm�1.
In the unsymmetrical dye 3, the first transition involves the


solitonic level and lowest vacant level, as it is schematically shown
in Fig. 4a. Taking into account the location of both corresponding
MOs (as shown in Fig. 1c), we can suggest that this transition
should be accompanied by the transfer of electron density from
the polymethine chain to the terminal DOB residue. The diagram
of the electron redistribution at the chromophore atoms upon
excitation is presented in Fig. 5. It is seen from Fig. 5a that the
excitation causes the considerable transfer of the charge mainly
from the polymethine chain to the DOB residue: the electron
densities decrease most considerably at the carbon atoms in the
a- and g-positions of the chain, whereas maximum increase of
the electron densities is obtained for the atoms in the benzene
ring and atoms nearest to it; the changes of the charges at the
rest of atoms are far much lower. Such transferring of the electron

Figure 3. Long-wavelength absorption spectra of the dyes 2 (n¼ 1 –


solid, n¼ 2 – dash, n¼ 3 – dot), 3 (dash dot) (a), 1 (n¼ 1 – solid, n¼ 2 –


dash) (b) in acetonitrile (1� 10�5M)
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density between the molecular fragments corresponds to the
main location of the MOs involved in the first electron transition
(compare with the location of the HOMO and LUMO in the
Fig. 1c). It should be noted that the boron atom does not
participate in the lowest transition, since the correspondingMO is
not located at this atom; the boron atom just stabilizes
significantly the anionic oxonole-like chromophore.

Figure 5. Electron density redistribution diagrams and transition dipole


moments (m0i) of the dyes 3 (a) and 2 (n¼ 1) (b). * – electron density


increases; * – electron density decreases
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Also, the performed calculation gives that the S0! S1 electron
transition in the unsymmetrical dye 3 is polarized at an angle 358
(the direction of the transition dipole moment m01) to the
polymethine chain, what is clearly seen from Fig. 5a.
Thus, the first transition is mainly located at the DOB residue


and carbon atom in the a-position (and vinylogous g-position) of
the chain, which can be considered as an exocyclic conjugated
substituent. So we propose for the sake of convenience (in color
theory terms) to treat the terminal acceptor group as a quasi-local
or acceptor chromophore. The energy of this transition is
relatively high, and hence the corresponding spectral band is
positioned in the short-wavelength region, as compared with the
absorption band of the symmetrical dye 2 (n¼ 1). It should be
taken into consideration that the spectral band maximum
undergoes the additional hypsochromic shift because of the
considerable alternation of the bond lengths in the polymethine
chain of the unsymmetrical dye 3, in contrast to symmetrical dyes
with their equalized bond lengths.
In the sameway, we can consider (in the framework of the color


theory) the symmetrical dye 2 as a combination of two chemically
identical acceptor chromophores, in the strict accordance with
the general structure 6. In this case, the polymethine chain should
be treated as a common exocyclic conjugated substituent. This
leads to the considerable interaction of both local acceptor
chromophores and corresponding acceptor orbitals (in the
molecular orbital treatment), as it is shown in the Fig. 4b. As a
result, the energy of the first electron transition decreases
considerably, in comparison with that in the unsymmetrical dye 3
containing only one such chromophore.
The lengthening of the polymethine chain as a common


exocyclic substituent of both acceptor chromophores by
introducing vinylene groups in the series 2 (n¼ 2, 3) is
accompanied by decreasing of the acceptor levels and hence
by decreasing of the S0! S1 transition with the corresponding
bathochromic shift of the spectral band maximum for 90 nm (2,
n¼ 1, 2) and 102 nm (2, n¼ 2, 3).
It is obvious that the second electron transition in the


symmetrical dyes also involves acceptor level (more correctly, the
second splitting acceptor level), as shown in Fig. 4b. Moreover,
the S0! S2 transition should be treated as the second splitting
transition. Thus, both transitions, S0! S1 and S0! S2, may be
considered as coupled electron transitions obtained upon the
interaction of the acceptor chromophores. This specific nature of
these transitions is responsible for some their features, first at all,
for the polarization and magnitudes of their transition dipole
moments.
Since the symmetrical dye contains two virtual acceptor


chromophores, its total transition dipole moments are vector sum
(Eqn 4) and vector subtraction (Eqn 5) of the dipole moments of
both parent quasi-local chromophors (mchr1 and mchr2):


m01 ¼ mchr1 þ mchr2 (4)


m01 ¼ mchr1 � mchr2 (5)


The summation and subtraction of the corresponding vectors
are presented graphically in the Fig. 5b. Both vector dipole
moments, m01 and m02, are seen to be mutually perpendicular, so
that the first transition is polarized along the polymethine chain,
while the second transition is perpendicular to it. Based on the
fact that the angle between the dipole moments mchr1 and mchr2


is obtuse, the m01 magnitude exceeds practically twice each
dipole moment of the individual local chromophore, whereas
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the dipole moment m02 is practically negligible. As a result, the
interaction of both acceptor quasi-local chromophores in the
symmetrical dye increases considerably the dipole moment of
the first transition and hence the intensity (or oscillator strength)
of the long-wavelength absorption band. This theoretical
conclusion agrees with the calculated transition dipole moments
(Table 1) and with experimental spectra (Fig. 3). The calculation
gives that the distance between the first and second transitions
should not be large: approximately 50 nm. Then, we can argue
that the intensive high selective long-wavelength band with clear
vibronical peak (shifted hypsochromically for 1200–1400 cm�1) is
undoubtedly connected with the first splitting transition; in
contrast, the second transition, S0! S2, with too small dipole
moment (m02¼ 0.073), is not observed in the spectrum, as it is
hidden under the vibronical shoulder of the first absorption band.
Also, we can suppose that the low intensity spectral peaks in the
short-wavelength region are connected with the higher electron
transition.
Figure 1b, c shows that the nitrogen atoms of dialkylamino


groups practically do not participate in the lowest two electron
transitions for the symmetrical dyes. Nevertheless, the long-
wavelength band in the spectra of the symmetrical dyes 2 is
always shifted bathochromically, in comparison with the related
compounds 1: for 44 nm for n¼ 1 and 37 nm for n¼ 2. Also, the
introduction of amino groups into coumarin residue is seen from
Fig. 3 upon comparing spectra of the dyes 1 and 2 to somewhat
increase the intensity of this spectral band; at the same time, the
intensity of the vibronical peak regularly decreases, so that
the ratio I(0! 00)/I(0! 10) becomes significantly higher in the
derivatives of aminocoumarin 2, than in the corresponding dyes
1. It was shown above that the influence of the amino group is
the highest in the dye 2 with the shortest chain. Then, it is
reasonable that the long-wavelength spectral band is addition-
ally shifted bathochromically; meanwhile, the similar spectral
effect in the higher vinylogs should be smaller. As a result, the first
vinylene shift, V¼ ln � ln�1, appears to be somewhat smaller
(90 nm for n¼ 1) than this parameter for the next pair of dyes 2
(V¼ 102 nm for n¼ 2, 3), as well as for the related dyes 2 where V
(n¼ 1, 2)¼ 98 nm.
It should be clear that the two lowest electron transitions,


S0! S1 and S0! S2, in the symmetrical dyes 2 are not described
as exact ‘pure’ excited states, that is, they can not be written by
only one configuration. The calculations taking into consideration
the configurational interaction show that the coefficient T1,
HOMO! LUMO is not equal 1, although it regularly increases upon
going to the higher vinylogs: 0.85; 0.89; 0.93 (n¼ 1, 2, 3, respec-
tively). At the same time, the second transitions are described as a
combination of two main configurations: jHOMO-1i! jLUMOi
and jHOMOi! jLUMOþ1i; the lengthening of the polymethine
chain is accompanied by regular increase of contribution of the
configuration involved the second splitting acceptor level
(jLUMOþ 1i): T1, HOMO! LUMOþ 1¼ 0.65; 0.69; �0.71 (n¼ 1, 2,
3). This fact is likely to be connected with the energies of the
configuration jHOMO-1i! jLUMOi and jHOMOi! jLUMOþ 1i
of the same symmetry becoming close and thus the interaction
between them should be relatively strong.
In the related dyes 1, the contribution of the configuration


jHOMOi! jLUMOþ1i is seen from Table 1 to be somewhat
smaller, so the S0! S2 transition in the longer vinylog (n¼ 2) is
described practically by one configuration: jS2i� 0.82jHOMOi!
jLUMOþ 1i with the negligible oscillator strength, f2¼ 0.001.
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Table 1. Calculated characteristics of electron transitions for the dyes 1–3a


a
lcorr was calculated from the equation: lcorr¼ lcalck, where parameter k was obtained as a ratio of the experimental maximum of the
long-wavelength spectral band, lmax, and lcalc for the first transition, so that k¼ lmax/l


calc.
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In the unsymmetrical dye 3, even the first electron transition
is seen from calculation data to be strongly mixed, the
contributions of the configurations jHOMOi! jLUMOi and
jHOMOi! jLUMOþ 2i being comparable. As can be seen in
Table 1 that these configurations give the pair of electron
transitions: jS1i and jS4i with the relatively large splitting energy
(or the large distance between them). Meanwhile, the second
transition in the unsymmetrical anionic dye 3 does not involve
the solitonic orbital (HOMO), and so its nature differs from the

www.interscience.wiley.com/journal/poc Copyright � 2008

nature of the splitting S0! S2 electron transition in the
symmetrical dyes 1 and 2.


The higher electron transitions


First, we will consider the nature of the higher transitions in the
symmetrical dyes 1 containing the unsubstituted coumarin
terminal residues. As can be seen in the Table 1 that the S0! S3
transition in the dye with longer chain (n¼ 2) involves solitonic
orbital (HOMO) and the totally delocalized LUMOþ 2; the
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Figure 6. Short-wavelength absorption spectra of the dyes 2 (n¼ 1 –
solid, n¼ 2 – dash, n¼ 3 – dot) (a), 1 (n¼ 1 – solid, n¼ 2 – dash) (b) in


acetonitrile (�1� 10�4M)
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contributions of the other orbitals are significantly smaller: T3,
i! j< 0.3. This transition in the dye with shorter chain (n¼ 1) is
mixed, so that two occupied MOs located mainly at the terminal
groups are involved. In both dyes of this series (1, n¼ 1, 2), the
oscillator strength f3 is relatively small. Thus, the intensity of
the corresponding spectral band should be weak, and hence, the
S0! S3 transition could not be observed in the spectrum of
the dye 1 with the shortest chain. However, the weak separate
peak at 400–405 nm in the spectrum of the vinylog 1, n¼ 2
(Fig. 6b) could be assigned to the S0! S3 electron transition.
We propose that the noticeable band in the short-wavelength


region of the spectrum at ca. 350 nm is connected with the
S0! S4 transition, as its oscillator strength is significantly larger:
f4¼ 0.724 (n¼ 1). As can be seen in Table 1 that two next
occupied orbitals, HOMO-2 and HOMO-3, take part in this
transition; the splitting vacantMOs are also involved, according to
their symmetry.
The calculations predict that the energy of the S0! S4


transition only slightly decreases upon lengthening of the
chromophore, and corresponding spectral band should be
shifted for 15 nm. It is in a good agreement with the spectral shift
of the absorption band from 330–350 nm (1, n¼ 1) to
370–390 nm (1, n¼ 2), and does not quite correspond to the
peak at 405–410 nm (which is connected with the S0! S3
electron transition). The next electron transitions are consider-
ably more difficult for the correct interpretation, since bands
observed in the short-wavelength spectral region are non-
selective and low-intense (as shown in Fig. 6b).
The comparison of the spectra of the dyes 1 (Fig. 6b) with the


short-wavelength absorption of the related series 2 with the
same number of vinylene groups in the chain (Fig. 6a) shows that
the introduction of dialkylamino groups in the coumarin residues
causes the appearance of the spectral band at 450–470 nm. In the
dye 2 with the shortest polymethine chain (n¼ 1), this band is
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shifted strongly (for about 90–100 nm), as compared to the
calculated shifts between dyes 1 and 2 of related series: 32 nm for
the S0! S3 electron transition, and 19 nm for the next transition.
Consequently, we could assume that the band at 450 nm in the
absorption spectrum of the dye 2, n¼ 1, corresponds to
transition different from that in the related dye 1 with the same
chain. As can be seen in Table 1 that the calculated oscillator
strength of S0! S3 transition for the dye series 2 exceeds
considerably the similar parameter, f3, for the related dyes 1,
although this transition involves the same MOs. Such essential
increase of the transition dipole moment m3 and hence the f3
value allows the S0! S3 transition to become visible in the
spectra, in contrast to the dye 1 containing the unsubstituted
coumarin residues. As can be seen in Fig. 6a that lengthening of
the chromophore causes the regular relatively slight bath-
ochromic shift of the corresponding band, which is in a good
accordance with the calculated data. In the dye 2with the longest
chain, this band becomes too wide, without a clear maximum.

CONCLUSION


Combined quantum-chemical and spectral studies of the dyes,
derivatives of aminocoumarin, show that the lowest two electron
transitions are splitting transitions, involving solitonic level and
two low positioned acceptor levels, in contrast to the cationic
cyanine dyes, where two lowest transitions are connected with
two splitting donor levels and solitonic level. The considerable
interaction between two acceptor levels in symmetrical dyes
provides an additional decrease of the first transition energy and
hence leads to the comparatively deep and intensive color,
whereas the second transition with its negligible oscillator
strength is practically unobserved. The higher electron transitions
involve orbitals located mainly at the coumarin residue; the
corresponding spectral bands appear in the short-wavelength
region. Introduction of dialkylamino groups in coumarin
heterocycle shifts bathochromically the long-wavelength absorp-
tion bands and considerably increases the intensity of S0! S1
and S0! S3 electron transitions.
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ere pyrolyzed in a static system over the temperature range of
291–351-C and pressure range of 80–170 Torr. The elimination reactions of these orthoesters in seasoned vessels are
homogeneous, unimolecular, and follow a first-order rate law. The reaction products are ethanol, ethylene and
the corresponding ethyl ester. The Arrhenius expressions of these eliminations were found as follow: for
triethyl orthoacetate, log k1 (s


S1)¼ (13.76W 0.09)S (187.6W 1.1) kJmolS1 (2.303 RT)S1 (r¼ 0.9993), and for triethyl
orthopropionate, log k1 (s


S1)¼ (13.63W 0.07)S (193.3W 1.8) kJmolS1 (2.303 RT)S1 (r¼ 0.9992). A reasonable mech-
anism of these elimination is to consider that the C—OCH2CH3 bond, as CdR. . .dS OCH2CH3 in the TS, is the
rate-determining step. The nucleophilicity of the oxygen atom of OCH2CH3 may abstract the hydrogen of
the adjacent C—H bond for a four-membered cyclic structure to give the corresponding unsaturated ketal. The
unstable ketal intermediate decomposes, in a six-membered cyclic transition state, into ethylene and the correspond-
ing ethyl ester. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The chemical literature does not describe the pyrolysis kinetics of
orthoesters in the gas phase. However, it seemed interesting to
find some related works of thermal decomposition carried out
under different conditions. In 1922, Staudinger and Rathsam[1]


carried out the pyrolysis of some triethyl orthoesters in the
presence of nickel at 250–2608C to produce ethyl ether and the
corresponding ethyl ester. They also pyrolyzed triethyl ortho-
phenylacetate with the simultaneous formation of ethyl
phenyl acetate and corresponding phenylketene acetal after
distillation. No ethyl ether was detected as a final product. These
authors proved that pure phenylketene diethyl acetal when
heated in a bomb at 260–2708C yielded mainly ethyl
phenylacetate, presumably ethylene gas, and an unidentified
solid.
Diethylbenzyl orthoacetate[2] in the glass liner of a steel bomb


were electrically heated at 2008C for several hours. This reaction
was found to give o-tolylacetate from the rearrangement of the
ketene ethylbenzylacetal intermediate. In the case of triethyl
orthobenzoate, which has no a-hydrogen, gave the normal ester
and diethyl ether on pyrolysis.
The substrate triethyl orthophenyl acetate through slow


distillation gave phenylketene diethyl acetal and ethyl pheny-
lacetate.[3] Otherwise, when trimethyl orthophenyl acetate was
heated at 250–2608C yielded phenylketene dimethyl acetal and
methyl phenylacetate in a better yield than ethyl phenylacetate.
Moreover, the vigorous evolution of methanol formation in the
pyrolysis of the latter orthoester led to believe the interaction of
two molecules of trimethyl orthophenyl acetate.

g. Chem. 2008, 21 666–669 Copyright �

In view of the interesting reactions undergone by different
methods of pyrolysis of orthoesters as described above,[1–3] the
present work aimed at studying the kinetics of this type of
compounds in the gas phase, especially under homogeneous and
molecular conditions. In this respect, this investigation examines
the gas-phase elimination kinetics of triethyl orthoacetate and
triethyl orthopropionate.


RESULTS


The gas-phase elimination of triethyl orthoacetate and triethyl
orthopropionate at the temperature range of 291–3518C and
pressure range of 80–170 Torr were found to give ethanol, ethylene,
and the corresponding ethyl ester, as described in reaction (1).


ð1Þ
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Table 1. Ratio of final (Pf ) to initial pressure P0 of the sub-
strate


Susbtrate T (8C) Po (Torr) Pf (Torr) Pf/Po Average


Triethyl
orthoacetate


301.8 90 262 2.9 2.9


310.6 102 298 2.9
320.2 107 318 3.0
330.5 80 230 2.9
340.7 60 176 2.9


Triethyl
orthopropionate


301.8 75 218 2.9 2.9


312.3 90 262 2.9
323.3 98 286 2.9
331.3 80 236 3.0
341.4 70 205 2.9


Table 2. Stoichiometry of the reactions


Susbtrate T (8C)
Time
(min)


Reacción
(pressure) (%)


Ethylene
(GC) (%)


Triethyl
orthoacetate


301.8 3 5.6 5.7


10 17.5 17.8
15 25.1 25.3
18 29.3 29.5
25 38.2 38.5
35 49.0 49.2
48 60.3 60.8


Triethyl
orthopropionate


312.3 2 3.3 3.4


5 8.0 8.4
10 15.4 15.5
15 22.2 22.7
25 34.1 34.3
35 44.2 44.5
45 52.8 53.0
55 60.0 61.0


HOMOGENEOUS, UNIMOLECULAR GAS-PHASE ELIMINATION

Stoichiometry (1) demands that, for long reaction times,
Pf¼ 3P0, where Pf and P0 are the final and initial pressure,
respectively. The average experimental results for Pf/P0 values at
five different temperatures and 10 half-lives were 2.9 for both
triethyl orthoacetate and triethyl orthopropionate (Table 1).
Further confirmation of the above stoichiometry (1) was made by
comparing the per cent decomposition of the orthoester
substrate from pressure measurements against the quantitative
chromatographic analyses of the product ethylene gas (Table 2).
The homogeneity of this elimination was examined by using a


packed reaction vessel with a surface-to-volume ratio six times
greater than that of the unpacked vessel (Table 3). The rates were
unaffected by the packed and unpacked seasoned vessels,
whereas a marked heterogeneous effect was obtained with the
packed and unpacked clean Pyrex vessels. The absence of a free
radical chain reaction was verified by carrying out several runs in
the presence of different proportions of toluene as inhibitor
(Table 4). No induction period was observed. The rates are
reproducible with a standard deviation not greater than 5% at a
given temperature.
The rate coefficients for the orthoesters calculated from


k1¼ (2.303/t) log [2P0/(3P0–Pt)] were found to be independent of
the initial pressure (Table 5). A plot of log (3P0–Pt) against time t
gave a good straight line up to 60% reaction. The temperature
dependence of the rate coefficients and the corresponding
Arrhenius equation are given in Table 6 and Fig. 1 (95%
confidence coefficients from a least-squares method). Therefore,

Table 3. Homogeneity of the elimination reaction


Substrate Temperature (8C)


Triethyl orthoacetate 301.8


Triethyl ortopropionate 312.3


aClean pyrex vessel.
bVessel seasoned with allyl bromide.
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these reactions carried out in seasoned vessels are homo-
geneous, unimolecular, and follow a first-order rate law. The rate
coefficient is expressed by the following Arrhenius equations:


Triethyl orthoacetate; log k1ðs�1Þ ¼ ð13:76� 0:09Þ
� ð187:6� 1:1Þ kJ mol�1ð2:303 RTÞ�1


� ðr ¼ 0:9993Þ


Triethyl orthopropionate; log k1ðs�1Þ ¼ ð13:63� 0:07Þ
� ð193:3� 1:8Þ kJ mol�1


� ð2:303 RTÞ�1ðr ¼ 0:9992Þ


DISCUSSION


The data described in Table 7 shows, for both substrates, that the
log of A value is greater than 13.2. Such value of log A> than 13.2
implies a four-membered cyclic structure in the transition state as
postulated by Benson et al.[4,5] Moreover, the positive values of
the entropy of activations suggest a very polar concerted cyclic
transition state. Consequently, a reasonable explanation of the

S/V (cm�1) 104 k (s�1)a 104 k (s�1)b


1 51.60� 3.10 5.20� 0.20
6 79.20� 10.10 5.25� 0.10
1 31.12� 6.40 3.31� 0.30
6 61.12� 12.10 3.35� 0.12
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Table 6. Variation of rate coefficient with temperature


Substrate Temperature (8C) 104 k1 (s�1)


Triethyl orthoacetate 291.5 2.40� 0.14
301.8 5.23� 0.20
310.6 1.05� 0.49
320.2 18.9� 0.92
330.5 34.00� 1.97
340.7 61.20� 2.86


Triethyl ortopropionate 301.3 1.27� 0.22
312.8 3.30� 0.30
323.1 5.75� 0.50
331.3 9.35� 0.25
340.8 18.37� 0.35
351.2 33.60� 0.55


Table 4. Effect of the free radical chain suppresor on rates


Substrate Temperature (8C) P0 (Torr) Pi (Torr) Pi /P0 104 k (s�1)


Triethyl orthoacetate 301.8 80 0 0 5.28� 0.20
86 88 1 5.22� 0.15
82 120 1.5 5.21� 0.17
60 150 2.5 5.20� 0.30


Triethyl orthopropionate 312.3 80 0 0 3.31� 0.33
70 106 1.5 3.37� 0.32
86 170 2 3.39� 0.35
80 180 3 3.35� 0.28


Table 5. The invariability of the rate constant with initial pressure


Substrate Temperature (8C) P0 (mmHg) 104 k1 (s
�1)


80 5.25� 0.11
95 5.30� 0.16


Triethyl orthoacetate 301.8 115 5.32� 0.14
125 5.27� 0.50
170 5.23� 0.38


Triethyl ortopropionate 312.3 80 3.32� 0.33
92 3.37� 0.51


102 3.31� 0.25
120 3.38� 0.23


Figure 1. Graphic representation of the Arrhenius plot for the gas-phase
elimination of triethyl orthoacetate (––) and triethyl orthopropionate


(-----)
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mechanism in the elimination of these orthoesters is to consider
that breakage of the C—OCH2CH3 bond, such as Cdþ. . .d�


OCH2CH3 in the TS, is the rate-determining step [reaction (2), step
1]. The nucleophilicity of the oxygen atom of the OCH2CH3 will
then abstract the hydrogen of the adjacent C—H bond for a
four-membered cyclic structure to give the corresponding

www.interscience.wiley.com/journal/poc Copyright � 2008

unsaturated ketal. This intermediate, under the reaction
condition of temperature, rapidly decomposes into ethylene
and the corresponding ethyl ester. To explain this latter
mechanism of elimination, if one of the two OCH2CH3 of the
unsaturated ketal is considered as any other substituent, then
the corresponding ethyl vinyl ether decomposes through a
six-membered cyclic transition state to give ethylene and the
corresponding ethyl ester [reaction (2), step 2] as reported in the
literature.[6] Further data of the kinetic and thermodynamic

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 666–669







Table 7. Kinetic and thermodynamic parameters


Substrate 104 k1 (s
�1)a Ea (kJ/mol) log A (s�1) DH 6¼ (kJ/mol) DS 6¼ (J/mol K)


Triethyl orthoacetate 10.05 187.6� 1.1 13.76� 0.09 182.8� 1.07 4.62� 0.64
Triethyl orthopropionate 2.06 193.3� 1.8 13.63� 0.07 188.5� 1.76 2.14� 0.25


aAt 3108C.


HOMOGENEOUS, UNIMOLECULAR GAS-PHASE ELIMINATION

parameters show that triethyl orthoacetate is about five times
greater in elimination than triethyl orthopropionate. This
difference may be rationalized from the fact that the abstraction
of the adjacent hydrogen of the C—H bond by the nucleophilic
OCH2CH3 is less acidic in the propionate than in the acetate.

ð2Þ

EXPERIMENTAL


Triethyl orthoformate (97%) and triethyl orthopropionate (97%)
were bought from Aldrich. The purity of the substrates and
products and their identifications were determined by GC/MS/MS
(Saturn 2000, Varian). Capillary column DB – 5MS, 30mm�
0.250mm, i.d. 0.25mm. The olefin product ethylene was analyzed
using a chromatograph Varian Star 3600 CX with a thermal
conductivity detector (capillary column: GS-Q, 30m long and 0.53
i.d., Helium gas carrier).


Kinetics


The kinetics determinations were carried out in a static reaction
system as described before.[7–9] The reaction vessel was
deactivated with the product of decomposition of allyl bromide.
The rate coefficients were determined manometrically. The
temperature was found to be within�0.28C when controlled by a

J. Phys. Org. Chem. 2008, 21 666–669 Copyright � 2008 John W

SHINKO DIC-PS 23TR resistance thermometer controller with a
calibrated Iron-Constantan thermocouple. The temperature
reading was measured within �0.18C with a thermopar of
Iron-Constantan attached to a Digital Multimeter Omega 3465B.
The reaction vessel showed no temperature gradient at different

points, and the substrate was injected directly into the reaction
vessel through a silicone rubber septum. The volume of substrate
used for each reaction was �0.05–0.1ml.
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Solution conformational preferences of
glutaric, 3-hydroxyglutaric, 3-methylglutaric
acid, and their mono- and dianions
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Conformational preferences of glutaric, 3-hydroxyglutaric and 3-methylglutaric acid, and their mono- and dianions
have been investigated with the aid of NMR spectroscopy. In contrast to succinic acid, glutaric acid displays essentially
statistical conformational equilibria in polar and non-polar solutions of high and low hydrogen-bonding ability with
no clear evidence for intramolecular hydrogen-bonding interactions. The acid ionization constant ratios, K1/K2,
in D2O and DMSO of glutaric, 3-hydroxyglutaric, and 3-methylglutaric acids also indicate that intramolecular
interactions are much less important than, or indeed insignificant, for shorter-chain acids. FTIR studies on
3-methylglutaric acid indicate some preference for either association with solvent or dimerization, depending on
the solvent, rather than intramolecular hydrogen bonding. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Following discovery of unexpected conformational preferences
of succinic acid and its mono- and dianion in water and other
solvents, a natural extension is towards longer-chain diacids.[1] To
this end, the conformational preferences of glutaric acid,
3-hydroxyglutaric acid, and 3-methylglutaric acid have been
investigated with the aid of NMR spectroscopy. Additional data
were obtained by 1H{2H} NMR spectroscopy on the couplings of
threo-2,3-dideuteroglutaric acid and FTIR spectroscopy on the
carbonyl stretching frequency of 3-methylglutaric acid.
Conformational preferences in solution are strongly linked to


solvent properties. For 1,4 dicarboxylic acids, such as succinic
acid, there are solvent-dependent and degree of protonation-
dependent conformational equilibria between gauche and trans
conformers, where the gauche isomer is usually favored for the
monoanionic state in poorly hydrogen-bonding solvents. As the
chain length increases in a series of 1,n-dicarboxylic acids,
the geometric constraints vary for approach of the two ends. The
resulting changes in molecular geometry alter the energetic
benefit of intramolecular hydrogen bonding because of steric,
entropic, and stereoelectronic effects. Because changes in chain
length are reasonably expected not to cause much difference in
how the carboxylic and carboxylate ends are solvated, the
important influences should be in the relative strengths of inter-
and intramolecular interactions. In order for favorable intramo-
lecular hydrogen bonding to occur, the donating carboxylic
proton must be in the E-conformation relative to the carbonyl
and also is more favorable when in the plane of the accepting
carbonyl group with an angle u close to 1808 as shown in Fig. 1.
This geometry preserves the n–p conjugation of the carboxyls
and allows good stereoelectronic overlap between the O—H s*


and the oxygen lone pair.[2] Still lower in energy would have the
hydrogen in the Z-conformation, where hydrogen bonding
internal to, as well as between carboxyl groups is maximized, but

g. Chem. 2008, 21 193–197 Copyright �

this precludes its approach to an acceptor at the far end of the
chain of interest.[3] To explore the geometric feasiblity of
intramolecular hydrogen bonding, computations were per-
formed on glutaric acid in the gas phase at the HF/6-31G(d,p)
level of theory using GAMESS.[4] As shown in Fig. 2, in the anti
gauche–gauche conformation (here, syn and anti refer to
the position of the carboxyl carbons relative to the plane of
the methylene carbons), glutaric acid is capable of achieving the
desired geometry while retaining backbone dihedral angles in
the 58–598 range. However, calculations in the gas phase at this
level of theory do not answer the question of whether this
interaction is energetically favorable in the common solvents in
which conformations are studied. Further computations were
done on the monoanion at the B3LYP/6-31G(d,p) level of theory
and using a PCM water solvent model. The computed geometry
was similar to that shown in Fig. 2, with an O—H—O distance of
2.46 Å and an angle of 1798. The PCM solvent model, however,
does not include any provision for solute–solvent hydrogen
bonds that would compete with intramolecular interactions.
In addition to changes in hydrogen bonding, rotation about


the C—C bonds will also alter the degree of electrostatic
interactions, especially for the mono- and dianions, as the
average distance between ends of the molecules changes.[5]


Interactions between the two ends of the molecule, hydrogen
bonding or otherwise, should perturb the distribution of
conformations towards or away from those geometries that
favor the interactions. Such perturbation will influence the vicinal
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Figure 1. Intramolecular hydrogen-bonding geometries
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proton couplings, while the interactions themselves will affect
the relative acidities of the carboxylic acid groups so as to
decrease pK1 and increase pK2 or the reverse.
In contrast to succinic acid, glutaric acid displays an essentially


statistical conformational equilibrium in both protic and aprotic
solutions of high and low polarity with no evidence for
intramolecular interactions favoring hydrogen bonding. The acid
ionization constant ratios, K1/K2, in DMSO of glutaric and
3-methylglutaric acid also indicate that intramolecular inter-
actions are much less important than for shorter-chain acids.
These results are in accord with prior studies showing a decrease
in intramolecular interaction with increased chain length of
V-hydroxy acids.[6]

EXPERIMENTAL RESULTS


Proton NMR spectra of glutaric acid were acquired in a variety of
solvents with a range of polarities and known propensities to
favor hydrogen bonding at concentrations of 0.25–3.36M.
Monoanion and dianion solutions were prepared from the
appropriate tetrabutylammonium salts. The vicinal couplings
between the protons a and b to the carboxylate carbons were
obtained from the experimental spectra by simulation and
iteration using gNMR.[7] The resulting data are tabulated along
with the solvent dielectric constants for the diacid, monoanion,
and dianion in Table 1.
The conformational equilibria of these glutaric acids and their


anions are complicated relative to those of succinic acid by virtue
of the greater number of degrees of freedom in the molecule.
Instead of gauche and trans isomers, glutaric acid has syn
gauche–gauche, anti gauche–gauche, gauche–trans, and trans–
trans conformers. From the above data on glutaric acid and its
anions, the most notable fact is that the fractions of gauche and
trans conformers around any givenmethylene—methylene bond
must be essentially equal because J13 and J14 are equal, where the

Figure 2. Calculated glutaric acid structure. The donating O–H bond is in


the plane of the accepting COOH
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J13 and J14 couplings are between the threo and erythro pairs of
vicinal protons. Confirmation of the result with deuterium-
decoupled proton NMR of threo-2,3-dideuteroglutaric acid was
obtained in D2O and DMSO as shown in Table 2. The
diastereotopic methylene protons again show equal couplings
to the proton on the b carbon.
Although the data so far are unable to show conclusively that


the two ends of glutaric acid are completely independent, it
seems unlikely that an interaction capable of driving such a
preference would not also alter the gauche/trans balance in at
least one of the solvents which have been investigated.
To resolve whether the ends are independent in 3-hydroxy-


glutaric acid, we assumed that they were independent and the
ends of the molecule could be modeled with 3-hydroxybutyric
acid. Thus, the methyl group of 3-hydroxybutyric acid is assumed
to have steric bulk similar to that of the CH2CO2H group in
3-hydroxyglutaric acid, and on this basis, we assign the
conformers, depicted in Fig. 3, the same probabilities as the
ones calculated from analysis of the 3-hydroxybutyric acid NMR
spectrum. If the two ends are independent this will imply that the
probabilities of the 3-hydroxyglutaric conformers are products of
the probabilities of the two ends. Using calculated J13 and J14
values for each of the conformers multiplied by its probability, a
pair of couplings can be predicted and compared with the
experimental value.
NMR spectra taken of 3-hydroxybutyric acid and sodium


3-hydroxybutyrate in D2O and deuterated DMSO and the
couplings were extracted from the spectra and used to derive
rotamer populations via the Altona equation.[8] The percentages
of a, b, and c in each solvent are listed in Table 3 along with
the observed couplings. Two possible sets of populations are
possible depending on how the couplings are assigned, the set
with the higher fraction of b was chosen.
With these percentages in hand, we predicted percentages of


the conformations shown in Fig. 4. As an example, A¼b�b,
B¼b� c, etc. By summing the products of the predicted
percentages by the predicted couplings of each conformer, a pair
of predicted couplings is obtained. To perform this process on the
hydroxyglutarate monoanion, one end was assigned the
percentages of the hydroxybutyric acid and the other end was
assigned hydroxybutyrate percentages. The predicted couplings
and deviations from experimental values are shown in Table 4.
In any case, the agreement between prediction and


experiment decreases as the carboxylic acid groups are
deprotonated. Two factors can account for this divergence,
electrostatic repulsion and indirect interaction via the hydroxyl
group as shown in Fig. 5. The O—H bond of the hydroxyl group is
capable of acting as a hydrogen-bond donor, however it can
interact with only one acceptor at a time. Thus, if conformer b of
one end of the molecule is stabilized by intramolecular hydrogen
bonding to the hydroxyl in DMSO, the other end is destabilized
away from b as shown in Fig. 5. The net effect is the average of the
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Table 1. Substituted glutaric acid couplings grouped as to being in protic or aprotic solvents


Compound Glutaric 3-Methylglutaric 3-Hydroxyglutaric


Solvent ea J13 J14 J13 J14 J13 J14


Acid
D2O 78.5 7.42 7.42 7.8 7.9 4.26 8.76
MeOD 32.6 7.33 7.33
EtOD 24.3 7.33 7.33
i-PrOD 18.3 7.26 7.26
t-BuOD 12.1 7.33 7.33
DMSO 46.7 7.33 7.33 5.5 7.5 4.90 8.05
Dioxane 7.6 7.47 7.47 5.5 6.75
THF 2.21 7.33 7.33 5.5 9.5 4.95 7.9


Monoanion
D2O 78.5 7.4 7.4 5.0 9.5 4.70 8.50
MeOD 32.6 7.6 7.6
EtOD 24.3 7.39 7.39
i-PrOD 18.3 7.24 7.24
t-BuOD 12.1 6.78 6.78
DMSO 46.7 6.99 6.99 5.12 7.62 6.27 6.13


Dianion
D2O 78.5 7.59 7.59 6.1 8.3 4.80 8.61
DMSO 46.7 7.31 7.31 5.56 8.42 5.82 7.18


a Dielectric constant.


Table 2. threo-2,3-Dideuteroglutaric acid coupling constants
in D2O and DMSO at 0.05 and 0.005M concentrations


Solvent ea J13 J23 J35


Acid
D2O 78.5 7.18 7.18 6.98
DMSO 0.05M 46.7 7.28 7.28 7.03
0.005M 7.09 7.09 7.09


Monoanion
D2O 78.5 7.65 7.65 6.74
DMSO 0.05M 46.7 7.17 7.17 7.18
0.005M 7.12 7.12 7.42


Dianion
D2O 78.5 7.61 7.61 6.35
DMSO 0.05M 46.7 7.16 7.16 7.68
0.005M 7.11 7.11 7.74


a Dielectric constant.


Figure 3. Conformations of one end of 3-hydroxyglutaric acid. 3-Hydroxybu


Table 3. 3-Hydroxybutyric acid couplings and conformations
calculated via the Altona equation


Solvent J13 J14 % a % b % c


Acid
D2O 4.64 8.42 17 62 21
DMSO 5.86 7.32 18 48 34


Anion
D2O 6.36 7.24 13 47 40
DMSO 3.79 8.91 20 69 11
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CONFORMATIONAL PREFERENCES OF GLUTARIC ACIDS

hydrogen bonding and the steric repulsion. This effect should
become stronger as the carboxyl groups are deprotonated and
become better hydrogen-bond acceptors.
The ionization constants in DMSO involved comparison with


acids of known strength, the relative strengths of the acid and
monoanion of glutaric acid can be determined by NMR of
mixtures of glutarate and reference acids.[9] In the case of glutaric

tyric acid is taken to be similar, with methyl replacing CH2CO2H
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Figure 4. 3-Hydroxyglutaric acid conformations. Note that symmetry


requires that B¼D, C¼G, and F¼H


Figure 5. Hydrogen bonding on only one side at a time
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acid, the pKa data give a pK1 of 10.4 and a pK2 of 14.0 for a K1/K2 of
7� 103. With 3-methylglutaric acid, the measured pK1 and pK2 of
10.6 and 15.9 were obtained for a K1/K2 of 2� 105, while
3-hydroxyglutaric acid showed a pK1 of 10.1 and a pK2 of 14.1
for a K1/K2 of 10


4. In D2O, 3-hydroxyglutaric acid pK1 and pK2 were
4.08 and 5.03 for a K1/K2 of 10


1. Glutaric acid and 3-methylglutaric
acid have previously had an aqueous K1/K2 measured as 101 as
well.[10] For all acids, the ratios are much lower than the K1/K2
reported by Choi[9] for succinic acid in DMSO. For comparison,
trans-1,4-cyclohexanedicarboxylic acid by the same procedure
gave a pK1 of 12 and a pK2 of 14 for a K1/K2 of 10


2. This difference
in ratio is like that of fumaric acid where neither intra- nor
intermolecular hydrogen bonding is important and the K1/K2
ratios reflect the second ionization occurring with unfavorable
negative charge interactions.[5]


The NMR spectra of the deuterated diacid show carboxyl
protons in DMSO solution but not in water, where intermolecular
exchange is expected to be rapid. With the monoanion, the

Table 4. 3-Hydroxyglutaric couplings predicted from 3-hydroxy-
butyric conformational equilibria and RMS deviations from
experiment


Calculated Experimental


RMS dev.
Solvent J13 J14 J13 J14 (Hz)


Acid
D2O 4.68 8.59 4.26 8.76 0.45
DMSO 5.88 7.35 4.90 8.05 0.98


Monoanion
D2O 5.57 8.04 4.70 8.50 0.98
DMSO 4.84 8.16 6.27 6.13 2.48


Dianion
D2O 6.43 7.37 4.80 8.61 2.05
DMSO 3.78 8.82 5.82 7.18 2.62
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carboxyl protons are not visible in either solvent. The
conformational preferences of the molecule did not change
with a 10-fold reduction in concentration, which suggests that
dimeric or higher intermolecular hydrogen bonding does not
play a significant role in determining the conformation of glutaric
acid in DMSO solution or that the acid is present only as the dimer
at both concentrations.
To resolve this ambiguity, FTIR spectra were taken of the


carbonyl frequencies of 3-methylglutaric acid in THF and DMSO
(Table 5). These frequencies depend on the hydrogen bonding of
the carboxylic acid, with dimers reported at approximately
1710 cm�1 in CCl4, solvent-associated monomer at 1735 cm�1 in
THF or dioxane, and unassociated monomeric acid at 1758 cm�1


in CCl4 by Nakanishi and Solomon.[11] Solvent-associated and
dimeric carbonyl stretching frequencies of 1717 and 1713 cm�1,
respectively, were reported for lauric acid in DMSO by Picquart
et al.[12] Our FTIR data suggest that, in DMSO and THF, the acid is
hydrogen bonded to solvent oxygen atoms at concentrations
between 0.01 and 0.1M. Any intramolecular H-bonding effect
should be weaker in solvents such as water, which are capable of
competitively acting as H-bond donors as well as H-bond
acceptors in providing solvation.[1b] Previous infrared spectro-
scopic studies in CCl4 by Takasuka et al.[13] have shown that
formation of cyclic dimers is favored in glutaric acid over
intramolecular hydrogen bonding, with the free carboxylic acid
present at low concentrations. This suggests that other solvents
capable of disrupting glutaric acid dimers will also prevent the
appearance of intramolecular hydrogen bonding.

CONCLUSIONS


Intramolecular hydrogen bonding between the carboxylic acid
groups in glutaric acid and its anions plays less of a role than in
succinic acid and its anions, presumably because of the different
geometric constraints placed on approach of the two functional
groups. The change in the importance of intramolecular
carboxyl-carboxylate hydrogen bonding manifests itself in a lack

Table 5. Carbonyl stretching frequency of 3-methylglutaric acid


Solvent Dielectric constant Peak (cm�1)


THF 0.1M 2.21 1733.3
0.01M 1734.4


DMSO 0.1M 46.7 1715.3
0.01M 1711.6
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CONFORMATIONAL PREFERENCES OF GLUTARIC ACIDS

of perturbation of the conformational equilibrium away from a
statistical mixture, lower values of K1/K2 than reported for succinic
acid, as well as IR carbonyl stretching frequencies that match
better with a lack of intramolecular hydrogen bonding.
Intramolecular interaction between carboxylate and hydroxyl
groups is possible in 3-hydroxyglutaric acid and may perturb the
conformational equilibrium away from what would be predicted
in its absence. However, the perturbation is mediated via
interactions of vicinal groups rather than direct interactions of
the respective carboxylate groups.

EXPERIMENTAL


Glutaconic acid and other chemicals were used without further
purification.
Infrared spectra were taken on an FTIR spectrometer with


background subtraction of absorptions from air in the beam path.
NMR spectra were recorded using either a 300MHz or 600MHz
NMR spectrometer with signal lock on the deuterated solvent
and referenced to either TMS, DSS, or residual solvent protons. An
exception was the acquisition of the deuterium-decoupled
spectra, which were acquired without a signal lock.


threo-2,3-Dideuteroglutaric acid


trans-Glutaconic acid (0.943 g, 7.2mmol) was dissolved in
deuterium oxide and evaporated in vacuo three times followed
by dissolution in and evaporation of ethan(ol-d). The acid was
then dissolved in 30ml of ethan(ol-d) in a round-bottom flask
equipped with a magnetic stirrer and reflux condenser.
Wilkinson’s catalyst (0.073 g, 0.08mmol) was added and the
solution stirred while the apparatus was purged with deuterium
gas. Under balloon pressure of deuterium, the reaction mixture
was heated to slightly less than reflux with vigorous stirring for
2.5 h. The mixture was allowed to cool under deuterium before
concentration in vacuo. The residue was taken up in 10ml of
deionized water and filtered through a short plug of celite. The
remaining solids were rinsed with 5ml of deionized water,
filtered, and combined. The combined filtrate was concentrated
in vacuowith residual water removed azeotropically with ethanol.
The remaining material (0.955 g, 7.1mmol, 98%) spontaneously
crystallized and was not further purified. The proton NMR
spectrum (500MHz, D2O) gave peaks at 1.865 ppm (ddm, 6.8,
6.4 Hz, 1H), 2.418 ppm (m, 1H), 2.438 ppm (d, 7.33 Hz, 2H).
The proton decoupled 13C NMR spectrum (126MHz, D2O) gave
peaks at 178 ppm (s), 32.83 ppm (s), 32.57 (t, 20.0 Hz), 19.36 ppm
(t, 20.1 Hz).

J. Phys. Org. Chem. 2008, 21 193–197 Copyright � 2008 John W
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This paper reported a new approach to quantitativel
groups or nonhydrogen atoms in molecules by de
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signing unique isodesmic reactions, calculating their energy


changes, and getting so-called interaction energy (Ei). The consistency of the sign and amount of Ei with the common
qualitative descriptions on some intramolecular effects confirmed the validity of the new method. Two applications
of this method to halogenated methane and ethane, and nitro compounds showed: (1) for any group of molecules
with the same skeleton, Ei of all substitution groups or nonhydrogen atoms can be used to compare their molecular
stabilities; (2) for the appointed groups in different molecules, Ei of them can reveal the nature (attraction or
repulsion) and the strength of their interaction. All these indicated that Ei is a useful tool to reflect the
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INTRODUCTION AND METHODOLOGY


Organic compounds are a sort of ones in which the interactions
among substitution groups are stressed.[1–8] The interaction
energy between two substitution groups (SIE) was proposed and
defined as the energy change of a unique isodesmic reaction by
Guo et al. to well interpret the Pauling electronegativity and
Hammett equation.[9] On the basis of their finding, they
hypothesized that the electronic substituent effect in a multi-
substituted system (SIE) should follow a simple equation
involving a constant dependent on the system and a certain
scale of electronic substituent constant. The equation is
applicable to many organic systems such as disubstituted
bicyclo[2.2.2]octanes, benzenes, ethylenes, butadienes, and
hexatrienes. Here, we highlight the substitutent effect on the
molecular stability. When a group of molecules possess a same
molecular skeleton, the difference of their stabilities should be
determined by these effects. For example, in Scheme 1,
nitromethane becomes weaker and weaker with the increasing
repulsion among nitro groups, as well as nitroethane, nitroben-
zene and nitrocubane. Usually, the qualitative descriptions of
these interactions according to the common organic theory can
well explain some intramolecular effects. However, sometimes,
the quantitative descriptions are necessary when qualitative
ones are inefficient. For instance, it may be difficult to com-
pare the interactions among nitro and amino groups in
benzene derivatives in Scheme 2 by qualitative descriptions.
Reference [10] just proposed a quantitative description of these
interactions among the indirectly linked groups or nonhydrogen

g. Chem. 2008, 21 426–432 Copyright �

atoms within a molecule and applied it to evaluate molecular
stabilities. This approach can be summarized as two common
equations 1 and 2, which denote a unique isodesmic reaction and
its energy change, respectively, and where Ei is the interaction
energy of unlinked groups R1, R2, . . ., and Rn in molecule P.


(1)


Ei ¼ EðPÞ þ ðn� 1ÞEðSÞ �
Xn


i¼1


EðMiÞ (2)


The similarity of the compounds M1, M2, . . ., Mn, S and P in
Eqn (1) makes the method applicable to a group of molecules
with the same skeleton under a comprehensive consideration (Ei
is of all substitution groups or atoms). As a matter of fact, people
usually evaluate and predict molecular stabilities according to

2008 John Wiley & Sons, Ltd.







Scheme 1. Qualitative theory is enough to describe the repulsion


among nitro groups in compounds
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their sorts. These cases may most occur in the field of energetic
materials. Molecular skeletons are kept invariable with changing
substitution groups to satisfy different requirements. For
example, by changing the amount and site of nitro or amino
groups in the derivatives of benzene, people can get the
energetic materials with different performance such as density,
sensitivity, detonation, and so forth. The stabilities of a group of
molecules with same skeleton can be compared by the
interaction of all substitution groups. Experimental evidences
have showed there a big difference of thermal stability related
with molecular stability among the amino-nitro derivatives of
benzene in Scheme 2—the weakest HNB has close 200 8C DSC
decomposition temperature far lower than that of the most
stable TATB, above 370 8C. And other molecules have the thermal
stabilities between them.[11] This phenomenon can be readily
interpreted by the newmethod. That is to say, HNB has the largest

Scheme 2. Qualitative theory is inefficient to describe the interaction amo
necessary


Table 1. Calculated interaction energy of amino and nitro groups


Compound HNB PNB PNA TETN


Ei, kJ/mol 354 254 221 151
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Ei 354 kJ/mol (in Table 1) implying the most repulsion among all
six nitro groups and the lowest molecular stability; whereas TATB
has the least Ei �54 kJ/mol implying the most attraction among
the three nitro groups and three amino groups and the highest
molecular stability. Based on the previous work, this paper first
confirmed the validity of the method by applying it to explore
intramolecular effects and comparing their quantitative results
with common qualitative descriptions, and further used it to
discuss the molecular stabilities of halogenated methane and
ethane. Furthermore, to be more important, by this method, the
interaction of the appointed groups in different compounds was
discussed in this paper. On the basis of these two points, it is time
to establish the new method to employ Ei to reflect the nature
and the strength of appointed groups or nonhydrogen atoms.
In all our quantum mechanics calculations, DFT/BLYP method


with DNP (double numeral adding polarization) basis set in
Dmol,[2,12–14] similar to 6–31G** in Gaussian, was employed. All
stable optimized structures were confirmed by no imaginary fre-
quency. Much practice confirmed that these methods are enough
to calculate the single gas molecules contained in the paper.


RESULTS AND DISCUSSION


Validity confirmation of the new method


Nitro compounds, especially nitro explosives, are a group of
important organic compounds due to their applications in many
fields such as propellants, explosives, pyrotechnics, and so forth.
We have some researches on their structure–property relation-
ships previously.[15–17] Therefore, we selected these familiar nitro
compounds as samples to discuss some effects in organic
chemistry and confirm the validity of the new method. Certainly,
this confirmation is based on the consistency of quantitative
results and qualitative descriptions.
Before confirming the validity of the newmethod, we listed the


interaction energy of two groups of isomers, dinitrobenzene and

ng amino and nitro groups in compounds and a quantitative method is


in the benzene derivatives cited from Reference [1]0


B TETNA TNB TNA DATB TATB


112 48 5 �33 �54
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Table 2. Two groups of isomers I1 and I2, and interaction energy Ei (unit in kJ/mol) among nitro groups in molecules


I1 I2


Scheme 3. Ei (unit in kJ/mol) between two nitro groups influenced by the spatial steric effect of methyls
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trinitrobenzene in Table 2. For any group of isomers, because the
isodesmic reactions are same, the isomer with lower total energy
corresponding to the better molecular stability gives lower Ei. It
verifies that Ei is consistent with the molecular stability, and the
method presented in the paper is reliable. Organic chemistry
theory has already qualitatively explained the interactions among
the substitution groups on different positions, which are usually
attributed to induction effects, conjugation effects and hydrogen
bonds. The quantitative data of Ei can also show the difference of
these interactions.


Steric effect


Interaction energy between nitro groups in simple dinitro alkanes
is taken as the investigation objects here. By means of above
method and Eqns 1 and 2, Ei between two nitro groups in
different compounds were obtained in Scheme 3. As illustrated in
the scheme, the increasing steric effect of methyls results in the
decreasing interaction (repulsion) between two nitro groups.
According to the data of Ei in the scheme, the appointed steric
effect can be quantitatively described as: 1(43–42) kJ/mol of one
methyl in M2; 2 (43–41) kJ/mol of twomethyls in M3, 3 (27–24) kJ/
mol of two methyls in M5, and 6 (27–21) kJ/mol of four methyls
in M6. These quantitative descriptions agree well with the
common sense of the steric effects in organic compounds.


Induction effect


Ei between two nitro groups in dinitro pentane can well reflect
the obvious induction effect as showed in Scheme 4. The
quantitative result is in good agreement with the common
qualitative description of induction effect: by increasing the

Scheme 4. Ei (unit in kJ/mol) between two nitro groups reflects the


induction effect. The number denotes the site linked with the second
nitro group (invisible) in dinitro pentane. For example, in M7, two nitro


groups are linked with No 1 carbon atom


www.interscience.wiley.com/journal/poc Copyright � 2008

distance between two nitro groups, the induction effect, that is
the repulsion, between them decreases apparently from 71 to 42,
13, 9, and 6 kJ/mol. When two nitro groups part from a distance of
three carbon atoms, their repulsion is rather weak; and when they
part from five carbon atom, their repulsion is very weak.


Conjugation effect


Ei in Scheme 5 reflects the comprehensive effects between nitro
and amino groups in different molecules including induction
effects, conjugation effects and intramolecular hydrogen bonds.
In M12 of a trans-molecule, Ei mainly shows the sum of induction
effect and intramolecular hydrogen bond between nitro and
amino groups. The total effect 2 kJ/mol comprehensively
reflects a slight repulsion between nitro and amino groups. This
result agrees with the previous discussion about the interaction
between nitro and amino groups.[17] In M13 with a nitro group
and a cis-amino group, Ei indicates an integration of intramo-
lecular hydrogen bond, conjugation effect and induction energy.
Owing to the obvious intramolecular hydrogen bond and
conjugation effect, there is the strongest attraction between
nitro and amino groups, which leads to the most stable molecule.
From the data in Scheme 5, we can find that there are more
negative Ei when amino groups linked with the carbon atoms at
even sites relative to the site of nitro group. This can be explained
by resonant theory and is in agreement with a fact—introducing
amino groups on even positions, particularly on 2-position relate
to nitro group’s site can apparently increase the molecular
stability, due to the combination of the hydrogen bond, the
induction effect and the conjugation effect.[17] Additionally, we
can deduce that the resonant energy, that is the energy of

Scheme 5. Ei (unit in kJ/mol) between appointed nitro and amino


groups reflects the comprehensive effect between them. The number


denotes the site of the invisible amino group in the nitro-amino com-
pound. Themolecular configurations of M12–M20 have been illustrated in


the scheme
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Scheme 6. EH-bond¼ E(MR1)-E(MR2)


Table 3. Calculated energies of intramolecular hydrogen
bonds (unit in kJ/mol)


GI GII EH-bond


NH2 NO2 18
NH2 Cl 15
OH Cl 21
NH2 F 14
OH NO2 36
NH2 OH 7
OH OH 20
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conjugation effect, between amino and nitro groups in bigger
conjugated alkenes (the number of carbon atoms is above 4) is
about 10 kJ/mol.


Intramolecular hydrogen bond


Seven groups of cis-trans isomers of derivatives of ethene are
selected to approximately calculate intramolecular hydrogen
bond energy. We can find from Scheme 6 that the hydrogen bond
energy is in fact the energy difference between isomers MR1 and
MR2. Here, the induction effect and conjugation effect between
groups GI and GII in any group of isomers are taken equivalent,
and some other interaction, for example, steric effect, strain
forces, etc. are neglected. From Table 3, we found that the
hydrogen bond energies are within 7–36 kJ/mol, and satisfied
with the experimental criterion of hydrogen bond. We can also
find that there is a strongest hydrogen bond between H atom on

Table 4. Ei (kJ/mol) and BDE (kJ/mol) of CH4�nXn


X CH3X


F Ei —
C–F 460.2� 8.4
C–H 423.8� 4.2


Cl Ei —
C–Cl 350.2� 1.7
C–H 419.0� 2.3


Br Ei —
C–Br 294.1� 2.1
C–H 427.2�2.4


I Ei —
C–I 238.9� 2.1
C–H 433� 8.4


NO2 Ei —
C–NO2 260.7� 2.1
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OH group and O atom on NO2 group. This is due to the best
condition of hydrogen bond formation of them among seven
cases: the shorter O. . .H distance and the closer 1808 of OH-ON
angle. The offset of amino groups are restricted by C¼C bond
owing to their strong conjugation effect, which influences the
hydrogen bond formation from amino groups and leads to the
less hydrogen bond energies.


Application of the method to evaluate the interaction of
appointed groups or atoms


Examples for some groups of molecules with the same skeletons


From above discussion, we can find that the sign of Ei of
appointed groups can well reflect their interaction nature. For
instance, the positive Ei among nitro groups (in M21–M29)
implies the repulsion among them and the helplessness to
molecular stability; whereas the negative Ei among nitro and
amino groups (in M13–M20) implies the attraction among them
and the helpfulness to molecular stability. Is there a quantitative
relationship between Ei and the molecular stability? In this paper,
we selected two groups of the simplest halogenated hydro-
carbon to address the issue. Here, Ei are of all halogen atoms, and
the molecular stabilities are measured by the total bond
dissociation energies (SBDE) cited from Reference [18]. Up to
the present, there have been many researches on the factors
influencing BDE such as steric, inductive, resonant and field
effects, and so forth.[19–29] Obviously, this study confirmed an
Ei-SBDE correlation and offered a new approach to investigate
BDE and molecular stabilities.
Very different from other halogenated methane, fluoro-


methane has increasing C—X and C—H BDEs with increasing
F atom. It may be out of the common rule of organic chemistry,
that is, the more the same atoms or groups displacing hydrogen
atom on carbon atom, the less bond energy resulting from the
more repulsion among these substitutes, for example, in Table 4,
the more nitro group displaced, the less bond energy of C—Nitro.
But we can surprisingly find that the BDE changes of all C—X and
C—H bonds agree well with Ei of all X atoms. That is, the more
negative Ei accords with the more BDE. It verifies again the
introduced method. Obviously, we will draw a wrong conclusion

CH2X2 CHX3 CX4


�45.4 �109.2 �154.7
496.2 533.9 546.8� 2.1
431.8 445.2 —
1.23 12.28 41.4
338.1 320.5� 6.3 296.6


407.1� 4.2 392.5� 2.5 —
9.24 31.19 71.41


290� 10 274.9� 13.0 228.9� 9.6
417.1� 7.5 399.2� 8.4 —


15.87 44.44 91.26
217.1� 8.4 220.5� 33 192� 50
431.0� 8.4 423� 29 —


43.5 115.5 202.3
218.4 211.3 176.1
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Table 5. Ei (kJ/mol) and BDE (kJ/mol) of halogenated methane


Ei BDEC–H BDEC–F BDEC–Cl BDEC–Br


CH F2Cl �60.3 421.3� 8.4 462.3� 10 364� 8 —
CH FCl2 �19.2 410.9� 8.4 453� 23 346.0� 13.4 —
CHCl2Br 12.8 387� 21 — 310� 17 250� 21
CHClBr2 21.6 371� 21 — 299� 21 244� 21
CF3Cl �100.7 511.7 365.3
CF2Cl2 �48.7 482.0� 10.5 333.9� 10.5
CFCl3 �0.8 439.3� 4 320.9� 8.4
CCl3Br 41.1 287� 10.5 231.4� 4.2
CCl2Br2 50.4 274� 17 225.5� 17
CClBr3 60.4 261.5� 10.5 210.9� 10.5
CH4 439.3� 0.4
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that the more substituted F atoms can result in the less C—F BDE
if we only consider the repulsion among F atoms.
The negative Ei of F atoms in fluoromethane in Table 4 shows


there are strong attractions between F atoms through carbon
atom, although they have the same negative charges which can
result in the coulomb repulsions. In fact, all C—F bonds and C—H
bonds are shortened when F atoms increasing in molecules. It
tells us the overlap of atomic orbits increasing on not only C—F,
but also other bonds. Therefore, Ei of X atoms in halogenated
methane can reflect the nature and strength of the interaction of
X atoms. That is to say, through a carbon atom, all F atoms are
attractive one another, unlike other halogen atoms or nitro
groups. It is the unique characteristic of fluoride.
By means of Ei of halogen atoms or BDEs in relevant molecules,


Table 5 confirms a fact that there is an attraction between Fatoms
and other halogen atoms, and the more F atoms the more
attraction; whereas the repulsion among Cl and Br atoms, and the
more Br atoms the more repulsion. Apparently, Ei of all halogen
atoms has a comprehensive sense of molecular stability, whereas
BDE only reflects the stability of an individual bond. That is, Ei and
BDE have comprehensive and individual senses, respectively.
Then, the total BDE, SBDE, has a comprehensive sense too and
may be dependent on Ei. Therefore, the Ei of all halogen atoms
versus SBDE of halogenated methane was plotted on Fig. 1. We
can find there is a good linear Ei-SBDE dependence, and
accordingly, Ei is also a useful tool to evaluate the molecular
stability. Figure 1 also demonstrates a decreasing order of SBDE

Figure 1. Ei of all halogen atoms versus SBDE of halogenated methane


www.interscience.wiley.com/journal/poc Copyright � 2008

with an increasing order of Ei when increasing substituted
halogen atoms from F to Cl, Br, and I atoms. For example, SBDE
deceases and Ei increases as an order of CF4, CCl4, CBr4, and CI4, or
an order of CF4, CF3Cl, CF2Cl2, CFCl3, and CCl4.
We also calculated halogenated ethane (for isomers, only the


most stable one with the least Ei was discussed). This case is
similar to halogenated methane. That is to say, there is also an
approximate linear Ei-SBDE correlation for halogenated
ethane (Fig. 2). We also find SBDE deceases and Ei increases
as an order of C2F6, C2Cl6, C2Br6, and C2I6, or an order
of C2F6, C2F5Cl, C2F4Cl2, C2F3Cl3, C2F2Cl4, C2FCl5, and C2Cl6. On
the one hand, it verifies again that F atoms can decrease the Ei of
all substituted halogen atoms and increase the molecular
stability. On the other hand, it verifies again that Ei can be used
as a tool to assess themolecular stability only for a separate group
of analogues.


Example for the appointed groups in different molecules


The previous work[10] and above section confirmed that Ei of all
substitution groups or nonhydrogen atoms around a molecular
skeleton is a tool to evaluate molecular stability and has a
comprehensive sense. Here, as a complement, we will discuss the
application of Ei to the appointed groups in different on an
individual sense. That is to say, the interaction of appointed
groups in different molecules is concerned. It should be
emphasized that the designed isodesmic reactions for Ei

Figure 2. Ei of all halogen atoms versus SBDE in halogenated ethane
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Scheme 7. Ei (unit in kJ/mol) of two nitro groups in different chemical


environments


Scheme 8. Ei (unit in kJ/mol) of six nitro groups in different chemical


environments
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calculation for the appointed groups in different molecules are
different. For example, following reactions indicated these
differences. Equations Eqn. 3–53-5 are designed for calculating
Ei of two nitro groups in dinitro-, trinitro- and tetranitromethane,
respectively. In fact, designing isodesmic reactions for Ei
calculation in Section ‘Validity confirmation of the new method’
are also different from one another.

(4)


(3)


(5)


4


In above nitromethane, the length of C—NO2 bond increases
from 1.543 Å in dinitromethane to 1.548 Å in trinitromethane and
1.582 Å in tetranitromethane, and Mulliken charges on nitro
groups decrease from �0.190e to �0.152e and �0.050e can
accordingly lessen the repulsion between two nitro groups. By
means of the new method, we obtained the calculated Ei of two
nitro groups in dinitro-, trinitro- and tetranitromethane which is
44, 29 and 15 kJ/mol, respectively, showing the repulsion
decrease. It verifies my new approach.
From Eqns 1 and 2, we can find the most advantage of


the method introduced in this paper is that Ei of any two or more
appointed groups within amolecule can quantitatively reflect the
nature (attraction or repulsion) and strength of their interaction.
Schemes 7 and 8 give illustrations of different Ei of two and six
nitro groups in different molecules, respectively. Section ‘Steric
effect’ belongs to this case too (the isodesmic reactions can be
seen in Supporting Information). In Scheme 7, two ortho-
positional nitro groups in different molecules have different Ei.
Owing to the free rotation the C—NO2, M21 can have the least Ei
of two nitro groups (repulsion mainly). In M22, two nitro groups
linked with abundant electron body C——C bond have the best
orientation to avoid their repulsion, and therefore less Ei than

J. Phys. Org. Chem. 2008, 21 426–432 Copyright � 2008 John W

M23, M24 and M25. Apparently, the more the linked structure’s
ability to donate electrons to nitro groups can more decrease the
repulsion between two linked nitro groups. C60 has more ability
to offer electrons than benzene ring and C¼C, so, M23 has less Ei
than M24 or M25 accordingly.
Scheme 8 shows the case of six nitro groups in different


chemical environments (molecules). Owing to the free rotation of
C—NO2 bonds and the large distances among nitro groups, M26
has the least Ei denoting the least repulsion. But M27 has the
larger Ei for the closer distances among nitro groups, even though
C—NO2 bonds can also rotate freely. Obviously, M28 has more Ei
due to rotation restriction of C—NO2 bonds and closer distances
among nitro groups, and M29 has the largest Ei due to the
electron deficiency of C—C and the closest distances among
nitro groups. Theoretical qualitative descriptions are in good
agreement with quantitative calculated results. At the same time,
we can also find the abundant electron body linked with nitro
groups can efficiently decrease the repulsion among nitro
groups.

CONCLUSION


A new approach reported in this paper is necessary in case of the
inefficiency of interaction descriptions of appointed groups or
nonhydrogen atoms within a molecule. The method can just
quantitatively evaluate these interactions by designing unique
isodesmic reactions, further calculating their energy changes, and
getting so-called interaction energy (Ei). Typically, there are two
applications of the method: (1) for any group of molecules with
the same skeleton, Ei of all substitution groups or nonhydrogen
atoms can be used to compare their molecular stabilities; (2) for
the appointed groups in different molecules, Ei of them can reveal
the nature (attraction or repulsion) and the strength of their
interaction. All these indicated that Ei is a useful tool to describe
the interaction of appointed groups or nonhydrogen atoms.

SUPPORTING INFORMATION


The total energies of some molecules mentioned in the paper
and some illustrations for designing isodesmic reactions to
calculate mutual effect energies were contained in supporting
information.
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On the ‘livingness’ of a dynamic library of
cyclophane formaldehyde acetals
incorporating calix[4]arene subunits
Roberta Cacciapagliaa, Stefano Di Stefanoa* and Luigi Mandolinia

The acid catalyzed transacetalation of cyclophane f

J. Phys. Or

ormaldehyde acetals incorporating calix[4]arene subunits gen-
erates a short-lived dynamic library of macrocycles. The side reaction responsible for the loss of ‘livingness’ is the
unexpected decomposition of monomeric units into a bridged ether and formaldehyde. A plausible mechanism is
suggested, in which the crucial step is the formation of benzyl carbocations strongly stabilized by the alkoxy
substituents at the lower rim of the calix[4]arene moieties. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Investigations of reactions involving the formation of covalent
bonds under fully reversible conditions has received a renewed
interest in recent years in the light of the increasing attention
devoted to Dynamic Combinatorial Chemistry.[1–15] We have
lately reported[16–18] that the acid-catalyzed metathesis reaction
(transacetalation) of formaldehyde acetals, carried out in
chloroform or methylene chloride under mild conditions, nicely
serves to the purpose of generating dynamic families of
cyclic oligomers. The formaldehyde acetals of 1,4- and 1,3-
benzenedimethanol were found to produce long-lived dynamic
libraries of oligomeric cyclophanes (Scheme 1), virtually free from
undesired side reactions.
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In the aim at extending the scope of the metathesis reaction to
more structured cyclophanes, we have investigated the acid
catalyzed transacetalation of cyclophane formaldehyde acetals of
diol 1, featuring a calix[4]arene unit blocked in the cone
conformation by the four propyl substituents at the lower
rim.[19–21] Here we report on the synthesis of the cyclic monomer
C1 and dimer C2, and suggest a plausible mechanism for the
unexpected side-reaction that is responsible for the substantial
loss of ‘livingness’ of the dynamic system under acid catalysis.

g. Chem. 2008, 21 688–693 Copyright �

RESULTS AND DISCUSSION


Synthesis of C1 and C2


Pure samples of the lowest oligomers C1 and C2 were
obtained from the irreversible reaction of dialcohol 1 with
bromochloromethane in the presence of NaH in boiling
THF under Ziegler’s high dilution conditions [Eqn (1)].
Chromatographic treatment of the crude reaction
product gave in the given order a 10% yield of pure dimer
C2 and a 30% yield of pure monomer C1. A third fraction,
amounting to about 1/3 of the crude product, was shown by
ESI–MS spectrometry to be a mixture of C1, cyclic trimer C3,
and higher oligomers.

2008 John Wiley & Sons, Ltd.







Scheme 1. Ring–ring equilibria of cyclophane formaldehyde acetals


DYNAMIC LIBRARY OF CYCLOPHANE ACETALS

Interestingly, whereas the five atom COCOC chain is too short
to span a p-phenylene or a m-phenylene moiety,[16,18] it is long
enough to bridge the gap between distal aromatic carbons of the
flexible calix[4]arene moiety, as shown by the molecular model in
Fig. 1. The 1H NMR spectra of compounds C1 and C2 (Fig. 2) are
substantially similar, with the sole significant difference that the
singlet of the OCH2O protons of C1 are strongly upfield shifted, as
a result of the diamagnetic shielding of the aromatic nuclei facing
those protons (Fig. 2).


Equilibration experiments


As actually found in our previous works on the formaldehyde
acetals of the para and meta isomers of benzenedimetha-
nol,[16–18] the composition at equilibrium of a truly reversible
system should be independent of which oligomer or mixture of
oligomers is used as feedstock, but solely dependent on total
concentration expressed in terms of monomer units. This implies
that any change in the concentration of one or more
components, even once the system has reached the equilibrium
composition dictated by the initial conditions, causes a
readjustment of the product distribution to the new total
concentration. In a sense, therefore, dynamic systems behave as
living polymers.
Following a well-established protocol,[16–18] chloroform


solutions of pure monomer C1, pure dimer C2, or the mixture
of oligomers obtained as the third fraction of the chromato-
graphic purification of the crude reaction mixture (see above)
were treated with a catalytic amount of triflic acid (TfOH) at 25 8C.
Disappointing results were obtained in all cases. The 1H NMR

Figure 1. Side and front views of the computer drawn molecular model of


J. Phys. Org. Chem. 2008, 21 688–693 Copyright � 2008 John W

spectra of the reaction mixtures, taken after 3–4 h from start,
showed a complete lack of signals attributable to the expected
family of cyclic formaldehyde acetals. The situation illustrated by
the 1H NMR spectra in Fig. 3 is typical. The very broad band
centered at d 5.8 was attributed to the protons of the bridged
aromatic rings of cyclic ether 2 on the basis of the close analogy
with the 1H NMR spectrum of a similar calix[4]arene derivative,
reported by Arduini et al.[22] featuring the same —CH2OCH2—
bridge between distal aromatic rings. The highly distorted
flattened cone conformation is responsible for the high field
resonance shown by the given protons. Structure 2 is consistent
with the base peak at 657m/z (2þNaþ) in the ESI�MS spectrum
of the crude reaction product. An analytical sample of compound
2 (m.p. 161–162.5 8C) was actually obtained from TLC
chromatography of the crude reaction product derived from a
scaled-up equilibration experiment.


Interestingly, Fig. 3 reveals that dramatic changes of the
mixture composition have already taken place after 30min. None
of the components of the mixture of oligomers Ci (i� 3),
responsible for the complex ArH signals in the range of d 6.2–6.95,

the cyclic monomer C1. Some hydrogen atoms are not shown for clarity
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Figure 2. 1H NMR spectra (CDCl3) of C1 (bottom) and C2 (top). The singlets of the protons of OCH2O are marked with a dot. Singlets at d 6.11 and d 6.08


correspond to the protons of the bridged aromatic rings in C1 and C2, respectively
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has survived the 30min treatment with TfOH, with the possible
exception of unidentified species corresponding to the tiny
singlets at d 6.25–6.30. The integrated intensity of the signals
shows that themajor component of themixture is the cyclic ether
2, already amounting to a 62% yield. Highly significant is the
presence of a substantial amount of the cyclic monomer C1


(32%), whose concentration is much higher than that present at
time zero (6%). The intensity of the signal corresponding to C1


decreases afterwards in the time course of the reaction and
eventually becomes negligibly small. The picture which emerges
from the data is one in which the expectedmetathesis reaction of
formaldehyde acetals actually takes place upon addition of the
acid catalyst[23] on a time scale consistent with previous
transacetalation experiment of para- and metacyclophanes
under very similar conditions.[16–18] However, a dramatic
loss of ‘livingness’ of the dynamic system is caused by the
incursion of the unexpected side reaction leading to cyclic ether
2, as outlined in Scheme 2.


Reaction mechanism


In a thorough investigation of the mechanism of the metathesis
reaction of formaldehyde acetals,[17] we demonstrated the
operation of ring-fusion/ring-fission processes in which all
elementary steps are substitution reactions of the SN2-type
involving oxonium ion intermediates. As shown in Scheme 3, the
first reaction step is the nucleophilic attack of an oxygen
nucleophile at the methylene of a protonated acetal function.
Such a reaction occurs intermolecularly in ring-fusion, and
intramolecularly in ring-fission.
A plausible mechanism for the transformation of C1 into 2


(Scheme 4) again involves a protonated species as key
intermediate, but in this case the protonated substrate under-
goes a monomolecular ring-opening reaction of the SN1-type.

www.interscience.wiley.com/journal/poc Copyright � 2008

The driving force for such a reaction, not observed in our previous
studies,[16–18] is the formation of a benzyl carbocation strongly
stabilized by the p-propyloxy substituent. Para-alkoxy substitu-
ents are known to bring about rate-enhancements as high as 105-
fold in solvolysis reactions of ArCH2X substrates.[24,25]


It is unknown whether the lifetime of carbocation intermediate
I is long enough for the hemiacetal function to undergo
acid-catalyzed cleavage into formaldehyde and benzyl alcohol II
that would be followed by easy ring closure to 2 (route a).
Alternatively, Imight undergo conversion into III via nucleophilic
attack of the neighboring oxygen atom, followed by decompo-
sition into 2 and formaldehyde (route b). A low intensity singlet at
d 9.73, corresponding to the protons of formaldehyde was
actually observed in the spectra taken at 30, 60, and 90min
(Fig. 3), but not in those taken at longer times, showing that the
liberated formaldehyde does not accumulate beyond a certain
level, most likely on account of acid-catalyzed polymerisation
and/or copolymerization processes.
Additional pathways for the production of 2 plus CH2O can be


envisaged. It is conceivable that cyclic oligomers other than C1,
once protonated, undergo SN1-type ring-opening reaction, as
shown in Scheme 5 for the case of the cyclic dimer C2. A
back-biting process involving nucleophilic attack of the nearest
oxygen atom at the benzyl carbocation, as well as acid-catalyzed
decomposition of the hemiacetal function, transforms inter-
mediate IV into oxonium ion V. Subsequent intramolecular
alkylation of the benzyl alcohol completes the transformation of
C2 into a mixture of C1, 2, and CH2O. Analogous pathways (not
shown) can be envisaged for the cyclodepolymerization of C3


and higher homologues, involving sequences of back-biting
processes analogous to that in Scheme 5.
Although the proposed mechanisms are admittedly speculat-


ive, we stress the point that the dissociative pathway leading
to benzyl carbocations strongly stabilized by the p-alkoxy

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 688–693







Figure 3. Time evolution of the ArH region of the 1H NMR spectrum
(CDCl3, 258C) of an oligomeric mixture (see text) of C1, C3 and higher


oligomers (0.10M in terms of monomer units) in the presence of 0.50mM


TfOH (CHCl3 marked with an asterisk)


Scheme 3. Initial step in the acid-catalyzed metathesis of formaldehyde


acetals


Scheme 2. Competing acid-catalyzed cyclodepolymerisation processes
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substituents appears to be the only key to understand
why the dynamic behavior of the calix[4]arene-based cyclooli-
gomers Ci is spoiled by decomposition into 2 and formaldehyde,
whereas the analogous cyclophanes derived from 1,4- and
1,3-benzenedimethanol undergo reversible transacetalation
processes over many days, with no trace of side-reactions.
In conclusion, the results of the present work clearly indicate


that a crucial prerequisite for a dynamic library of cyclophane

J. Phys. Org. Chem. 2008, 21 688–693 Copyright � 2008 John W

formaldehyde acetals to be long-lived is the absence of structural
features, such a p-alkoxy substituent, that strongly stabilize a
benzyl carbocation, thus making way for the loss of monomeric
units in the form of side products.

EXPERIMENTAL


Instruments and general methods


NMR spectra were recorded on a Bruker AC 200 spectrometer.
Chemical shifts are reported as d values in ppm from
tetramethylsilane added as an internal standard. Equilibration
reactions were carried out in the NMR tube in the thermostatted
probe of the spectrometer. High resolution mass spectra (HR–MS)
were performed on an Electrospray Ionisation Time of Flight
Micromass spectrometer.


Materials


Dialcohol 1 was prepared as previously described in the
literature.[26] THF was dried by distillation from sodium
benzophenone ketyl. Triflic acid (CF3SO3H) was a commercial
sample and was used without further purification. CDCl3 was
dried over activated molecular sieves (4 Å).


Cyclic oligomers C1 and C2


Bromochloromethane (0.115ml, 1.87mmol) was added to a
suspension of NaH (60% w/w, 0.075 g, 1.78mmol) in dry THF
(10ml). The mixture was heated to reflux and a solution of 1
(200mg, 0.31mmol) in THF (1ml) was added dropwise by a
syringe during 8 h under an argon atmosphere. The mixture was
subsequently refluxed for 2 days, then cooled to room
temperature, and ca. 0.2ml of 1M sodium hydroxide were
added to quench the excess of NaH. After addition of water
(25ml) the mixture was extracted with CH2Cl2 (2� 25ml). The
combined organic phases were dried over Na2SO4 and
evaporated to give 150mg of crude product. Pure samples of
C1 and C2 were obtained by preparative TLC on silica gel 60 F254
plates (0.25mm thickness), with CHCl3 as eluent. The dimer C2,
the monomer C1, and a mixture containing C1, C3 and higher
oligomers were eluted in the given order.


C1


(60mg; yield 30%), m.p. 166–167.5 8C. 1H NMR (200MHz, CDCl3): d
7.12 (d, J¼ 5.1 Hz, 4H), 6.94 (t, J¼ 5.1 Hz, 2H), 6.12 (s, 4H), 4.45 (d,
J¼ 8.8 Hz, 4H), 4.12 (s, 4H), 4.06 (t, J¼ 5.5 Hz, 4H), 3.66 (t,
J¼ 4.3 Hz, 4H), 3.47 (s, 2H), 3.14 (d, J¼ 8.8 Hz, 4H), 2.06–1.55 (m,
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Scheme 4. Alternative mechanisms for the acid-catalyzed reaction C1! 2þCH2O


Scheme 5. Proposed mechanism for the acid-catalyzed reaction C2!C1þ 2þCH2O
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8H), 1.10 (t, J¼ 4.9 Hz, 6H), 0.87 (t, J¼ 5.1 Hz, 6H). 13C-NMR
(50MHz, CDCl3) d 157.4, 154.7, 136.6, 133.0, 128.9, 127.9, 121.9,
87.4, 76.38, 76.33, 68.1, 30.7, 23.2, 22.7, 10.6, 9.5. HR-MS: calcd
for C43H52O6þNaþ: 687.3662; found: 687.3664.


C2


(20mg; yield 10%), m.p.> 200 8C (decomp.). 1H NMR (200MHz,
CDCl3): d 7.16 (d, J¼ 7.2 Hz, 8H), 6.97 (t, J¼ 6.6 Hz, 4H), 6.08 (s, 8H),
4.44 (d, J¼ 13Hz, 8H), 4.43 (s, 4H), 4.04 (t, J¼ 8.4 Hz, 8H), 3.85 (s,
8H), 3.62 (t, J¼ 6.6 Hz, 8H), 3.15 (d, J¼ 13Hz, 8H), 2.09–1.77 (m,

www.interscience.wiley.com/journal/poc Copyright � 2008

16H), 1.08 (t, J¼ 7.2 Hz, 12H), 0.88 (t, J¼ 7.4 Hz, 12H). 13C-NMR
(50MHz, CDCl3) d¼ 157.8, 154.7, 136.9, 133.0, 131.3, 128.9, 126.5,
121.9, 94.7, 77.2, 69.4, 30.9, 23.5, 22.9, 10.8, 9.7. HR-MS: calcd
for C86H104O12þNaþ: 1351.7426; found: 1351.7451.


Cyclic Ether 2


An analytical sample of cyclic ether 2 was obtained from the
crude product derived from a scaled-up equilibration experiment
by preparative TLC on silica gel 60 F254 plates (0.25mm
thickness), with CHCl3 as eluent. M.p. 161–162.5 8C. 1H NMR

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 688–693
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(200MHz, CDCl3): d 7.15 (d, J¼ 7.4 Hz, 4H), 6.97 (t, J¼ 7.4 Hz, 2H),
5.78 (very broad singlet, 4H), 4.54 (bs, 2H), 4.42 (d, J¼ 13.5 Hz, 4H),
3.91 (t, 8.6Hz, 4H), 3.64 (t, J¼ 6.7Hz, 4H), 3.53 (bs, 2H), 3.11 (t,
J¼ 13.5 Hz, 4H), 1.91-1.74 (m, 8H), 1.10 (t, J¼ 7.4 Hz, 6H), 0.83 (t,
J¼ 8.0 Hz, 6H). 13C-NMR (50MHz, CDCl3) d 154.6, 137.6, 133.2,
129.1, 129.0, 127.3, 127.2, 121.6, 77.1, 76.2, 75.9, 34.7, 31.0, 23.5,
23.0, 10.8, 9.8. HR-MS: calcd for C42H50O5þNaþ: 657.3556; found:
657.3572.
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Nucleophilicity of metal carbonyl anions
in vinylic substitution reactions
Petr K. Sazonova*, Galina A. Artamkinaa and Irina P. Beletskayaa*

½


J. Phys. Or

Second order rate constants are reported for the reactions of metal carbonyl anions ([M(CO)nL]
S) with several vinyl


halides: PhCCl——C(CN)2, Z- and E-Ph(CN)C——CHHal (Hal¼Cl, Br) which follow the addition–elimination (AdNE)
substitution mechanism. The obtained data show that the nucleophilic reactivity of [M(CO)nL]


S anions towards
vinyl halides increases in the same order as in aliphatic SN2 reactions, but much more steeply, by 14 orders of
magnitude in the row log{k½MðCOÞnL�M0=k½CpMoðCOÞ3�K}: [CpFe(CO)2]


S (�14), [Re(CO)5]
S (7.8), [Mn(CO)5]


S 2.1, [CpW(CO)3]
S


(0.7) > [CpMo(CO)3]
S (0). A good correlation exists between nucleophilicities of [M(CO)nL]


S anions towards vinyl
(sp2-carbon) and alkyl halides (sp3-carbon) with slope 2.7. The reactivity of [M(CO)nL]


S in a halogen–metal exchange
process (with Z-PhC(CN)——CHI) follows a similar ‘large’ scale as in the AdNE process. The nucleophilicity of [M(CO)nL]


S


anions correlates better with their one-electron oxidation potentials (Eox) than with their basicity (pKa of [M(CO)nL]H).
Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The studies of aliphatic nucleophilic substitution reactions by C.K.
Ingold laid the foundations of physical organic chemistry and the

CpFeðCOÞ2�

 >>> ½ReðCOÞ5�
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problem of nucleophilic reactivity has been an area of close
interest ever since.[1] An important landmark in this field was the
constant selectivity relationship (log(k/k0)¼Nþ) discovered by
Ritchie for the nucleophile addition reactions to stabilized
carbocations.[2] Later it was shown that the Ritchie relationship
also describes the nucleophilicity in the reactions with other
p-acceptors, such as carbonyl compounds, activated alkenes,[3]


transition metal p-complexes[4] and even in nucleophilic
aromatic substitution.[5] Recent progress in the field is
associated with the works of Mayr et al., who demonstrated
that a nucleophile-specific selectivity factor has to be considered
for an accurate description of all p-electrophile–nucleophile
combinations. Using the proposed equation log k¼ sN 	 (Nþ E)[6]


they have quantified the reactivity of a great number of
nucleophiles (and p-electrophiles) of various classes and
activity.[7–10] Quite recently it has been shown that the
nucleophilicity in aliphatic SN2 reactions can also be described
by the N parameters provided that the electrophile-specific
selectivity factor (sE¼ 0.6) is incorporated into the equation: log
k¼ sE 	 sN 	 (Nþ E).[7]


Metal carbonyl anions represent a family of useful and easily
accessible model metal-centre nucleophiles.[11] Their nucleophi-
licity was studied in aliphatic SN2 reactions by Dessy et al.,[12]


Pearson and Figdore[13] and later Atwood and co-workers.[14] It is

g. Chem. 2008, 21 198–206 Copyright �

characterized both by a remarkably high reactivity of
[CpFe(CO)2]



 anion, often called a ‘supernucleophile’, and a very
broad reactivity span between [CpFe(CO)2]



 and the least
reactive [Co(CO)4]



 which exceeds seven orders of magnitude:

(Averaged data from Reference [12,13]. Data for [CpFe(CO)2]

 taken


from Reference [11]).
In our studies of nucleophilic vinylic substitution reac-


tions[15–18] we became increasingly aware that the differences
in reactivity between metal carbonyl anions are much greater
than found in aliphatic SN2 reactions. The reactivity differences
(vide infra) were so large that we could not compare all the metal
carbonyl anions in the reactions with a single vinyl halide. Data for
iron and rhenium carbonylates were obtained with a,b,b-
trifluorostyrene, weakly nucleophilic carbonylates of manganese,
tungsten and molybdenum had to be compared in the reactions
with a highly electrophilic a-chlorobenzylidenemalononitrile.
Bridging these two reactivity series turned out to be a most
difficult task, and was finally achieved by comparing [Re(CO)5]






and [Mn(CO)5]

 in the reactions with b-halo-a-phenylacry-


lonitriles (Hal¼ Cl, Br, I).

2008 John Wiley & Sons, Ltd.







Scheme 2. The halogen–metal exchange (HME) mechanism of nucleophilic vinylic substitution


Scheme 1. The addition–elimination (AdNE) mechanism of nucleophilic vinylic substitution


NUCLEOPHILICITY OF METAL CARBONYL ANIONS

A comparison of reactivity makes sense only if the reactions
under consideration follow the same mechanism. This is
particularly true of the nucleophilic vinylic substitution reactions
in view of a large diversity of possible mechanisms.[19] However,
in the reactions with metal carbonyl anions the choice is usually
between two alternative pathways, addition–elimination (AdNE
Scheme 1) and halogen–metal exchange (HME). The first one
(AdNE) is the most common pathway of substitution in vinyl
halides activated with b-EWG.[20–22]


The HME pathway (Scheme 2) comes into play for the
substrates with ‘heavier’ halogen leaving groups (Br, I and
sometimes even Cl), with substituents stabilizing the vinyl
carbanion (e.g. polyfluorinated) and steric hindrance to the attack
of nucleophile at the double bond.[18]


Reactions we used for the comparison of nucleophilicity do not
follow the HME mechanism, which is evident from

– h

Sc


w


igh yield of s-vinylic complexes as products, which does
not become lower in the presence of ‘anion traps’. Anion
traps protonate the vinyl carbanions, the formation of nucleo-
philic substitution products in case of HME mechanism
(Scheme 2);

heme 3. The single-electron transfer (SET) mechanism of nucleophilic vin


ww.interscience.wiley.com/journal/poc Copyright � 2008

– fo

rmation of s-vinylic complexes instead of halo(acyl)rhenate
complexes in the reactions with [Re(CO)5]Na, which is charac-
teristic of HME mechanism (Scheme 2);


In our opinion, they can be interpreted in the framework
of AdNE mechanism (Scheme 1). The observed retention of Z/
E-configuration of the starting vinyl halide is consistent with this
mechanism and indicates that the s-adduct intermediate is very
short lived, or even does not exist.[20,23,24] (In this latter case, a
one-step nucleophilic substitution with a transition state
resembling a s-adduct would occur.) The vinyl halides we have
used are activated with b-EWG and have been shown previously
to react via AdNE mechanism with other nucleophiles such as
amines or thiolates.[25–27]


The possibility of an alternative single-electron transfer (SET)
pathway should not be overlooked (Scheme 3), especially since
metal carbonyl anions are potent reducing agents.[28] Similarly a
SET-version may be drawn for HME pathway.
There is, however, no experimental evidence of a pathway


involving free radicals. Reactions follow second order kinetics
without inductive period, the yield of nucleophilic substitution
products is high and no homocoupling or protodehalogenation

ylic substitution
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Table 1. The observed rate constants (kobs) for the reaction of [CpFe(CO)2]K and Re(CO)5Na with a,b,b-trifluorostyrene (1),
b-chloro-a,b-difluorostyrene (1-Cl)[15,16] and perfluoro-3,3-dimethyl-1-butene (2)[17]


Entry


Vinyl halide


[M(CO)nL]M0 T (8C) kobs (L 	mol
1 	 s
)1R Hal


1 1 Ph F [CpFe(CO)2]K 
75 1.6
2 1 Ph F [CpFe(CO)2]K 
23 30
3 1-Cl Ph Cl [CpFe(CO)2]K 
23 0.37
4 1 Ph F [Re(CO)5]Na þ21 0.00020
5 2 (CF3)3C– F [Re(CO)5]Na þ21 0.0012
6 2 (CF3)3C– F [Mn(CO)5]K þ21 �10
7


P. K. SAZONOV, G. A. ARTAMKINA AND I. P. BELETSKAYA


2
0
0


products are formed (Supplementary material). When the reactions
aremonitored by 1HNMR, no CIDNPeffects are observed. Retention
of vinyl halide Z/E-configuration is not consistent with a radical
anion intermediate either. When the reactions of 1, 1-Cl or 2 with
[CpFe(CO)2]K were performed with the electrochemical one-
electron reduction of the vinyl halide, mixtures of Z- and E-isomers
of the substitution products were formed.[29]

Table 2. The observed rate constants (kobs) for the reaction of
a-chlorobenzylidenemalononitrile (3) with metal carbonyl
anions ([M(CO)nL]M


0), THF, 228C


[M(CO)nL]M0 kobs (L 	mol
1 	 s
)1 Reactivity ratio


[Re(CO)5]Na Too fast —
[Mn(CO)5]K 30 170
[CpW(CO)3]K 0.7 4
[CpMo(CO)3]K 0.17 1

RESULTS AND DISCUSSION


The first set of reactivity data given in Table 1 were obtained for
the reactions with trifluorovinyl derivatives (1) and (2). Reactions
with [CpFe(CO)2]K were very fast even at
758C, and the reaction
rate could be measured only for the less reactive trifluorostyrene
(entries 1,2). Substitution of one b-fluorine in trifluorostyrene for
chloride (in 1-Cl) lowers the reactivity by two orders of magnitude
(entry 3). This ‘element effect’ (kF/kCl>> 1) provides additional
support for the AdNE mechanism.[20]


In contrast, reactions of 1 and 2 with [Re(CO)5]Na were slow at
room temperature (entries 4, 5), and even the more reactive
substrate 2 did not react with [Mn(CO)5]K (entry 6). Only an
estimate of [CpFe(CO)2]K: [Re(CO)5]Na reactivity ratio could be
obtained by the extrapolation to 218C of the [CpFe(CO)2]K data
(kobs at 
758C and 
238C) according to Arrhenius equation. This
gives the k½CpFeðCOÞ2�K � 2� 102 L 	mol
1 	 s
1 at 218C and
k½CpFeðCOÞ2�K=k½ReðCOÞ5 �Na � 106 which is nearly three magnitudes
higher than observed in aliphatic SN2 reactions.[12].
a-Chlorobenzylidenemalononitrile (3) belongs to the highly


electrophilic vinyl halides that can react with moderately weak
nucleophiles, such as anilines.[26,27] In the reactions of 3 with
carbonylmetallates the nucleophilic substitution products are
formed quantitatively. Their formation is not suppressed in the
presence of t-BuOH – a negative test result for the HME
mechanism (Scheme 2).
The reactivity difference between the metal carbonyl anions in


the reaction with 3 (Table 2) is significantly larger than in
aliphatic SN2 reactions ([Mn(CO)5]



 (5)> [CpW(CO)3]

 (1.4)>
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[CpMo(CO)3]

 (1)[12–14]), although the order of reactivity is


retained. The four-fold difference between [CpW(CO)3]

 and


[CpMo(CO)3]

 is particularly notable, since these anions have very


similar steric requirements and almost the same reactivity in
aliphatic SN2 reactions.
b-Halo-a-phenylacrylonitriles (4, Hal¼ Cl, Br, I) proved to be


especially useful models. Both Z- and E-isomers of 4-Cl and 4-Br
(Hal¼Cl, Br) gave the s-vinylic complexes with quantitative
yields. Reaction with Z or E isomers of 4 gave in each case only
one isomer of substitution product. We assume that this result
indicates retention of Z/E configuration of the starting vinyl
halide. The assignment of Z/E configuration of the products is
supported by the lower nCN in the IR spectra of E-isomers of the
products in accordance with the literature data on b-substituted
a-phenylacrylonitrile derivatives.[25] It is also supported by the
results of DFT calculations of the vibrational frequencies in the
corresponding products. The geometry assignment is also
confirmed by chemical shift of vinyl protons in the 1H NMR
spectra, which are observed in higher field for the E-isomers of
the products, the same as in the starting vinyl halides. Anyway, it
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Table 3. The observed rate constants (kobs) for the reaction of b-halo-a-phenylacrylonitriles (4, Hal¼Cl, Br) with metal carbonyl
anions ([M(CO)nL]M


0), THF, 228C


Vinyl halide


[M(CO)nL]M
0 kobs (L 	mol
1 	 s
1) Reactivity ratiosHal


4-Z-Cl Cl Re(CO)5Na 350 5� 105:1
4-Z-Cl Cl Mn(CO)5K 0.0007
4-E-Cl Cl Mn(CO)5K 0.0028 28:1
4-E-Cl Cl [CpW(CO)3]K 0.00010
4-Z-Br Br Mn(CO)5K 0.011 70:8:1
4-Z-Br Br [CpW(CO)3]K 0.0013
4-Z-Br Br [CpMo(CO)3]K 0.00016
4-E-Br Br Mn(CO)5K 0.04 170:5:1
4-E-Br Br [CpW(CO)3]K 0.0011
4-E-Br Br [CpMo(CO)3]K 0.00024


Figure 1. The observed rate constants {log(kVinHal)} for the reaction of
metal carbonyl anions with vinyl halides plotted against the rate con-


stants with methyl iodide {log(kCH3I)
[13,14]}.
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is highly unlikely that reaction with activated vinyl halide such as
4 will proceed with complete inversion of configuration.
Anion trap (t-BuOH) had no effect on the course (and rate) of


the reactions with 4-Br (both Z- and E-isomers).
The observed rate constants summarized in Table 3 again show


a very large difference in reactivity between manganese,
tungsten and molybdenum carbonylmetallates, similar to those
observed in the reactions with 3. More importantly, the rate
constant for the reaction of 4-Z-Cl with [Re(CO)5]Na allows to
compare its reactivity with that of less reactive carbonylmetal-
lates. The [Mn(CO)5]K: [Re(CO)5]Na reactivity ratio is 1:500 000,
which may be compared to 1:120 ratio typical for aliphatic SN2
reactions.[13,14]


Both Z and E-isomers of 4-Br turned out to be more reactive
than the corresponding chlorides 4-Cl. The intermolecular
element effect kBr/kCl reaches 15, the highest value observed
so far in AdNE nucleophilic vinylic substitution reactions. Typically
kBr/kCl lie in the range 0.6–7,[20] the maximum value of 11 having
being reported by Rappoport, Shainyan and co-workers.[24]


The great difference between the reactivity span of carbo-
nylmetallates in aliphatic SN2 and vinylic AdNE substitution
reactions is shown visually in Fig. 1, where the observed
log(kVinHal) values are plotted against log(kCH3I). It can be seen that
the lines for all the vinyl halides except the trifluorostyrene have
almost the same and rather steep slope varying from 2.5 to 3.2.
The slope for triflurostyrene (reactions with [CpFe(CO)2]K and
[Re(CO)5]Na) is lower (1.7) but still much higher than unity.
A similar selectivity observed for the reactions of 3, 4-Cl and


4-Br with manganese, tungsten and molybdenum carbonylme-
tallates allows one to average the corresponding reactivity ratios.
Taking into account the [Re(CO)5]Na:[Mn(CO)5]K ratio (5� 105)
from the reaction with 4-Z-Cl and [CpFe(CO)2]K:[Re(CO)5]Na
(�106) ratio from the reaction with 1, the following ranking of
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metal carbonyl anions reactivity in AdNE nucleophilic vinylic
substitution reactions is obtained (k½MðCOÞnL�M0=k½CpMoðCOÞ3�K):

½CpFeðCOÞ2�

 >> ½ReðCOÞ5�



 >> ½MnðCOÞ5�

 > ½CpWðCOÞ3�



 > ½CpMoðCOÞ3�




� 1014 7 	 107 130 5 1

It is shown graphically in Fig. 2. A good linear correlation with
slope 2.16 is observed between log {k½MðCOÞnL�M0=k½CpMoðCOÞ3�K} and
log (kCH3I) for all the data (r¼ 0.992), which improves (r¼ 0.9996,
slope 2.75) if the data point for the [CpFe(CO)2]K (reaction with
trifluorostyrene) is excluded. Such steep slopes are uncommon
for the reactions of ordinary carbon, nitrogen or sulphur
nucleophiles with the same (or similar) vinyl halides. The

Figure 2. Correlation between the nucleophilicity of metal carbonyl


anions in AdNE vinylic substitution reactions {log(k½MðCOÞnL�M0=k½CpMoðCOÞ3 �
K)} and SN2 aliphatic nucleophilic substitution {log(kCH3I)


[13,14]}. This figure


is available in colour online at www.interscience.wiley.com/journal/poc


in reactionswith 1 :15;30 ½CpFeðCOÞ2�

 > ½9
MeFl�



kobsðL 	mol
1 	 s
1Þ : � 2 	 102 12


in reactionswith 4
 Z
 Cl :25 ½ReðCOÞ5�

 > ½p
 TolS


kobsðL 	mol
1 	 s
1Þ : 350 34


in reactionswitha
haloarylidenemalononitriles :26;27


kobsðL 	mol
1	s
1Þ :
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reactivity of ordinary nucleophiles in AdNE vinylic substitution
reactions usually increases in the same (or slightly larger)

proportion as in aliphatic SN2 reactions, that is, the slopes are near
or slightly above unity. The different slopes make the comparison
of [M(CO)nL]



 anion nucleophilicity to that of ordinary
nucleophiles ambiguous, the reactivity order being dependent
on the reference substrate. However, the [CpFe(CO)2]



 anion still
holds the lead, confirming its ‘supernucleophile’ status, as can be
seen from the following rankings:

> ½PhS�
 > ½EtO�
 > ½ReðCOÞ5�




� 10
3ðRef:31Þ 2 	 10
4


½9
MeFl�
is the 9
methylfluorenide anion;


�
 > ½EtO�
 � piperidine > ½MnðCOÞ5�




� 0:10 0:0007;


½MnðCOÞ5�

 � piperidine > ArNH2


30 10
2 
 10
3 :

The relative magnitude of nucleophilicity changes in different
reactions can be compared through the corresponding Brønsted
bNuc values. In the reaction of 9-substituted fluorenyl carbanions
with trifluorostyrene (1) the slope of the Brønsted plot
(bNuc¼ 0.37)[32] is almost the same as in SN2 reactions of these
carbanions (bNuc¼ 0.35).[32,33] The ratio of reactivity of morpho-
line and piperidine in reactions with 4-Cl[25] and the p-nitro
analogue of 3[26] allows one to estimate bNuc¼ 0.3–0.35. These
values fall in the range quite normal for aliphatic SN2 reactions.
Similar bNuc values are estimated for the p-MeC6H4S



 and
p-ClC6H4S



 pair in reactions with 4-Cl.[25] While the nucleophi-
licity of metal carbonyl anions poorly correlates with their basicity
(Fig. 3), the reactivity differences found in nucleophilic vinylic
substitution with metal carbonyl anions (Fig. 2) correspond to
bNuc values which are 2.16–2.75 times higher than in aliphatic SN2
reactions, that is, bNuc about unity.
However, unusually high Brønsted bNuc values were observed


in nuclephilic vinylic and aromatic substitution with weak soft
nucleophiles in highly activated systems. Values of bNuc higher
than unity (up to 1.4) have been recently reported for the
reactions of 4-nitrobenzofurazan derivatives with 4-substituted
anilines.[34] Analysis of earlier published literature data[27] on the
reactions of anilines with a-halo(p-dimethylaminobenzylidene)
malononitriles also gives high bNuc values that are about unity.
One should bear in mind the importance of rate-limiting


stage of the AdNE substitution mechanism for the interpretation
of the nucleophilicity data. The observed rate constants reflect
the nucleophilicity of metal carbonyl anions (kobs¼ k1) as long as
the first (addition) stage is rate limiting. But if it is not, the
observed rate constant becomes composite (Scheme 1) and in
the extreme case k
1 >> kel ) kobs ¼ k1


k
1
	 kel ¼ K 	 kel will


reflect the thermodynamic affinity (equilibrium, K) of the
nucleophiles. A priori metal carbonyl anions should be good
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Figure 3. Correlation between the nucleophilicity of metal carbonyl
anions in AdNE vinylic substitution reactions {log(k½MðCOÞnL�M0=k½CpMoðCOÞ3 �K)}
and their basicity {pKa of [M(CO)nL]H}.


[43] This figure is available in colour


online at www.interscience.wiley.com/journal/poc


Table 4. The observed rate constants (kobs) and product ratios in t
carbonyl anions ([M(CO)nL]M


0), THF, 228C


[M(CO)nL]M
0


Yields of (%)


%


[Re(CO)5]Na 60c �2
[Mn(CO)5]K 30 50
[CpW(CO)3]K 8 75
[CpMo(CO)3]K 12 65


a The percent of HME is calculated from the ratio of the yield of H
b Calculated as k


½MðCOÞnL�M0


HME =k
½CpMoðCOÞ3�K
HME , where kHME ¼ kobs 	 ð% of H


cWithout t-BuOH 65% of halo(acyl)rhenate [Z-PhC(CN)——CH(CO)Re
d kHME calculated from the reactivity ratio in the AdNE reactionðk½RAd


k
½ReðCOÞ5�Na
HME ¼


k
½ReðCOÞ5 �Na
AdNE


k
½MnðCOÞ5 �K
AdNE


	 ð1
%HMEÞ½MnðCOÞ5 �K


ð1
%HMEÞ½ReðCOÞ5 �Na
	 %HME½ReðCOÞ5 �Na


100 	 k½MnðCOÞ5�K
obs .
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leaving groups (though their nucleofugality has never been
quantified), however, it seems highly unlikely that they would be
better leaving groups than chloride or bromide ions, and the
condition of the rate-limiting addition k
1� kel probably holds
true for the studied systems. Yet, the alternative possibility,
cannot be completely ruled out.
Vinyl halides with heavier halogens (Hal¼ Br and I, but


sometimes even Cl) can react with metal carbonyl anions via
the HME mechanism (Scheme 2).[18] While no indications of HME
were found in the reactions with Z- and E-isomers of 4-Br, the
corresponding iodide 4-Z-I reacted with metal carbonyl anions by
two competing pathways AdNE and HME. In the presence of anion
trap (t-BuOH) 4-Z-I gave mixtures of substitution (AdNE) and
protodehalogenation products (Table 4), the latter resulting from
the protonation of the vinyl carbanion generated by HME. The
carbanionic adduct intermediate in the AdNE process is not
protonated by t-BuOH most probably because of its low basicity.
In the reaction with [Re(CO)5]Na the HME is evident even without
the anion trap by the formation of halo(acyl)rhenate complex
instead of the ‘normal’ substitution product (Scheme 4). The vinyl
carbanions generated by HME attack Re(CO)5Hal at the
coordinated CO instead of the metal centre:[18]


Nucleophilic substitution products, Z-Ph(CN)C——CHM(CO)nL,
are formed primarily by the AdNE pathway, since their yields do
not change much in the presence of t-BuOH.
Surprisingly, the fraction of HME products grows up with the


increase of metal carbonyl anion nucleophilicity from [CpMo
(CO)3]K to [Re(CO)5]Na (Table 4). It means that the reactivity of
[M(CO)nL]



 in the HME process increases even more steeply than
in AdNE reactions (Fig. 4). However, the differences in HME/
AdNE ratio are much smaller than the overall increase in reactivity
from [CpMo(CO)3]K to [Re(CO)5]Na. So, the overall result is that
reactivity of metal carbonyl anions in HME and AdNE reactions

he reactions of Z-b-iodo-a-phenylacrylonitrile (4-Z-I) with metal


of HMEa
kobs


(L 	mol
1 	 s
)1
Reactivityb of


[M(CO)nL]M
0 in HME


97 Too fast �1� 1010d


40 0.02 300
10 0.003 10
15 0.0002 1


ME product (Ph(CN)C——CH2) to the total product yield.


MEÞ=100:
(CO)4I]Na is formed.
eðCOÞ5�Na
NE


=k
½MnðCOÞ5�K
AdNE


Þ with 4-Z-Cl:
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Scheme 4. The HME mechanism of the halo(acyl)rhenate formation.
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follows a similar scale in spite of the entirely different mecha-
nisms and reaction centres involved (sp2-carbon vis halogen).
As can be seen from Fig. 5 nucleophilicity of metal carbonyl


anions better correlates with their one-electron oxidation
potentials (Eox)


[28] than with their basicity (Fig. 3). The slope of
this correlation is again unusually steep. If both the rate data and
the reduction potentials are converted into free energy terms, the
slope of the correlation (for the AdNE substitution) will be near unity
(0.97, Eqn (1)). It indicates that the changes in the free energies of
activation DG6¼ of the AdNE nucleophilic vinylic substitution
reaction are almost the same as the changes in the free energies
of one-electron oxidation of metal carbonyl anions DG8ET.


log
k
½MðCOÞnL�M0


AdNE


k
½CpMoðCOÞ3 �K
AdNE


 !
	 RT


logð2:718Þ


¼ 0:97 	 F 	 E½MðCOÞnL�M0


OX 
 38500 (1)


(F is the Faraday constant).

Figure 4. Nucleophilicity of metal carbonyl anions in AdNE vinylic sub-
stitution and halogen–metal exchange (HME) reactions with Z-PhCCN——
CHI. The point for [Re(CO)5]



 is an estimate (footnote d to Table 4).
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It is tempting to interpret these data in terms of a SET mecha-
nism for both the AdNE (Scheme 3) and HME processes. Further
still, steep nucleophilicity slopes (Figs 1 and 2) are equivalent to
high Brønsted bNuc values (�1), which previously have been
interpreted as an indication of a complete SET prior to the
coupling of nucleophilic and electrophilic partners.[34–38] Similar
nucleophilicity slopes for HME and AdNE (Fig. 4) also suggest a
common or similar rate-limiting stage for these processes.
However, the outer sphere SET pathway is not supported by any
‘chemical’ evidence and does not seem feasible, the difference
between the Eox of the donor ([M(CO)nL]



)[14,28] and the Ered of
the acceptor (4-Hal) being too large. Eox of [M(CO)nL]



 decreases
from 
0.52 V for [Re(CO)5]



 to 
0.33 V for [CpW(CO)3]

,[28] Ered


are 
1.70 V for 4-Z-Cl, 
1.65 V for 4-Z-Br and 
1.60 V for 4-Z-I
(O.M. Nikitin and T.V. Magdesieva, personal communication, All E
values are converted to SHE scale). The inner-sphere SET pathway,
which in this context implies an electron-transfer more or less
concerted with the bond formation between the electrophile and
the nucleophile, is a viable alternative. In the framework of single

Figure 5. Correlation between the nucleophilicity of metal carbonyl


anions {log(k½MðCOÞnL�M0=k½CpMoðCOÞ3 �K)} and their one-electron oxidation


potentials Eox (from Reference [28], versus ferrocene/ferrocenium).
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electron shift concept[39] it may be regarded as the initial stage in
the transition form polar to SET pathway. However, the distinction
between the inner-sphere SET and the polar AdNE pathway
remains unclear at present.


EXPERIMENTAL


General


1H NMR (400.13MHz) and 13C NMR (100.61MHz) spectra were
obtained on a Bruker Avance spectrometer at 228C and
referenced to the signals of the solvent. UV-spectra and kinetic
measurements were run on Hewlett-Packard-8452A diode array
spectrophotometer. Preparation of metal carbonyl anion salts
and their reactions with alkenyl halides were carried out in
‘all-fused’ glassware using vacuum-line techniques. Break-seal
ampoules were used for the transfer of substances. Experiments
with polyfluorinated vinyl halides 1, 1-Cl and 2 have been
described previously.[15–17]


Materials


THF was stored over sodium benzophenone ketyl and
vacuum-transferred to the reaction vessels. Potassium salts of
metal carbonyl anions were obtained quantitatively (95–98%) by
reductive cleavage of the corresponding dimers [M(CO)nL]2 with
excess of NaK2.8 alloy (0.10–0.15mL per 0.5mmol of dimer) in
THF.[40] [Re(CO)5]Na was prepared by the reduction of Re2(CO)10
with 0.5% NaHg (30–50% excess) and purified by the low
temperature crystallization from THF.[16] Vinyl chlorides 3,[41]


4-Z-Cl and 4-E-Cl[42] were obtained according to published
procedures. Compounds 4-Z-Br and 4-E-Br were prepared
similarly to 4-Cl and vinyl iodide 4-Z-I was obtained from
4-Z-Br and NaI as described in the supporting material. Small
portions of reagents required for a single experiment were sealed
under vacuum into thin-walled glass vials.


Reaction products


The nucleophilic substitution products (metal carbonyl s-vinyl
complexes) were isolated by column chromatography on SiO2


and characterized by NMR, IR, and MS or analytical data as
described in the supporting material. The Product yields were
determined by the integration of the 1H NMR spectra of the crude
reaction solutions using an internal standard (durene). The
signals were referenced to the individual products by comparison
to the spectra of the isolated compounds or with the literature
data for the compounds previously described (such as metal
carbonyl dimers).


Kinetic measurements


Relatively slow reactions (kobs< 5� 10
2 L 	mol
1 	 s
1) were
monitored by 1H NMR spectroscopy, with initial concentration of
metal carbonyl anion 0.05–0.20mol 	 L
1 and a slight excess of
vinyl halide. The reactions were carried out in undeuterated THF
in vacuum-sealed glass tubes (�3.5mm diameter) which were
placed into standard NMR tubes containing acetone-d6 for the
lock signal. The concentrations of the starting [VinHal] and
resulting [VinM] vinyl compounds were determined by the
integration of the spectra using internal standard-durene. The
concentration of metal carbonyl salt [M
] was determined
similarly except for [M(CO)5]K that was calculated as difference:
[M
]¼ [M
]0
[VinM]. The second order rate constants (kobs)

www.interscience.wiley.com/journal/poc Copyright � 2008

were calculated by linear regression according to Eqn (2) giving
good fit (r> 0.99) with experimental data.


1


½VinHal�0 
 ½M
�0
	 ln ½M



�0 	 ½VinHal�
½VinHal�0 	 ½M
� ¼ kobs 	 t (2)


The progress of reactions too fast for NMR method
(kobs> 5� 10
2 L 	mol
1 	 s
1) was followed by UV spectroscopy
by measuring the absorbance (A) changes in 280–360 nm range.
The quartz cell was washed with a large excess of metal carbonyl
salt solution that was then diluted to working concentration
(about 5� 10
4mol 	 L
1) and the cell was sealed under vacuum.
The experiments were usually run with a slight excess of vinyl
halide. Reaction coordinate x was calculated for several
wavelengths as x ¼ ðA
 A0Þ=ðA1 
 A0Þ from which the con-
centrations of reagents were determined ([M
]¼ [M
]0 	 (1
 x);
[VinHal]¼ [VinHal]0
 [M
] 	 x) and fitted to the Eqn (2) to get
second order rate constants.
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A mechanistic investigation into the covalent
chemical derivatisation of graphite and glassy
carbon surfaces using aryldiazonium salts
Poobalasingam Abimana, Gregory G. Wildgoosea and Richard G. Comptona*

J. Phys. Or

Modification of carbon materials such as graphite and glassy carbon in bulk quantities using diazonium salts is
developed. We used both 4-nitrobenzenediazonium tetrafluoroborate and 1-antharaquinonediazonium chloride to
modify graphite and glassy carbon surfaces. Experiments were carried out in the presence and absence of hypopho-
sphorous acid and the mechanism involved in both cases were studied using cyclic voltammetry. The observed peak
potentials for both the 4-nitrophenyl and 1-anthraquinonyl modified materials were found to differ depending on
whether or not the hypophosphorous acid reducing agent was used. In the absence of hypophosphorous acid the
derivatisation reaction was inferred to go through a cationic intermediate, whilst in the presence of the hypopho-
sphorous acid the mechanism likely involves either a purely radical intermediate or a mixture of radical and cationic
species. Derivatisation experiments from 5 to 70-C allowed us to determine the optimum derivatisation temperature
for both cases, in the presence and absence of hypophosphorous acid. Optimum temperature was 20-C for the former
and 35-C for the later. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Carbon electrodes are widely employed in electrochemical
applications due to their relatively low cost compared to precious
metal electrodes, relative chemical inertness and wide potential
windows in most electrolyte solutions (typically �1 V to þ1 V in
aqueous electrolytes).[1,2] The chemical modification of carbon
surfaces allows electrochemists to tailor-make electrodes
providing distinct advantages for catalysis, analysis and biological
applications and this area of electrochemistry has attracted
considerable attention in recent years.[3–6]


One strategy of covalently attaching a modifying species to a
carbon surface involves the use of aryldiazonium salts. A variety
of methods have been used to generate reactive intermediates
from the aryldiazonium salts such as electrochemical reduc-
tion,[3,4] thermolysis,[7–9] photolysis[10] and chemical reduc-
tion.[11–13]The resulting reactive intermediates formed, such as
aryl radical or cationic species can then react with the carbon
surface resulting in covalent bond formation. For example, the
electrochemical reduction of various aryldiazonium salts, usually
dissolved in a non-aqueous electrolyte solution such as acetoni-
trile containing 0.1M tetraalkylammonium salts, yields dinitrogen
gas and an aryl radical intermediate. The electrogenerated aryl
radical can then covalently bond to the surface of the carbon
electrode substrate.[14–27] Successful modifications have been
performed at electrodes made of carbon fibre or powder,[3,19]


edge plane and basal plane highly ordered pyrolytic graphite
(eppg and bppg respectively),[3,14,20,21,24] screen-printed graphite
electrodes,[28] and glassy carbon.[29]


However the principal drawback of using the electrochemical
derivatisation method is that each electrode surface has to be
individually modified, especially if the electrode surface is

g. Chem. 2008, 21 433–439 Copyright �

renewed by polishing between successive experiments. There-
fore, alternativemethods producingmodified carbonmaterials in
bulk quantities have been sought. Carbon surfaces, specially,
carbon nanotubes can be modified in bulk quantities with
aryldiazonium salts through thermolysis or photolysis. Bahr and
Tour investigated the degree of functionalisation of carbon
nanotubes via thermolysis of diazonium salts of five different
para-substituted phenyl species and compared this to the degree
of functionalisation obtained using direct electrochemical
reduction. They found that heating at 608C for 12 h produces
a similar degree of functionalisation.[7] Li et al. developed another
method for derivatising self-assembled films of carbon nano-
tubes using arydiazonium salts.[10] The ends of the carbon
nanotubes were first opened oxidatively which is known to
functionalise the ends of the tubes with carboxylic acid
groups. These groups could then interact with the aryldiazonium
modifying species through Coulombic interactions. These
modified carbon nanotube films were found to be photo-
sensitive such that photolysis and subsequent decomposition of
the aryldiazonium group lead to covalent bond formation.[8]


Belmont has also developed a method for the attachment of
organic groups with carbon powders by dispersing them in water
and mixing with 4-chlorobenzenediazonium hexafluoropho-
sphate.[30]
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Recently a method of covalently derivatising graphite, carbon
nanotubes and glassy carbon materials in bulk (gram) quantities
has been developed in this laboratory, involving the chemical, as
opposed to electrochemical, reduction of aryldiazonium salts
with aqueous hypophosphorous acid as the reducing
agent.[5,6,11–13,31]


Despite this method proving very successful in forming a
variety of novel chemically modified materials for possible use in
applications ranging from drug delivery,[32] water purifi-
cation[33–35] and the development of improved pH sensors in
particular,[13,31,36] the method has not been optimised. Further-
more the mechanism of covalent modification, that is whether
radical or cationic intermediates are involved and to what type of
sites on the carbon surface these intermediates react with,
remains unclear.
In this report we have derivatised graphite powder and glassy


carbon powder with two aryldiazonium salts, namely
4-nitrobenzenediazonium tetrafluoroborate and 1-anthraqui-
nonediazonium chloride both in the presence of the hypopho-
sphorous acid reducing agent and simply in pure water (i.e. with
no hypophosphorous acid reducing agent). The derivatisation
was also studied in each case over a range of different
temperatures from 5 to 708C. Each modified carbon material is
then abrasively immobilised onto a bppg electrode and
characterized using cyclic voltammetry.[5,6,11–13,31]


The observed peak potentials for both the 4-nitrophenyl and
1-anthraquinonyl modified materials were found to differ
depending on whether or not the hypophosphorous acid
reducing agent was used in the modification or not. Guided
by chemical intuition, we speculate that in the absence of any
reducing agent the derivatisation mechanism likely proceeds via
a cationic intermediate, whilst in the presence of the hypopho-
sphorous acid the mechanism proceeds through either a purely
radical intermediate or a mixture of radical and cationic
species. Depending on which intermediate the derivatisation
proceeds through, the likely points of attachment and chemical
structures formed are likely to be different giving rise to slight
changes in the observed peak potentials. Therefore these
differences in the observed peak potentials were used to explore
the effects of varying the hypophosphorous acid concentration
and the reaction temperature on the derivatisation mechanism.
Furthermore a comparison between derivatised graphite and
glassy carbon powders was made to try to further elucidate the
likely attachment points of the aryl radicals and cations on each
surface. Finally the optimum reaction conditions were deter-
mined to ensure maximum derivatisation of both types of carbon
surface.

EXPERIMENTAL SECTION


Reagents and equipment


All reagents were obtained from Aldrich (Gillingham, UK) with the
exception of glassy carbon powder (10–20micrometres, spherical
particles, type 1, Alfa Aesar, Heysham, UK) and were of the highest
grade available and used without further purification. All
solutions and subsequent dilutions were prepared using
deionised water from a Millipore (Vivendi, UK) UHQ-grade water
system with a resistivity of not less than 18.2MV cm at 258C.
Electrochemical experiments were carried out at room tempera-
ture in pH 7 buffer solution (0.05M Na2HPO4 and 0.05M

www.interscience.wiley.com/journal/poc Copyright � 2008

NaH2PO4). The synthetic graphite powder (Aldrich) consisted of
irregularly shaped particles that were 2–20mm in diameter.
Electrochemical measurements were carried out using a


computer-controlled potentiostat, mAutolab computer (Eco-
Chemie, Utrecht, Netherlands) with a standard three electrode
configuration. A basal plane pyrolytic graphite electrode (bppg,
4.9mm, diameter, Le Carbone Ltd. Sussex, UK) was used as
working electrode. The counter electrode was a bright platinum
wire, with a saturated calomel reference electrode (Radiometer,
Copenhagen, Denmark) completing the circuit. Low temperature
experiments were carried out in an ice bath and room
temperature or elevated temperature experiments were per-
formed in a double-walled glass cell, of 20 cm3 volume, which was
connected to a heated water bath at the appropriate
temperature.


Chemical modification of graphite and glassy carbon
powders with aryldiazonium salts


Initially 0.5 g of graphite or glassy carbon powder was mixed with
10 cm3 of a solution containing either 5mM 4-nitrobenzene-
diazonium tetrafluoroborate or anthraquinone-1-diazonium
chloride, to which 10 cm3 of hypophosphorous acid (H3PO2,
50% w/w in water) was then added slowly. The derivatisation
procedure was repeated on separate samples of carbon powder
at different temperatures over the range of 5–708C with the
reaction mixture stirred for 30min at each temperature studied.
After which time the solution was filtered by water suction and
washed with deionised water to remove any excess acid and
finally with acetonitrile to remove any unreacted diazonium
salt. The carbon powders derivatised with 4-nitrophenyl
(NP-carbon and NP-GC for the derivatised graphite and glassy
carbon powders respectivley) and 1-anthraquinonyl groups
(AQ-carbon and AQ-GC) were then air-dried by placing inside
a fume hood for a period of 12 h prior to use. Finally the
same procedures were carried out as described above but with
the addition of 10 cm3 of pure water rather than hypopho-
sphorous acid added to the reaction mixture.


Abrasive immobilisation of the modified carbon
onto a bppg electrode


A basal plane pyrolytic graphite electrode was modified by
renewing the electrode surface with cellotape.[12] This procedure
involves polishing the bppg electrode surface on carborundum
paper, pressing cellotape onto bppg electrode surface and then
gently removing the cellotape, along with several surface layers
of graphite.[12] This was repeated several times to achieve the
final surface. Finally the electrode is rinsed in acetone to remove
any adhesive from the cellotape. Graphite or glassy carbon
powder was abrasively immobilised onto the bppg electrode by
gently rubbing the electrode surface onto a fine quality filter
paper containing the 4-nitrophenyl or 1-anthraquinonyl deriva-
tised carbon powder.

RESULTS


Voltammetric characterisation


Cyclic voltammetry of the carbon particles was carried out by
immobilising the particles on a bppg electrode and recording the
cyclic voltammetric response at pH 7 (phosphate buffer). For the
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Scheme 1. The general mechanism for the electrochemical reduction of


(a) an aryl-nitro group illustrated by nitrobenzene and (b) anthraquinonne


in aqueous solution


MODIFICATION OF CARBON MATERIALS USING DIAZONIUM SALTS

NP-carbon derivatised using hypophosphorous acid at 208C,
upon first scanning in a reductive direction, a large reduction
wave is observed at ca�0.72 V versus SCE labelled as ‘system 10 in
Figure 1a. If the scan direction is then reversed at �1.0 V versus
SCE no corresponding oxidation wave for system 1 is observed
indicating that it is chemically irreversible. However, a new
oxidation wave is observed at�0.05 V versus SCE. On subsequent
scans, the corresponding reduction wave is observed at �0.13 V
versus SCE corresponding to an electrochemically quasireversible
process, labelled ‘system 2’. ‘Scheme 1’ illustrates this behaviour
for the generic example of nitrobenzene itself.[5,37] In this
mechanism ‘system 1’ corresponds to the chemically and
electrochemically irreversible reduction of the nitro group in a
four-electron, four-proton process to form the corresponding
arylhydroxylamine. This then undergoes an electrochemically
almost-reversible two-electron, two-proton oxidation (system 2)
to form the arylnitroso species. If the potential is only cycled
around the region of the ‘Scheme 2’ then a stable voltammetric
response is observed. Therefore after the initial scan beyond
the ‘Scheme 1’ is performed to generate the arylnitroso/
aryhydroxylamine couple all further scans are only performed
over ‘Scheme 2’ between 0.4 and �0.5 V versus SCE.
Cyclic voltammetry on ‘system 2’ was carried out with many


repeat scans on the abrasively immobilised NP-carbon, a stable
response was observed indicating that the species is not
desorbing into solution. This was then followed by replacing
the buffer with fresh solution and recording a scan, which was
found to overlay the last scan indicating that the redox material
remains on the electrode surface and is not present in the
background electrolyte. Also the scan rate was varied and a plot

Figure 1. Ten consecutive voltammograms of NP-carbon derivatised (a)
in the presence of hypophosphorous acid and (b) in the absence of


hypophosphorous acid at 208C
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of peak current against scan rate confirmed that the nitrophenyl
species were confined to the surface of the graphite particles.
Cyclic voltammetry was carried out for the NP-carbon,


derivatised in the absence of hypophosphorous acid at 208C
as described above (Figure 1b). In this case the reduction peak of
‘system 1’ was found to shift tomore negative potentials by 0.22 V
from�0.72 to�0.94 V versus SCE. The peak potentials of system 2
were found to be almost identical in either case. A simple
calculation using the peak area of ‘system 2’ of the NP-carbon
derivatised with and without hypophosphorous acid indicates
that the surface coverage of NP-carbon in the absence of
hypophosphorous acid is more than three times that when
hypophosphorous acid is used. The voltammetric characteris-
ations of NP-GC powder derivatised with and without hypopho-
sphorous were also performed. The voltammetry is almost
identical in terms of both the observed peak potentials and the
shift in peak potential depending on how the material was
derivatised. However the peak areas of both systems 1 and 2, and
hence the surface coverage of nitrophenyl groups are very much
smaller in the case of the derivatised GC powders than the
graphite powders.
The characterisation of AQ-carbon particles was carried out by


immobilizing the particles on a bppg electrode and recording the
cyclic voltammetric response in pH 7 buffer solutions. In the case
of AQ-carbon particles derivatised using hypophosphorous acid
at 208C a reduction peak and the corresponding oxidation peak
were observed at �0.58 V and �0.51 V respectively (Figure 2a) in
a two electron, two-proton almost-reversible redox process
(Scheme 1b). The cyclic voltammograms recorded using
AQ-graphite particles derivatised without hypophosphorous acid
are shown in Figure 2b. Again the reduction and oxidation peaks
were observed at �0.58 V and �0.51 V, respectively. However an
additional reduction and oxidation peak could be observed at
�0.66 V and �0.62 V, respectively. Due to the small difference in
peak potential the two waves could not be fully deconvoluted
and appear as shoulders on the main voltammetric signal. The
cyclic voltammograms recorded for AQ-GC powders made with
and without hypophosphorous acid. The voltammetry is again
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Scheme 2. Mechanistic illustration for the derivatisation of NP-carbon through (a) radical; (b) and (c) cationic intermediates. Note that in addition to


radical–radical coupling, radical–aromatic coupling also may occur directly
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almost identical to that observed at the derivatised graphite
powders except that the surface coverage on the GC powder is
lower than on the graphite powder.
The possible origins of the shifts in peak potentials of the


NP-derivatised carbon powders and the appearance of additional
peaks in the anthraquinone derivatised carbon powders is
discussed in section ‘Discussion’ below.


The effect of varying hypophosphorous acid concentration


To investigate the effect of varying the concentration of
hypophosphorous acid used in the modification of carbon
surfaces using diazonium salts, a series of NP-carbon derivatisa-
tions were carried out at 208C with the concentration of
hypophosphorous acid added varying from 5 to 0.0001M. The
overlaid first scans of NP-carbon derivatised using different
concentrations of hypophosphorous acid are shown in Figure 3.
As the concentration of hypophosphorous acid decreases, the

www.interscience.wiley.com/journal/poc Copyright � 2008

peak potential of system 1 gradually shifts from �0.7 V
(5M H3PO2) to �0.92 V (0.0001M H3PO2) whilst the peak current
gradually increases.


The effect of varying the temperature of the
derivatisation reaction


Figure 4a and b show the first scan of NP-carbon, derivatised with
and without hypophosphorous acid respectively, where the
derivatisation was performed at a range of temperatures from 5
to 708C, whilst Figure 4c and d show the similar behaviour of the
NP-GC powders. Note that the voltammetry was always
performed at room temperature.
In the case of NP-carbon derivatised using hypophosphorous


acid as the reducing agent, a single broad reduction peak is
observed when the derivatisation is carried out at low
temperatures. As the reaction temperature increases up to
208C, the peak becomes larger and a shoulder appears at slightly

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 433–439







Figure 2. Ten consecutive voltammograms of AQ-carbon derivatised (a)


in the presence of hypophosphorous acid and (b) in the absence of
hypophosphorous acid at 208C


Figure 4. Overlaid first scan voltammograms of NP-carbon derivatised


(a) in the presence of hypophosphorous acid and (b) in the absence of
hypophosphorous acid at different temperatures


MODIFICATION OF CARBON MATERIALS USING DIAZONIUM SALTS

more negative potentials than the main reduction peak. Above
208C the peak current again decreases, the peak broadens but
the potential shifts to more slightly more negative potentials. In
contrast, when NP-carbon is made in the absence of hypopho-
sphorous acid the peak current increases with increasing
temperature and the peak becomes narrower and more defined
(at low temperatures the peak is rather broad and ill-defined)
such that at higher temperatures the peak area (and hence the
surface coverage of nitrophenyl groups) remains almost constant.
The peak potential is more negative than when the NP-carbon is
made using hypophosphorous acid. The broad peaks at low

Figure 3. Overlaid voltammograms of NP-carbon, derivatised using


different concentrations of hypophosphorous acid


J. Phys. Org. Chem. 2008, 21 433–439 Copyright � 2008 John W

temperatures likely reflect the fact that the reduction process
involves a complex series of heterogeneous electron transfer
coupled with homogeneous chemistry (concomitant protona-
tion). Similar behaviour is observed at the NP-GC powders as
the NP-carbon powders but again with a reduced surface
coverage.
The surface coverage of nitrophenyl groups on the graphite


surface was calculated using the peak area for the NP-carbon
made with and without the hypophosphorous acid and is plotted
as a function of the reaction temperature in Figure 5. In the
absence of any hypophosphorous acid the surface coverage

Figure 5. Surface coverages of NP-carbon derivatised in the presence


and absence of hypophosphorous acid at different temperatures
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Figure 6. Overlaid first scan voltammograms of AQ-carbon derivatised
(a) in the presence of hypophosphorous acid and (b) in the absence of


hypophosphorous acid at different temperatures
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gradually increases as the reaction temperature increases up to
ca 358C, after which the surface coverage remains almost
constant. However in the presence of hypophosphorous acid the
surface coverage passes through a maximum at ca 208C likely
reflecting competing mechanistic processes (see section ‘Dis-
cussion’). We note from the work of Downard et al.[38] that the
accurate electrochemical determination of the surface groups
can be misleading and that not all nitro groups within a polymer
layer may be electroactive. However what we do see clearly from
Figure 5 is a significant difference in the electroactive surface
coverage of the aromatic nitro groups.
Finally the derivatisation reaction was studied for AQ-graphite


and AQ-GC over a range of different temperatures from 5–508C
again with and without the reducing agent. Figure 6 shows the
corresponding overlaid cyclic voltammograms. When hypopho-
sphorous acid is used as the reducing agent only a single
voltammetric peak is observed for both the AQ-carbon and
AQ-GC and the surface coverage found to limit above ca 208C
whereas in the absence of any reducing a new oxidation and
reduction peak is observed at slightly more negative potentials
that becomes more pronounced as the temperature increases.
Again, for both the AQ-carbon and AQ-GC the surface coverage of
anthraquinonyl groups is always greater when no hypopho-
sphorous acid is used and when the reaction is carried out at
higher temperatures.


Discussion


In the absence of any reducing agent the most likely
decomposition pathway for an aryldiazonium salt is the
entropically favoured loss of dinitrogen resulting in an aryl

www.interscience.wiley.com/journal/poc Copyright � 2008

cation intermediate being formed. In the presence of a mild
reducing agent such as hypophosphorous acid there are two
possible decomposition pathways, one via the cation intermedi-
ate and the other involving the one electron reduction of the
aryldiazonium species, again liberating dinitrogen gas, and
forming an aryl radical intermediate.
Any aryl radicals formed by the action of the hypophosphorous


acid reducing agent can form a carbon–carbon bond with the
H-terminated graphitic carbon surface via a hydrogen abstraction
mechanism as shown in Scheme 2a.[34] Whereas the same
product can also be formed via the electrophilic addition (and
subsequent loss of Hþ) of an aryl cation to the graphitic surface as
shown in Scheme 2b.[39,40] As the same product is formed with
either intermediate then the product can be reduced at the
same potential and it is this structure that is likely responsible for
the voltammetric features observed at slightly more positive
potentials in system 1 in the case of NP-carbon or NP-GC and in
the voltammetry of AQ-carbon or AQ-GC.
There is an alternative reaction that the aryl cation


intermediate can undergo which the aryl radical intermediate
is unlikely to undergo. This is the reaction with surface carboxyl
groups, which are known to decorate the edge-plane defects at
the ends of the graphite sheets in graphite powder and the edges
of the graphitic ribbon structure of GC powder, [41,42] to form
arylester products as shown in Scheme 2c.[43] In a previous report
we have demonstrated that the reduction potential of
4-nitrophenyl groups attached to a carbon surface via the
formation of an ester linkage is shifted slightly to more negative
potentials than if the 4-nitrophenyl groups are directly attached
through a carbon–carbon bond.[34,44] Therefore we speculate
that as the peaks at more negative potentials for both NP- and
AQ-modified carbon powders are only observed when the
hypophosphorous acid reducing agent is not used, then the
modification mechanism must go through an aryl cationic
intermediate and these peaks are attributed to the modification
of the carbon surface through the formation of an aryl ester.
Such a mechanistic rationale as that proposed above explains


the observed voltammetric response when the concentration of
hypophosphorous acid is varied as shown in Figure 3. At high
concentrations of hypophosphorous acid and at modest
temperatures the modification mechanism proceeds predomi-
nantly through a radical intermediate. As the concentration of
hypophosphorous acid decreases the mechanism increasingly
proceeds through two competing pathways, one via the aryl
radical intermediate, the other via the cationic intermediate. Both
radical and cation can form the same C—C bonded product
observed as the peak at more positive potentials, but in addition
the cationic mechanism also allows the formation of
4-nitrophenylester groups via attack at surface carboxyl group
sites. The surface coverage of nitrophenyl groups thus increases,
the peak gets larger and broadens due to the convoluted
contribution of the 4-nitrophenylester groups to the reduction
peak at a slightly more negative potential.
If the mechanism proceeds via the cationic intermediate (i.e.


without H3PO2) the surface coverage increase with increasing
temperature up to ca 358C after which the surface coverage
remains almost constant. We speculate that this likely reflects
either an increase in the rate of decomposition of the
nitrobenzenediazonium salt forming the cation intermediate or
the rate of electrophilic attack of the carbon surface by the cation
intermediate. In the former case the overall yield (as measured by
the surface coverage) of the derivatisation is limited by the rate of
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competing reactions such as solvolysis such that the number of
reactive intermediates in the vicinity of the carbon surface that
can undergo reaction reaches steady state. In the latter case the
surface coverage may be limited by the number of available sites
of attack on the carbon surface.
In the presence of hypophosphorous acid the surface coverage


passes through a maximum at ca 208C probably due to the
increasing rate of competing side reactions such as hydrogen
abstraction by the aryl radical intermediate from the solvent.

CONCLUSION


The mechanism of covalent modification of graphitic carbon
surfaces has been studied using 4-nitrobenzenediazonium and
1-anthraquinonediazonium salts in aqueous media. Depending
on whether hypophosphorous acid is used as a reducing agent or
not themechanism is thought to proceed through either a radical
intermediate or a cationic intermediate. Both mechanistic
pathways can result in the formation of a C—C bond to the
graphite surface, but in the case of the cationic intermediate a
further product can be formed by reaction of the aryl cation
intermediate with surface carboxyl groups to form an ester
linkage to the modifying molecule. The covalent attachment of
the modifier to the carbon surface via an ester linkage alters the
peak potentials observed in the cyclic voltammetry of these
materials, shifting them to more negative potentials.
The derivatisation procedure has been optimised by studying


the effect of temperature and concentration of H3PO2. It is
found that using hypophosphorous the optimum temperature
to achieve the maximum surface coverage is 208C. Higher
surface coverage are always obtained in the absence of any
added hypophosphorous acid with the optimum derivatisation
temperature being in excess of 358C. However this results in the
modifying species attaching to various different reactive sites on
the carbon surface leading to multiple closely separated peaks
and shoulders being observed in the cyclic voltammetric
response of such materials. In the presence of hypophosphorous
acid only one single set of peaks is observed which is
advantageous for electroanalytical applications of the modified
carbon electrodes, for example the voltammetric measurements
of pH using AQ-carbon which rely on accurately measuring
changes in the observed voltammetric peak potential.[13,36]
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The reaction path of the Interacting-State Model

J. Phys. Or

(ISM) is used with the Transition-State Theory (TST) and the
semiclassical correction for tunnelling (ISM/scTST) to calculate the rates of H-atom abstraction from C(11) of linoleic
acid catalysed by soybean lipoxygenase-1 (SLO), as well as of an analogous uncatalysed reaction in solution. The
calculated hydrogen-atom transfer rates, their temperature dependency and kinetic isotope effect (KIE) are in good
agreement with the experimental data. ISM/scTST calculations reveal the hypersensitivity of the rate to protein
dynamics when the hydrogen bonding to a carbon atom is present in the reaction coordinate. Copyright� 2008 John
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INTRODUCTION


The hydroperoxidation of linoleic acid catalysed by soybean
lipoxygenase-1 (SLO), which is formally the abstraction of a
hydrogen atom from the C(11) position of the substrate by the
Fe(III)—OH cofactor, exhibits nearly temperature-independent
rates and kinetic isotope effects (KIE), which are close to 80
at room temperature.[1] Such large and temperature-
independent KIE were recently claimed to be inconsistent with
the Transition-State Theory (TST) view of catalysis. The difficulties
of TST stimulated the formulation of alternative theories.[2–8]


Indeed, this KIE is much higher than that observed in other
H-atom abstractions; for example, that of the HþH2 versusHþD2


hydrogen (deuterium) transfer is only 9.5� 1.4 at 30 8C.[9] The
complexity of enzyme catalysis did not dissuade several groups
of pursuing more sophisticated versions of TST in the treatment
of these systems, to show that tunnelling and recrossing
corrections may account for the extreme behaviours sometimes
observed.[10–14] The enhanced hydrogen tunnelling of the SLO
catalysed reaction lead Klinman and co-workers[15] to propose
that the ‘optimization of enzymes catalysis entails evolutionary
strategies to increase tunnelling for the acceleration of rates’. The
experimental test of this hypothesis with other systems did not
support its generality.[16]


The intense experimental scrutiny of enzyme catalysis is
paralleled by an enormous theoretical and computational effort
to contribute to the advancement of this field. The understanding
emerging from sophisticated computational approaches is that
enzymes are extremely complicated biomolecules both from the
structural and the dynamical point of view. The theoretical study
of the enzyme catalysis is very demanding and requires a lot of
computational time to obtain a quantitative picture of how it
works. Still, in many cases, the reaction energy given by QM/MM
calculations for a given enzymatic reaction may be wrong by

g. Chem. 2008, 21 659–665 Copyright �

10 kcal/mol or more, and the kinetic data they provide only carry
meaningful information on relative rates. Some of the problems
associated with such studies are the need to deal with thousands
of atoms, to represent the solvation waters, the multiplicity of
binding sites and reaction valleys, many conformations, a huge
number of minima and transition state structures, the existence
of multiple steps beyond the simplified Michaelis–Menten
mechanism, the existence of long-range electrostatic inter-
actions.
We have recently shown that the Intersecting/Interacting-State


Model (ISM) associated with semiclassical TST provides a reliable
way to calculate absolute rates of elementary chemical reaction,
notably hydrogen-atom transfers, proton transfers and methyl
transfers,[9,17–20] and offers a chemical understanding of reactivity
in polyatomic systems. ISM deals in a compact manner with the
chemical bonds that are broken and formed in a chemical
reaction, characterizing them by their Morse potentials and
equilibrium bond lengths, and associates their interactions along
a unidimensional reaction coordinate with the reaction energy
and an electronic parameter, the electrophilicity index proposed
by Parr to measure the saturation of the electron inflow between
interacting atoms.[21] Therefore, ISM uses only a small number of
effective parameters, which favours the human ‘understanding’
of reactive processes. In the present paper, we employ ISM/scTST
to account for enhanced tunnelling driven by hydrogen bonding
in the reaction path of an enzymatic reaction where extreme

2008 John Wiley & Sons, Ltd.
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tunnelling effects are found: the proton-coupled electron transfer
(PCET) step in the hydroperoxidation of linoleic acid catalysed by
SLO.

THEORETICAL METHODOLOGY


ISM/scTST calculations


Rate-determining enzymatic H-atom transfers correspond to the
breaking of a C—H bond and the formation, in a synchronous
manner, of another bond, typically an O—H or N—H bond. This
elementary step can be written as


AHþ B �!k Aþ HB (I)


Along the reaction coordinate for the rate-determining step,
there is an increase in the potential energy up to the transition
state, and subsequently a decrease. The reaction energy barrier is
only controlled by the relative energy of the transition state with
respect to the reactants, but in order to properly assess quantum
mechanical tunnelling and primary KIE one requires the entire
barrier shape. This information can be obtained using the ISM.
ISM is based on three fundamental assumptions. The first one


is based on the concept of bond-order conservation along the
reaction coordinate, provided by the BEBO model of Johnston
and Parr[22]


n ¼ nHB ¼ 1� nHA (1)


where nHB is the bond order of the new bond formed in the
products and nHA is the bond order of the bond that is broken in
the reactants.
The classical reaction path of ISM is a linear interpolation


between the Morse curves of HA and HB along the reaction
coordinate


Vcl nð Þ ¼ 1� nð ÞVHA þ nVHB þ nDV0 (2)


where DV 0 is the reaction energy.
The second assumption of ISM is based on the Pauling relation


between bond lengths and bond orders,[23] generalized to
transitions states


l
z
HB � lHB;eq ¼ �a0sc lHA;eq þ lHB;eq


� �
ln nz
� �


l
z
HA � lHA;eq ¼ �a0sc lHA;eq þ lHB;eq


� �
ln 1� nz
� � (3)


where a’sc is a ‘universal’ constant, to relate transition state bond
lengths (lz) to the corresponding bond orders (nz) and to the
equilibrium bond lengths of reactants and products (lHA,eq and
lHB,eq). The scaling by a’sc(lHA,eqþ lHB,eq) reflects the fact that
longer bonds will stretch out more from equilibrium to the
transition-state configurations than shorter ones, and that two
bonds are implicated in the transition state. The value of a’sc was
obtained from the bond extension of the HþH2 system,[24]


a’sc¼ 0.182.
The last assumption concerns the method to account for the


electronic stabilization when A and B—C interact at the transition
state, {A. . .B. . .C}z. The electrophilicity index m proposed by Parr
represents the saturation point for electron inflow as the ratio
between the negative of the electronic chemical potential, mel,
and the chemical hardness, hel, and is a good measure for the

www.interscience.wiley.com/journal/poc Copyright � 2008

extra electronic stabilization of the transition state:[21]


m ¼ �mel


hel
¼ IP þ EA


IP � EA
(4)


where IP is the ionization potential and EA is the electron affinity
of A or B. It increases with the propensity of the ‘ligands’ A and C
to participate in partial electron transfer with the transition state
(low IP and/or high EA), but otherwise leads to no stabilization
(high IP and/or low EA). The electronic saturation further stabilizes
the transition state and was introduced in the ISM reaction
coordinate through a modification of the reactant and product
Morse curves[9,17,18,25,26]


VHA ¼ De;HA 1� exp bHADlHA=m½ �f g2


VHB ¼ De;HB 1� exp bHBDlHB=m½ �f g2
(5)


where De,HA and De,HB are the electronic dissociation energies,
bHA and bHB the spectroscopic constants of the bonds HA and HB.
The maximum along the vibrationally adiabatic path with


respect to the reactants, DVzad, is calculated adding the difference
in zero-point energy (ZPE) to the classical energy at each point
along the reaction path


Vad nð Þ ¼ Vcl nð Þ þ
P
i


1
2 hcni
� �


(6)


where ni are the vibration frequencies of the normal modes
orthogonal to the reaction coordinate. We estimate the
frequencies of the linear triatomic transition state from Wilson’s
equation with the neglect of the interaction between bending
and stretching,[27] using fractional bonds in the {A. . .B. . .C}z


transition state and a switching function to provide the correct
asymptotic limits.[9] The linear relation between symmetric
stretching and bending frequencies in triatomic systems is
employed to estimate the bending frequency from the
symmetric stretching frequency.[9]


The semiclassical TST formulation for a bimolecular rate
constant in the gas phase is[26,28]


k ¼ k Tð Þ kBT
h


Qz
QAHQB


exp �DV
z
ad


RT


0
@


1
A (7)


where k(T) is a tunnelling correction, Qz, QAH and QB are the
partition functions of the transition state and reactants,
respectively. For the rate-determining transformation of the
enzyme–substrate complex into the products the above
expression can be written as


k ¼ k Tð Þ kBT
h


Qz
QES


exp �DV
z
ad


RT


0
@


1
A (8)


where the partition function of the reactants, QES, should be
similar to that of the transition state because they differ mostly in
the extent of the C—H bond extension. Thus, the classical
pre-exponential factor of Eq (8) can be written as kBT/h, and has
the numerical value of 6� 1012 s�1 at room temperature. As will
be discussed further below, PCETs tend to be nonadiabatic and
the actual value of the classical pre-exponential factor in Eq (8)
does not affect the calculations presented in this work.
The vibrationally adiabatic path of Eq (6) with the modified


Morse curves of Eq (5) and the electrophilicity index of Eq (4)
gives the barrier necessary for rate constant calculations with Eqs
(7) or (8). The tunnelling correction for that path is calculated with
the semiclassical approximation of Truhlar and Garrett.[29] When
H-bonds are present along the reaction coordinate, the reaction
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Scheme 1. H-atom abstraction at C(11) of linoleic acid by the cumylper-


oxyl radical


Table 1. Bond lengths, bond dissociation energies, vibrational frequencies of the molecules and ionization potentials and electron
affinities of the radicals employed in the calculation of the energy barriersa


leq (Å) D0
298 (kcal mol�1) ve (cm


�1) IP (eV) EA (eV)


C6H6 1.101 113.1 3062 8.32 1.096
H2O 0.9575 119.0 3657 13.017 1.8277
(CH3)3COOH 84.2b 1.196b


HOOH 0.95 88.2 3608 11.35 1.078
CH2


——CHCH2CH——CH2 1.110 76.6c 2982 7.25


a Gas phase data; boldface letters indicate where the radical is centred after the bond to the hydrogen atom is broken; data from ref
[35] and http://webbook.nist.gov or http://srdata.nist.gov/cccbdb/, except where noted.
b Ref.[36]
c Ref.[37]
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path must be modified to include the presence of H-bonded
complexes.
We have shown[17] that the Lippincott–Schroeder (LS)


potential,[30] which gives an analytical relation between the
H-bond binding energy (D0,AHB) and the AB distance in the
H-bonded complex (leq,AHB), can be included in the reaction path
of ISM without loss of chemical insight. The H-bonded complex
can be regarded as an incipient atom transfer, with a
significant bond order between the hydrogen atom and the
base (nH. . .B> 0.1). Therefore, when the rate-determining step is
the conversion from precursor to successor complexes, we need
only to consider the path connecting these complexes
(nH. . .B< n< 1�nH. . .A). The energy barrier, in this case, is the
difference between the maximum along this path (i.e., the
transition state energy) and the minimum of the precursor
complex.
In the breaking of a C—H bond in an enzyme-catalysed


reaction, it is particularly important to assess the ability of the
carbon atom to engage in a hydrogen bond with nitrogen or
oxygen atoms. If we consider that H-bonding occurs when the
distance between the proton and the acceptor atom is shorter
than the sum of their van der Waals radii, a survey of crystal
structures revealed that many systems meet this criterion for
H-bonding between carbon acids and oxygen bases.[31] It is more
likely to observe H-bonding to a carbon atom in a less polar
environment, like in an enzyme, especially if the acceptor atom is
charged or strongly polarized.[32] A remarkable example is
the C—H. . .O contact between 1,2-diethylnylbenzene and
a triphenylphosphine-water aggregate, leq,CHO¼ 3.02 Å , achieved
through the polarization of the water molecule by its hydrogen
bonding to two triphenylphosphine oxide molecules.[33] Accord-
ing to the LS potential, this should correspond to D0,CHO¼ 1.5
kcal/mol. The (C—H. . .O) distance in the SLO/linoleic acid
complex was estimated as lCO¼ 2.88[4] or 2.95 Å ,[10] and suggests
an even stronger H-bond between the C(11) position of the
substrate and SLO. Such a significant H-bond energy involving a
CH bond has been explained by the strong electron withdrawal
effect of the nearby Fe(III) ion.[3]


The rate calculations presented in this work require the data on
Morse potentials and electronic properties of reactants and
products presented in Table 1. In addition, the assessment of
H-bonding in the reaction path requires information on the
structure of the enzyme. With these data, the calculations
take less than a second per temperature. An internet free-access

J. Phys. Org. Chem. 2008, 21 659–665 Copyright � 2008 John W

site developed for ISM/scTST calculations[34] was used for all the
rate calculations presented here. The supporting information
includes the input files used in the internet calculations, as well as
the most relevant data of the output files generated by such
calculations.

RESULTS AND DISCUSSION


Uncatalysed H-atom abstraction from unsaturated
fatty acids


H-atom transfers from unsaturated fatty acids by the cumylper-
oxyl radical in proprionitrile provide a good ground to clarify the
mechanism of H-atom abstractions from C(11) of linoleic acid
taking place in SLO. The peroxyl radical was first formed via a
radical chain process and it was seen that its decay rate was
accelerated in the presence of unsaturated fatty acids over an
extended temperature range.[38] Scheme 1 shows the rate-
determining step of the peroxyl radical decay in the presence of
linoleic acid.
The ISM reaction coordinate for this H-atom transfer can be


built from the C—H bond of 1,4-pentadiene to represent the
equivalent C—H bond of linoleic acid, and with the O—H bond of
tert-butyl hydroperoxide to represent the OH bond of cumyl
hydroperoxide. The Morse parameters available for these CH and
OH bonds are presented in Table 1. We were unable to find the
O—H bond length and vibrational frequency of (CH3)3COOH, and
replaced them by the data available for hydrogen peroxide. This is
not expected to affect meaningfully our calculations because
minor changes in bond lengths tend to be compensated by
opposing changes in vibrational frequencies (or force con-
stants).[19] In these calculations we also replaced the ionization
potential of the tert-butyl peroxyl radical by that of the
hydroperoxy radical, but this is immaterial because the calculation
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Table 2. Parameters employed in the ISM reaction coordinate of AHþ B!AþHB H-atom transfers, and corresponding ISM/scTST
rates


AH HB DG0 kcal/mol
Reactant
model


Product
model m D0(AHB) kcal/mol kISM kexp


CPh(CH3)2OOH Linoleic a. �11.6 HOOH (CH2
——CH)2CH2 1.349 — 1.9� 104 3.9a


SLO (linoleic a.) SLO (13-HPOD) �5.5 C6H6 H2O 1 1.87; 1.87 5.4� 102b 3.3� 102c


a First-order rate constant, at �30 8C from Ref.[38]
b Nonadiabatic PCET calculated with a frequency factor of 3� 1011 s�1.
c At 25 8C, from Ref.[2]
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of m for H-atom abstractions is governed[9] by the species of
lowest IP, which is the 1,4-pentadie-3-yl radical, and highest
electron affinity, which is the tert-butyl peroxyl radical.
With the data discussed above, we obtained DV 0


ad ¼
�11.6 kcal/mol and DVzad ¼ 6.6 kcal/mol. The experimental acti-
vation energy from measurements between �70 and �30 8C is
5.2 kcal/mol. The calculated barrier is in very good agreement
with the activation energy because the tunnelling correction
increases from 8 at �30 8C to 21 at �70 8C and reduces the
temperature dependence of the rates. In fact, the activation
energy obtained by the Arrhenius plot of the calculated rates is
4.6 kcal/mol. The tunnelling correction is probably overestimated
at low temperatures because the experimental KIE increase from
6.0� 0.5 at �30 8C to 6.8� 0.6 at �60 8C, whereas the calculated
values increase from 8 to 13, when the difference in frequency
factors between the isotopes is neglected.[18,39] The agreement
between calculated and experimental activation energies is
within the average error of 0.96 kcal/mol previously obtained for
100 H-atom transfers in the gas phase and in solution.[9]


The H-atom transfer rate constant for this reaction must be
calculated with Eq (7), which requires the calculation of partition
functions of polyatomic species. We have shown that a typical
value for pre-exponential factors of polyatomic reactions in the
gas phase is 5� 108M�1 s�1.[9] However, the experimental data
for this reaction in proprionitrile indicate that the pre-exponential
factor is 2 orders of magnitude smaller than this. The sizes of the
reactants in this bimolecular reaction are much larger than the
sizes of typical reactants studied in the gas phase, and it is not
surprising that the pre-exponential factor of a polyatomic gas
phase reaction leads to an overestimate of the rate of
H-abstraction of linoleic acid by the cumylperoxyl radical. Indeed,

Scheme 2. PCET in the hydroperoxidation of linoleic acid catalysed by SLO
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at�30 8C we calculate 6� 103M�1 s�1 and the experimental rate
is 3.9M�1 s�1 (Table 2).


Soybean lipoxygenase-1


The formal H-atom abstraction of linoleic acid by SLO, Scheme 2,
is a PCET, where the electron is transferred from the p-system of
the linoleic acid (pD) to the iron (FeA) and promotes the transfer of
the proton from the C(11) carbon atom of linoleic acid to the
oxygen atom of the Fe-bound OH ligand. The thermodynamic
preference of SLO for a PCET pathway to the hydroperoxidation of
linoleic acid rather than for a pure H-atom transfer has been duly
appreciated.[2,40] Whereas a H-atom transfer is an adiabatic
reaction, described by a smooth-potential energy surface with a
strong interaction between the bonds breaking and forming at
the transition state, a proper transition state and amenable to TST
calculations, an outer-sphere electron transfer has a very small
electronic coupling between the reactants, which is the source of
its nonadiabaticity. The supposed nonadiabaticity of this PCET
motivated its treatment with radiationless transitions theories
based on the golden rule of quantummechanics.[3–7] In adiabatic
reactions, the overlap of vibronic wavefunctions gives rise to
nuclear tunnelling and is incorporated as a pre-exponential
correction to the TST rate expression, Eq (7), while retaining
the classical frequency of the nuclear motion along the reaction
coordinate, nN� kBT/h.
The nonadiabatic transfer of an electron over a large distance


reduces its effective electronic frequency below nN,
[41] and the


effective electronic frequency becomes the reaction fre-
quency.[42–44] In the case of SLO catalysis of the hydroperoxida-
tion of linoleic acid, the pD-FeA distance obtained from docking
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Figure 1. Classical and vibrationally adiabatic paths of ISM (dashed and


solid lines, respectively) for the PCET of linoleic acid by SLO (thick lines),
and for the hydrogen abstraction of 1,4-pentadiene by hydroperoxy


radical (thin lines)


HYDROPEROXIDATION OF LINOLEIC ACID BY SLO-1


6


calculations is 5.69 Å and the FeA—O bond length is 1.86,[4] which
lead to an edge-to-edge electron donor–acceptor distance of
Dr� 4 Å. Edge-to-edge distance, rather than centre-to-centre
distances, are employed for consistency with earlier work on
electron transfer reactions.[41] Electron tunnelling through a
square-potential barrier gives an effective electron frequency in
the form


n ¼ nel exp �belDrð Þ (9)


where nel¼ 1015 s�1 and the electronic decay coefficient can be
expressed as[41,42]


b ¼ � 2


�h


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2me


F0


n2D


s
(10)


The energy of the electron in the donor (F0¼ 2.3 V vs. NHE),[4]


the refractive index of the intervening medium (nD¼ 1.33 as in
water) and the electron mass at rest (me) suffice to calculate the
electron tunnelling decay coefficient of this system, bel¼ 2.0 Å�1.
This is only slightly higher than than measured for MTHF glass
in other electron-transfer systems, 1.57–1.75 Å�1.[45] With
bel¼ 2.0 Å�1 and Dr� 4 Å , we calculate a distance-dependent
nonadiabatic factor of 3� 10�4. This factor multiplied by the
frequency of the electron in the donor, 1015 s�1, gives a reaction
frequency 20 times smaller than that of TST. This is the source of
nonadiabaticity of this reaction, and we employ the nonadiabatic
frequency factor of 3� 1011 s�1 in the place of the usual TST
frequency, kBT/h, for SLO catalysis.
As mentioned before, the crystallographic (CH. . .O) distance


in the SLO/linoleic acid complex obtained by docking calcula-
tions[4] is virtually identical to that observed in the
1,2-diethylnylbenzene/triphenylphosphine-water aggregate and
taken as evidence for the existence of (CH. . .O) hydrogen
bonds.[31] According to the LS potential, lCO¼ 2.96 Å gives
D0(CHO)¼ 1.87 kcal/mol and a H-bond stretching frequency of
167 cm�1, consistent with the available data. The strong electron
withdrawal effect of the nearby Fe(III) ion removes electron
density away from the reaction coordinate, contributing both to
the formation of a significant hydrogen bond and making m
approach to unity.
ISM calculations also require Morse curve parameters to


represent the OH and CH bonds involved in the reaction
coordinate. Appropriate models are the O—H bond of H2O and
the C—H bond of benzene, because they typify the reactive
bonds and give an adiabatic reaction energy of �5.5 kcal/mol,
identical to the experimental DG0.[4] Using the Morse curves of
these bonds with the data in Table 1, the LS potential for a
1.87 kcal/mol (CH. . .O) H-bond, the nonadiabatic frequency factor
3� 1011 s�1, m¼ 1, and DV0ad ¼�5.5 kcal/mol, we obtain a ISM/
scTST rate of 540 s�1 and a KIE of 44 at 25 8C, in good agreement
with the experimental values, kcat¼ 327� 14 s�1 and kH/
kD¼ 76.[2] The large KIE results from a thin and high-energy
barrier that leads to an extraordinary tunnelling correction of 100
at 25 8C. The barrier topography of this electron-coupled proton
transfer is illustrated in Fig. 1.
This figure also represents the reaction path of the uncatalysed


H-atom abstraction by the cumylperoxyl radical, which does not
go through a H-bonded complex. In this case, barrier is wider and
gives rise to normal tunnelling corrections and KIE. The
comparison between the catalysed and uncatalysed reactions
shows that the latter reaction is slightly more exothermic, but the
presence of an H-bond in the reaction coordinate of the catalysed
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reaction is decisive in making it faster. Additionally, this H-bond
leads to a thinner barrier, enhanced tunnelling and KIE,
susceptibility to protein motion and selectivity.
It must be emphasized that a reasonably lower frequency


factor and a stronger (CH. . .O) bond would bring the calculations
into better agreement with the experimental data, but the
objective of this work is not to fit parameters to the kinetic data.
We are more interested in exploring the insights into enzyme
catalysis that ISM/scTST calculation may offer, and the first
conclusion from these results is that the TST view of catalysis is
not incompatible with the large KIE observed at room
temperature.
A detailed analysis of the temperature dependence of the rates


in SLO catalysis must acknowledge the fact that, as the
temperature increases, the protein expands and three factors
contribute to decrease kcat. The expansion of the protein
increases the distance between the p-system of the linoleic acid
and the iron reduces the refractive index of the intervening
medium, and increases the distance between the CH and O
atoms. The first two factors lead to a more pronounced
nonadiabatic behaviour with an increase in temperature, which
can be estimated from the thermal expansion of proteins and
from the dependence of the refractive index on the temperature.
We have made similar estimates for the reactive centre of
photosynthetic bacteria using the linear thermal expansion of
metmyoglobin, 115� 10�6 K�1,[46] and a temperature depen-
dence of the refractive index typical of liquid solvents,
4.5� 10�4 K�1.[42] Taking the same coefficients for SLO, we
calculate a 10% decrease in the pre-exponential factor as the
temperature is increased from 25 to 50 8C. This is a relatively small
change and will not be considered further. However, the increase
in the distance between the CH and the O atoms with an increase
in temperature decreases the H-bonding energy and has a
significant impact on the rates. For example, an increase in lCO of
0.001 Å per degree from 5 to 50 8C corresponds to a decrease in
D0 from 2.09 kcal/mol at 5 8C to 1.66 kcal/mol at 50 8C. As shown
in Fig. 2, the H-bonding dependence on the temperature
decreases the temperature dependence of the calculated
reaction rates and brings them in good agreement with
experimental data. The remarkable sensitivity of the PCET rate

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


6
3







Figure 2. Temperature dependence of PCET in the hydroperoxidation of


protio-linoleic acid (upper data) and deutero-linoleic acid (lower data)


catalysed by SLO. The dashed lines represent the rates of ISM/scTST
calculations with the reaction energy of �5.5 kcalmol�1, and constant


pre-exponential factors (3� 1011 s�1) and H-bond energies (D0(CHO)¼
1.87 kcal/mol). The full lines represent similar calculations with expansion-


dependent H-bond energies
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to lCO is mostly due to the sensitivity of H-tunnelling to this
distance. Increasing lCO by 0.025 Å reduces the tunnelling
correction by 25%, and removing the H-bond from the reaction
coordinate reduces the rate by a factor of 40 at 25 8C. This
sensitivity enhances the role of protein dynamics in promoting, or
suppressing, catalysis in this system. In fact, this sensitivity to the
H-bond length can also be regarded as a dependence on the
H-bond stretching frequency, because the two are interrelated by
the LS potential. The H-bond frequency decreases from 184 cm�1


for lCO¼ 2.94 Å to 167 cm�1 for lCO¼ 2.96 Å , which is yet
another example of how structure and dynamics are connected.
The role of the H-bond frequency as the promoting mode of the
enzymatic reaction is consistent with the simulations by Sutcliffe
and co-workers, which identified a promoting vibration, with a
frequency of 165 cm�1, as the ‘gating’ motion from a CH bond of
tryptamine to an oxygen atom of aromatic amine hydrogenase.
It is interesting to put these results in perspective referring to


the data reported by Carey on the C——O stretching frequencies,
bond lengths and H-bonding strengths of serine proteases. The
hydrolysis of peptide bonds by this class of enzymes proceeds via
an acyl enzyme intermediate, and the downshift in the carbonyl
frequency by 54 cm�1 was correlated with an increase in the
C——Obond length by 0.025 Å , an effective H-bonding strength of
14 kcalmol�1 and an increase in the deacylation rate by a factor
of 104.[47] It must be noted that, in these systems, a longer C——O
bond length corresponds to a shorter, and stronger, H-bond.
These data reinforce our conclusions on the substantial
acceleration produced by H-bonding when it occurs along the
reaction coordinate of enzyme catalysis.

CONCLUSIONS


H-atom transfer rates in enzyme catalysis depend on the same
parameters of H-atom transfers in the gas phase and in solution.
The specificity of C—H bond breaking by SLO is the
nonadiabaticity of the electron transfer associated with the

www.interscience.wiley.com/journal/poc Copyright � 2008

cleavage of the C—H bond, and the presence of a C—H. . .O bond
along the reaction coordinate. The nonadiabatic electron transfer
associated with PCET reaction reduces the effective reaction
frequency. This carries a penalty in terms of reaction rates, but is
compensated by more favourable thermodynamics.
The presence of the H-bond leads to a thinner reaction barrier,


enhanced H-tunnelling and a remarkable sensitivity to protein
dynamics. Tunnelling corrections at room temperature usually
range from 2 to 15, but in enzyme catalysis through H-bonded
reactive bonds the tunnelling corrections may increase the rates
by three orders of magnitude. The rates, KIEs and temperature
dependences of the hydroperoxidation of linoleic acid catalysed
by SLO have been shown previously to be very sensitive to the
distance between donor and acceptor atoms and to be
influenced by protein dynamics.[2–8] ISM/scTST calculations
assign the nearly temperature-independent rates and KIE to
temperature-dependent reaction barriers due to changes in
H-bond energy.
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INTRODUCTION


In a recent publication,[1] the aromaticity of the pyran ring in
selected hydroxypyrones (pyromeconic acid – 3-hydroxy-4H-
pyran-4-one, maltol – 3-hydroxy-2-methyl-4H-pyran-4-one and
ethylmaltol – 3-hydroxy-2-ethyl-4H-pyran-4-one) has been stu-
died theoretically. In this work, the p-electron delocalisation in
the OCCO fragment of these compounds (as in Fig. 1) is
investigated with meticulous attention. The oxygen atoms of this
group are responsible for metal ion binding in many hydro-
xypyrone–metal complexes with strong biochemical and
pharmacological activity.[2] This is why our attention is focused
on the problem of how physicochemical properties of the OCCO
group can influence the properties and stabilities of formed
chelate compounds. In order to expand our studies, the charged
forms of the studied ligands have also been taken into account.
Hydroxypyrone anions are created by deprotonation of the
hydroxyl group, while cations result from protonation of the keto
group.[3]


Aromaticity, introduced by Kekule,[4] is a very important
concept in chemistry. It is a milestone in the explanation of
structure, stability and reactivity of many groups of chemical
compounds. Unfortunately, aromaticity is not an observable
quantity (that means it cannot be measured directly). Thus, it is
difficult to elaborate its strict definition. Therefore, during past
years many criteria were used for the aromaticity description. The
aromaticity definition proposed by Schleyer and Jiao[5] stated
that: ‘Compounds which exhibit exalted diamagnetic suscepti-
bility are aromatic. Cyclic electron delocalisation also may result
in bond length equalisation, abnormal chemical shifts and

g. Chem. 2008, 21 207–214 Copyright �

magnetic anisotropies, as well as chemical and physical pro-
perties which reflect energetic stabilisation’. In other words,
aromaticity originates from cyclic p-electron delocalisation (ring
current) that generates some so-called aromatic properties.
These specific magnetic, geometric and energetic properties are
the base for defining many aromaticity indices.[6] They are widely
used in quantitative studies of this phenomenon. Aromaticity
indices used in this work are described in the Section
‘Computational Details’.
Aromatic rings can be built from different kinds of elements.


First of all, aromaticity can exist in unsaturated rings consisting in
carbon atoms only. On the other hand, in heterocyclic rings
where at least one carbon atom is replaced by another suitable
element (O, N, S or others), heteroaromaticity is expected.
Metalloaromaticity is the manifestation of aromatic properties
in chelates where a metal ion is the essential part of the ring

2008 John Wiley & Sons, Ltd.
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Figure 1. Molecular structures of the investigated compounds. Atoms


building up the OCCO fragment are bolded
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as introduced by Calvin and Wilson in 1945.[7] Nowadays, the
importance of understanding metalloaromaticity increases
because it is very useful in the explanation of many essential
properties of metal complexes with organic ligands.[8] Metalloar-
omaticity of oxovanadyl complexes with maltol and kojic acid
has been recently documented.[9] In this work, the attention is
focused on the phenomenon of quasiaromaticity. Quasiaromatic
pseudo-rings with hydrogen bonds (H-bonds) can appear in
cyclic systems in which the C——C—C fragment (or analogical
fragment including heteroatoms) has been formally replaced by
the A. . .H—D group (A and H—D are the proton donor and
acceptor, respectively).[10]


Several phenomena, crucial for electron delocalisation in
studied compounds, are considered in this work. First of all,
the determination of the p-electron delocalisation levels of the
OCCO group in various hydroxypyrone forms is calculated and
discussed. These data are necessary (i) for future studies of metal-
induced aromaticity in chelates of investigated ligands (ii) to
know whether the p-electron delocalisation levels in the OCCO
spacer of hydroxypyrones follow the order established previously
for their heterocyclic pyran rings[1] and (iii) finally, to discuss the
problem of quasiaromaticity as a proper term to describe such
H-bonded ‘five’-membered OCCO—H . . . pseudo- rings.


COMPUTATIONAL DETAILS


The geometries used for the evaluation of quasiaromaticity/
p-electron delocalisation in the OCCO group of hydroxypyrones
are the same as determined in previous work[1] considering
heteroaromaticity of their pyran rings. These geometries were
calculated at HF,[11] SVWN,[12] B3LYP[13] and B1LYP[14] levels. The
6-311þþG(d,p) basis set[15] was used in all cases.
Aromaticity indices, employed in the previous study


(NICS(0),[16] HOMA,[17] EN[18] and GEO[18]) are used also in this
work. The only exception is the I6 index.


[19] It can be calculated for
full rings with carbon and hetero atoms only. Thus, it cannot be
employed for evaluating the aromaticity of a quasi-ring including
a H-bond. Instead of it, another index from the NICS family,
NICS(1) is used.[20]


NICS indices are defined as theoretically computed negative
values of the absolute magnetic shielding. The difference
between NICS(0) and NICS(1) is in the point where the magnetic
shielding is calculated. NICS(0) value is determined in the
geometrical centre of the (potentially) aromatic system while
NICS(1) value is obtained 1 Å above the centre of the mean
aromatic plane (in order to avoid the influence of sigma
electrons). In this work, NICS(0) values are calculated in the
geometric centre of the four heavy atoms (two oxygen and two

www.interscience.wiley.com/journal/poc Copyright � 2008

carbon atoms) that form the studied pseudo-ring while NICS(1)
values are obtained 1 Å above the plane of these atoms. In order
to compare the values obtained for the anions and cations to
those of neutral molecules, NICS values have to be determined for
(more or less) the same point in the molecular space. Due to the
fact that there is no H-bond in the hydroxypyrone anions (since
the proton dissociates from the hydroxypyrone molecule
when the anion is formed, as in Fig. 1), the hydrogen atom
involved in the intra-ring H-bond is neglected in the determi-
nation of the point where NICS values are calculated. The NICS(0)
value for the aromatic reference molecule, that is benzene, is
about �10, and for antiaromatic reference system, cyclobuta-
diene, it is about 28. In general, the more negative the NICS (both
NICS(0) and NICS(1)) value is observed, the stronger the
aromaticity is expected. For magnetic property calculations,
the gauge independent atomic orbitals (GIAO) method is used.[21]


Indices of aromaticity based on the geometric criterion depend
solely on bond lengths in the studied systems that are relatively
easy to obtain from experiment or theory. Among them, HOMA
index is the best method. Several years ago,[18] two different ways
of dearomatisation were discovered inside HOMA index: bond
elongation (sub-index EN) and bond alternation (sub-index GEO).
The HOMA, EN and GEO indices were defined as follows:


HOMA ¼ 1� aðRopt � RaveÞ2 � a=NSðRave � RiÞ2


¼ 1� EN� GEO


In this equation, Ropt, Ri and Rave are optimal bond length, bond
length in the real system and average bond length in the studied
system, respectively. N is the number of bonds taken into the
summation while a is an empirical constant fixed to provide
HOMA¼ 0 for a model system (Kekule structure of benzene with
bond lengths equal to the reference single and double bonds
used for Ropt determination).
In the neutral molecules and cations of the investigated


compounds, there is an intramolecular H-bond. Several methods
of estimation of H-bond strength based on Quantum Theory of
Atoms in Molecules (QTAIM)[22] are used in this work. They are:
charge density (r), its curvature perpendicular to the molecular
plane (l3), Laplacian of the charge density (52r) and energy
density (H) determined for the intramolecular H-bond critical
point[23,24] or the critical point of the ring formed by intra-
molecular hydrogen bonding.[25] It was found that weak HBs
show both 52r and H> 0, medium HBs show positive Laplacian
values connected with negative energy density and finally
strong HBs are characterized by negative 52r and H values. All
AIM properties presented here have been calculated using
the AIMPAC package.[26] Additionally, in papers mentioned above
enthalpy of some reactions were employed to evaluate the
H-bond strength. After small modifications, they are used in this
paper, as in Fig. 2. The simplest choice is the enthalpy difference
between two rotamers, one in which the intramolecular H-bond
is present and the second in which the intramolecular H-bond
is destroyed by the proton rotation of about 1808 along the
carbon oxygen bond (as in reactions 1 and 2). However, on going
from one rotamer to another, we do not only eliminate the
intramolecular H-bond, but we also introduce the O. . .O
non-bonded interaction. Therefore, the energy gap between
both rotamers is not a strict measure of the H-bond strength.
Consequently, more complicated reaction types (3–5) are
preferred. Another method used for the HB energy determination
is the Lippincott–Schroeder (L–S) model.[27] With this empirical
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Figure 2. Reaction schemes used for estimation of hydrogen bond strengths
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model (modified later by Reid[28]), the HB energy can be
computed if the position of the hydrogen atom is known.


RESULTS AND DISCUSSION


Aromaticity/p-electron delocalisation data for the OCCO part of
pyromeconic acid, maltol and ethylmaltol (neutral molecules,

Table 1. Aromaticity data for pyromeconic acid (6-311þþG(d,p)


Aromaticity index HF


Neutral molecule
HOMA �0.09
GEO 0.87
EN 0.22
NICS(0) �4.66
NICS(1) �3.14


Cation
HOMA 0.63
GEO 0.07
EN 0.30
NICS(0) �7.94
NICS(1) �3.51


Anion
HOMA �0.70
GEO 1.59
EN 0.11
NICS(0) �0.79
NICS(1) �2.24
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cations and anions) are shown in Tables 1–3, respectively. Values
obtained for different ligands are very similar comparing
the same ligand form at the same computational level. It is
not surprising since independence of the aromaticity level on the
substituent effect was also observed in the previous study where
the aromaticity of hydroxypyrone-pyran rings were examined.[1]


That is why electron delocalisation properties are graphically

basis set)


SVWN B3LYP B1LYP


0.43 0.05 0.04
0.35 0.55 0.57
0.22 0.40 0.39


�4.85 �4.21 �4.22
�3.57 �3.17 �3.17


0.67 0.46 0.39
0.03 0.04 0.08
0.30 0.50 0.52


�7.67 �7.61 �7.61
�3.92 �3.31 �3.31


�0.15 �0.51 �0.50
0.97 1.22 1.22
0.18 0.29 0.28


�0.54 �0.47 �0.45
�2.14 �2.01 �2.00
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Table 2. Aromaticity data for maltol (6-311þþG(d,p) basis
set)


Aromaticity index HF SVWN B3LYP B1LYP


Neutral molecule
HOMA �0.08 0.48 0.17 0.05
GEO 0.85 0.30 0.48 0.55
EN 0.24 0.22 0.35 0.40
NICS(0) �4.80 �4.95 �4.35 �4.37
NICS(1) �3.15 �3.53 �3.23 �3.20


Cation
HOMA 0.68 0.71 0.47 0.45
GEO 0.06 0.03 0.04 0.07
EN 0.26 0.26 0.49 0.48
NICS(0) �8.14 �7.96 �7.83 �7.83
NICS(1) �4.27 �3.93 �3.37 �3.38


Anion
HOMA �0.58 �0.01 �0.41 �0.40
GEO 1.46 0.84 1.12 1.12
EN 0.12 0.17 0.29 0.28
NICS(0) �0.94 �0.77 �0.54 �0.55
NICS(1) �2.26 �2.19 �2.03 �2.04
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presented for the pyromeconic acid only, as in Fig. 3(a)
(NICS(0)), (b) (NICS(1)) and (c) (HOMA). From the present data,
one very important conclusion can be simply evaluated. The
order of the electron delocalisation in the OCCO group is exactly
the same as the aromaticity order determined previously for
pyran ring in studied compounds.[1] As previously observed, the
p-electron delocalisation is the highest, moderate or the lowest
for the cations, neutral molecules or anions, respectively.
Inside the HOMA model, the tendencies of EN and GEO


sub-indices are completely different (as in Fig. 3(d)). The EN part

Table 3. Aromaticity data for ethylmaltol (6-311þþG(d,p)
basis set)


Aromaticity index HF SVWN B3LYP B1LYP


Neutral molecule
HOMA �0.07 0.47 0.03 0.05
GEO 0.84 0.31 0.54 0.55
EN 0.23 0.22 0.43 0.40
NICS(0) �4.45 �4.39 �4.23 �4.24
NICS(1) �3.08 �3.48 �3.22 �3.23


Cation
HOMA 0.56 0.66 0.43 0.44
GEO 0.14 0.04 0.06 0.06
EN 0.30 0.30 0.51 0.50
NICS(0) �8.10 �7.74 �7.75 �7.75
NICS(1) �3.83 �3.62 �3.27 �3.29


Anion
HOMA �0.59 �0.02 �0.39 �0.39
GEO 1.48 0.85 1.11 1.12
EN 0.11 0.17 0.28 0.27
NICS(0) �0.87 �0.52 �0.47 �0.52
NICS(1) �2.18 �2.12 �1.94 �2.00
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decreases from cations to neutral molecules and anions while the
GEO part increases in the same order. The lowest (close to zero)
GEO values are predicted for cations while the highest are
calculated for anions. If the same computational level is
considered, calculated GEO values are always larger than EN
for neutral molecules and anions. In the case of cations, the EN
part dominates.
It is easy to note that the NICS values do not depend very


significantly upon the method used for calculation. Neverthe-
less, some non-negligible dissimilarities are observed. A different
situation is obtained for the HOMA index. In general, it seems that
the values of HOMA index are highly sensitive to rather subtle
geometry changes predicted by different levels of theory. In
particular, HOMA values calculated using the SVWN geometries
are very different from the others. Data provided by this
computational scheme for hydroxypyrone anions are close to the
values estimated by other methods for neutral molecule. A similar
behaviour was observed previously for the heterocyclic rings of
the studied compounds.[1] Such a large dependence of the
HOMA values on the method of calculation reveals that if anyone
wants to use HOMA indexes for comparing the aromaticity levels
of different compounds, the same method of calculations must
be rigorously used for all of them.
Aromaticity in the pyran ring is compared with the p-electron


delocalisation level in the OCCO group in Fig. 4. Again, only the
pyromeconic acidmolecule is presented. The levels of aromaticity
in the heterocyclic ring and in the p-electron delocalisation in the
OCCO spacer determined by HOMA method are comparable for
all hydroxypyrone forms. In the case of NICS(0), a small deviation
(a slightly higher aromaticity is suggested in the pyran ring) is
observed for neutral molecule. NICS(1) calculations predict
always larger electron delocalisation in the pyran ring than in
the OCCO part.
Finally, we want to analyse if the discussed pseudo-rings can be


classified as quasiaromatic systems. This group fulfils the formal
definition presented in the Introduction. But there is an additional
criterion for quasiaromatic compounds: the p-electron deloca-
lisation in the quasiaromatic system should depend on the
strength of the H-bond in the quasi-ring.[29] It means that the
appearance of a ring current (essential for the aromaticity
definition), is possible and the p-electron delocalisation is not
restricted to the heavy atoms of the discussed group only.
As it was mentioned in the Computational Details, some AIM


properties and enthalpies of reactions are useful for the
determination of the intramolecular H-bond energies. Results
of such calculations are juxtaposed in Table 4 (enthalpies) and
Table 5 (AIM properties). Calculated enthalpies strongly suggest
that the strength of the intramolecular H-bond in the neutral
molecules is much higher than that in the studied cations. This
result is supported by the electron density analysis of the
investigated neutral and positively charged species. In all neutral
molecules, intramolecular H-bond critical points and critical
points of the ring closed by this bond have been found. Collected
properties of these critical points show that the energy of the
intramolecular HB in neutral hydroxypyrones is not strong. For
cations, intramolecular H-bond interactions are so weak that no
critical point connected with them are observed.
In order to know whether there is any dependence between


the H-bond strength and electron delocalisation level in the
OCCO group, we have checked structures of all these types of
hydroxypyrones that are deposited in the Cambridge Structural
Database (CSD).[30] Twenty-one experimental structures of
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Figure 3. PI-electron delocalisation properties of the OCCO group (pyromeconic acid, 6-311þþG(d,p) basis set)
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neutral hydroxypyrones have been found (sometimes one
compound is represented by its several polimorphs observed
in the solid state). There is only one cationic structure (maltol
cation) and no anionic one. Thus, using experimental data there is
no possibility to perform such a study for charged hydroxypyrone
species. Here arises a new problem, whether experimental
geometries are the best choice to study such a relationship. They
are affected by solid-state effects, which can disturb and hide the
potential dependence of electron delocalisation and H-bond
strength. Lattice forces may modify the O. . .O distances quite
easily since the modifications of the hydrogen bridged
geometries require much less energy than stretching or
lengthening of normal molecular bonds. In addition, creation
of the intermolecular H-bonds is familiar in the crystal structures
of the studied compounds. Because of that, we decided to

Figure 4. Comparison of aromaticity in the heterocyclic ring and p-electron d


molecule (6-311þþG(d,p) basis set)
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perform some theoretical calculations for isolated neutral
molecule, cation and (additionally) anion of pyromeconic acid.
Usually, during such calculations, the intramolecular H-bond
interactions are changed by setting an O. . .O distance slightly
shorter or longer than that in equilibrium and optimising all the
other geometrical parameteters. Aromaticity indices are calcu-
lated for all theoretical and experimental structures. Unfortu-
nately, in our case the data derived from above-discussed
methods of HB strength estimation cannot be correlated with
aromaticity data calculated for theoretical structures with various
O. . .O distances. Enthalpies can be calculated for geometrical
minima only. On the other hand, no critical point can be found for
cations and in the case of neutral molecules they are present only
in equilibria and for theoretical structures with O. . .O distances
shorter than those in equilibria. As an alternative, we decided to

elocalisation in the OCCO group for various forms of the pyromeconic acid
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Table 5. AIM properties calculated at bond and ring critical
points connected with intramolecular hydrogen bond (B3LYP/
6-311þþG(d,p) level)


r 52r l3 H


Bond critical point
Pyromeconic acid 0.0237 0.0947 0.1336 0.0024
Maltol 0.0246 0.0967 0.1398 0.0023
Ethylmaltol 0.0247 0.0970 0.1407 0.0023


Ring critical point
Pyromeconic acid 0.0235 0.1159 0.1279 0.0038
Maltol 0.0242 0.1226 0.1316 0.0041
Ethylmaltol 0.0243 0.1236 0.1321 0.0041


Table 4. Enthalpies (B3LYP/6-311þþG(d,p), kJ/mol) of
reactions presented in Fig. 2


Reaction Pyromeconic acid Maltol Ethylmaltol


(1) 37.74 44.45 43.48
(2) 16.46 16.90 17.83
(3) 24.58 25.64 25.77
(4) 2.17 1.92 2.90
(5) 5.48 8.46 8.71


Figure 5. Correlation between values of different aromaticity indices (HOM
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use the L–S model. As it was proved,[31] the energy of the
—O. . .H—O— H-bond estimated in the frame of the L–S method
depends solely on the distance between the hydrogen donor and
acceptor (the O. . .O distance). Due to these reasons, the O. . .O
distance is employed as a convenient measure of the HB
interactions suitable to compare with aromaticity data. In order to
be sure that the O. . .O distance is a good indicator of the H-bond
strength, we have correlated the AIM properties and O. . .O
distances for the equilibrated geometry of neutral pyromeconic
acid and in the structures in which the O. . .O distance is shorter
than that at equilibrium (as it was mentioned above, only in these
cases, necessary bond and ring critical points are observed).
Calculations reveal that the O. . .O distances pretty correlate with
AIM properties (the lowest correlation coefficient is 0.9283, as in
the Supplementary Material).
Experimental O. . .O distances measured for the crystal


structures and corresponding (HOMA, NICS(0) and NICS(1)) data
are compared in Fig. 5(a). (Values of aromaticity indices for these
structures are available as Supplementary Data.) This Figure
suggests that there is no, or very poor, correlation between
delocalisation of p-electrons in the pseudo-ring and O. . .O
distance of its hydrogen bridge. Determined linear correlation
coefficients are 0.037 for HOMA, 0.069 for NICS(1) and (a bit
higher but also not significant) 0.200 for NICS(0). Similar results
were obtained by Krygowski et al. for the pseudo-rings of Schiff
bases constructed with five[32] or six[33] heavy atoms. From this
point of view, the pseudo-ring in hydroxypyrones cannot be
described as a quasiaromatic system.
On the other hand in Fig. 5(b)–(d), one can observe successful


correlations between the H-bond strength and the p-electron

A, NICS(0) and NICS(1)) and O. . .O distances in the OCCO fragment
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delocalisation (HOMA and NICS data presented, numerical results
are stored as Supplementary Materials) in calculated structures
with fixed O. . .O distances. Therefore, when the theoretical
geometries are considered, the OCCO group can be classified as a
quasiaromatic system. However, unexpectedly, the relationships
between the HB strength and the p-electron delocalisation
observed for HOMA and NICS indices are different. The HOMA
index behaviour is reasonable. For both neutral and cationic
forms of pyromeconic acid during shortening of the O. . .O
distance (simulation of the stronger H-bond) HOMA values
increase. So, as it is expected for quasiaromatic systems, the
stronger the H-bond, the stronger the aromaticity is. The
same relationship (a shorter O. . .O distance results in a bit less
negative HOMA value) is observed for the anion. Although the
correlation coefficients are 0.983, 0.953 and 0.963 for the neutral
molecule, cation and anion of pyromeconic acid, respectively, this
relationship is parabolic rather than linear (parabolic correlation
coefficients for neutral molecule, cation and anion are 0.999,
0.997 and 0.998, respectively).
In this context, the behaviour of the NICS(0) index is somehow


surprisingly different. The p-electron delocalisation decreases
(more positive value of the NICS index denotes lower
delocalisation!) while H-bond becomes stronger. What can be
responsible for such a behaviour? It should bementioned that the
NICS(0) value depends on the size of the examined ring.[34] For
example five-membered rings with the same level of aromaticity
have more negative NICS values than those in six-membered
ones. It is obvious that five-membered rings are smaller, so the
distances from the middle of the ring (this is the point usually
used for NICS index calculations) to the electron cloud of the ring
is shorter. In Fig. 6, the NICS(0) together with NICS(1) values in the
neutral pyromeconic acid are drawn as a function of the distance
from the middle of the carbon–carbon bond of the OCCO group
moving outside the ring, to the ring plane. It is clearly indicated
that the factor, which mainly determines the NICS(0) value, is the
distance of the carbon–carbon bond in the OCCO group. NICS
values in this work are calculated in the geometric centre of the
four atoms that built the OCCO fragment. It is obvious that if
the O. . .O distance is getting longer the point used for NICS(0)
value calculations is positioned closer to the carbon–carbon bond
(the OCCO group is planar) and calculated NICS(0) values are
‘artificially’ decreased. This is the origin of the obtained artefact,

Figure 6. NICS values as a function of the distance from the middle of


the C–C bond in the OCCO molecular fragment
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the longer the O. . .O distance, the more negative the NICS(0)
value is. The curve of the relationship between NICS(1) value and
the proximity to the centre of the C—C bond is the same but the
dependency is weaker, as in Fig. 6. As a result, the NICS(1)
behaviour is between these observed for NICS(0) and HOMA. In
conclusion, we can say that HOMA results obtained for theoretical
geometries with various O. . .O distances make clear that the
stronger H-bond in studied hydroxypyrones, the more efficient
the p-electron delocalisation is. Hence, this system may be
considered as quasiaromatic. NICS calculations are not reliable at
this point because especially NICS(0) index values strongly
depend on the proximity of the carbon–carbon bond of the
OCCO group to the point where NICS values are calculated.

CONCLUSIONS


The order of the p-electron delocalisation in the studied OCCO
group is the same as the aromaticity order reported earlier for
the heterocyclic pyran rings of the studied compounds. The
delocalisation level in this group is always the highest for the
protonated hydroxypyrones (cations) and the lowest for their
deprotonated form (anions). The level of the electron delocalisa-
tion in the neutral molecules is between the values calculated for
the charged species. Differences among the studied hydroxypyr-
ones are negligible if the same form (anion, neutral molecule or
cation) and computational level is analysed. It is observed that
the EN sub-index decreases from the cation to the neutral
molecule and the anion, while the GEO part of the HOMA index
increases strongly in the same order. Delocalisations of the
p-electrons in pyran rings and in the OCCO group are similar.
HOMA values obtained by HF, B1LYP or B3LYP methods are


more or less comparable for the same form of hydroxypyrones. In
contrary, HOMA values based on the SVWN results are very
different from those provided by other methods. It should
be stressed that HOMA data can be compared only if the same
computational scheme is used. On the other hand, values of the
NICS index are less sensitive to the level of theory used for
calculations.
The strength of the intramolecular H-bond in the neutral form


of the studied ligands is not large but it is even smaller in their
cations.
Data obtained for experimental geometries show no signifi-


cant correlation between the H-bond strength and the p-electron
delocalisation. On the other hand, for theoretical structures with
fixed O. . .O distances such a relationship appears. Experimental
geometries, measured in crystals, are not the best choice in the
quasiaromaticity research since they are strongly affected by
lattice forces that can deform the less stable H-bonded
quasi-rings. For this reason, experimental data reveal no
relationship between H-bond strength and electron delocalisa-
tion. However, our theoretical results show that the studied
compounds fulfil the conditions required for quasiaromatic
systems.

2


SUPPLEMENTARY MATERIAL


AIM and aromaticity properties for experimental and exper-
imental hydroxypyrones structures are freely available in Wiley
Interscience.
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Synthesis of novel bis(b-cyclodextrin)s linked
with aromatic diamine and their molecular
recognition with model substrates
Yan Zhaoa*, Xiao-Qing Liua, Juan Gua, Li-Qin Wanga, Hong-You Zhub,
Rong Huangc, Yu-Fei Wanga and Zi-Ming Yanga

Novel b-cyclodextrin (b-CD) dimers with aroma

J. Phys. Or

tic diamine linkers, 1,3-(aminomethyl)-benzylamine-bridged
bis(6-amino-6-deoxy-b-CD) (2), 4,40-diaminodiphenylmethano-bridged bis(6-amino-6-deoxy-b-CD) (3), and 4,40-
ethylenedianiline-bridged bis(6-amino-6-deoxy-b-CD) (4), were synthesized. The inclusion complexation behaviors
of these compounds, together with 4,40-aminophenyl ethyl-bridged bis(6-amino-6-deoxy-b-CD) (5), with substrates
such as acridine red (AR), neutral red (NR), ammonium 8-anilino-1-naphthalenesulfonate (ANS), sodium
2-(p-toluidinyl) naphthalenesulfonate (TNS), rhodamine B (RhB), and brilliant green (BG), were investigated by
ultraviolet, fluorescence, circular dichroism, and 2D NMR spectroscopy. The results indicated that the two linked CD
units cooperatively bound to a guest, and the molecular binding affinity toward substrates, especially curved guest
ANS and linear guests such as NR and AR, was increased. The linker length between two CD units played a crucial role
in the molecular recognition of the hosts with guest dyes. The binding constants of the hosts for AR, TNS, ANS, and
RhB decreased with increasing linker length in hosts 2-4. Moreover, structurally similar hosts 3 and 5 exhibited very
different binding behavior for the guests. Host 5 showedmuch higher Ks values toward positively charged guests and
lower Ks toward negatively charged guests than host 3. The 2D NMR spectra of hosts 3 and 5 with RhB were acquired
to understand the binding difference between 3 and 5. The molecular binding ability and selectivity of model
substrates by these hosts were sufficiently investigated to reveal not only the cooperative contributions of the linker
group and CD cavities upon inclusion complexation with dye guest molecules, but also the controlling factors for the
molecular selective binding. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The native and modified cyclodextrins (CDs) have been
extensively used in chemical research and technology as artificial
enzymes for biological mimicking.[1–6] Recent investigations have
demonstrated that bis(b-CD)s bind better and more selectively
with certain guest molecules than monomeric CDs,[7–14] and the
improved properties of the modified CDs are attributed to
the cooperative two-point recognition that mimics the
highly substrate-specific binding of enzymes.[15–21] A variety of
bis(b-CD)s with considerable structural diversity have been
prepared to elucidate their complexation behavior as well as the
factors and mechanisms governing the multipoint recognition
upon inclusion complexation by bis(b-CD)s using various linkers
such as alkanedioates,[22,23] disulfides,[24,25] dipyridines,[26–29]


imidazole,[30,31] oligo (ethylene diamino),[32] and organosele-
nium.[33–37] However, synthetic and molecular recognition
studies on aromatic diamino-bridged CD dimers are rare, except
for recent studies by our group and Liu et al.[38–41] We have
recently shown that aromatic diamino-bridged bis(b-CD)s form
more stable complexes with the model substrates than the native
b-CD through the cooperative binding of one guest molecule by
two CD moieties. These results advanced our understanding of
the several weak interactions in the multipoint recognition and
induced-fit processes involving two adjacent receptor units (host)
and a substrate molecular (guest) and prompted us to further
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investigate the inclusion complexation behavior of other
aromatic diamino-bridged bis(b-CD)s.
In the present study, we chose aromatic diamino-bridged


bis(b-CD)s as specific host molecules based on the consideration
that the aromatic diamines not only enhance hydrophobicity of
the microenvironment, but also adjust the dimension of the
hydrophobic cavity of CD. We report the syntheses andmolecular
recognition behavior studies of aromatic diamino-bridged
bis(b-CD)s (Scheme 1) with some representative organic dyes
of different structures (Scheme 2) by fluorescence, ultraviolet,
circular dichroism, and 2D NMR spectroscopy. We demonstrated
that factors governing the cooperative binding of bis(b-CD)s

2008 John Wiley & Sons, Ltd.







Scheme 1. Host structures
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depended on not only the general size/shape fitting between the
cavities of bis(b-CD)s and guest molecules, but also the structure,
length, and flexibility of the linker.

EXPERIMENTAL


Materials


All guest dyes, including acridine red (AR), neutral red (NR),
ammonium 8-anilino-1-naphthalenesulfonate (ANS), sodium
2-(p-toluidinyl) naphthalenesulfonate (TNS), rhodamine B (RhB)
and brilliant green (BG), were obtained from commercial sources
and used without further purification. b-CD of reagent grade
(Shanghai Reagent Works) was recrystallized twice from water
and dried under vacuum at 95 8C for 24 h prior to use.
N, N-dimethylformamide (DMF) was dried over calcium hydride
for 2 days and then distilled under reduced pressure. Mono[6-
O-(p-toluenesulfonyl)]-b-CD was prepared from b-CD and
p-toluenesulfonyl chloride in aqueous alkaline solution.[42] The
phosphate buffer (0.10mol �dm�3, pH 7.20), used in the spectral
measurements, was prepared from NaH2PO4 and Na2HPO4.
4,40-Aminophenyl ethyl-bridged bis(6-amino-6-deoxy-b-CD) (5)
was prepared as previously reported.[38]


Instruments and measurements


Combustion analyses were performed on an Elementar Vario EL
III. 1H NMR spectra were recorded on a Bruker AV. DRX5

Scheme 2. Guests structures
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instrument operated at 500MHz. FT-IR spectra were obtained on
a Bruker FL-IR. Circular dichroism and UV-vis spectra were
recorded in a conventional quartz cell (light path 10mm) on a
JASCO 810 spectropolarimeter and a Shimadzu UV2401 PC
spectrometer, respectively. Fluorescence spectra were measured
in a conventional quartz cell (10� 10� 45mm3) at 25 8C on a
Hitachi F-4500 spectrometer equipped with a constant-
temperature water bath, with the excitation and emission slits
of 10 nm width. The excitation wavelengths for AR, NR, ANS, TNS,
and RhB were 490, 510, 350, 366, and 520 nm, respectively. In the
fluorescence titration experiments, the concentration ranges of
dyes and bis(b-CD)s were 1–10 and 30–480mmol �dm�3,
respectively.

Synthesis


1, 3-(Aminomethyl)-benzylamine-bridged
bis(6-amino-6-deoxy-b-CD) (2)


As shown in Scheme 3, 1,3-(aminomethyl)-benzylamine (1.7mmol,
0.23 g) and mono[6-O-(p-toluenesulfonyl)]-b-CD (4.0mmol, 5.3 g)
were dissolved in anhydrous DMF (40mL), and the reaction
mixture was stirred at 85–90 8C under nitrogen atmosphere for
3 days, followed by evaporation under reduced pressure to
dryness. The residue was dissolved in a small amount of water, and
the resultant solution was poured into acetone with vigorous
stirring to obtain a brown-yellow precipitate. The crude product
was collected by filtration and chromatographed on a Sephadex
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Scheme 3. Synthetic routes
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G-25 column with water as eluent to give the pure sample 2
(0.43 g, yield 10%). FAB-MS: m/z 2371 (MþþH). 1H NMR
(D2O, 500MHz, TMS, ppm) d: 2.7–2.9 (m, 4H), 3.4–3.9 (m, 84H),
4.9–5.0 (m, 14H), 7.1–7.5 (m, 4H). FT-IR (KBr) n/cm�1: 3490.1, 2927.3,
1704.6, 1659.4, 1416.6, 1337.7, 1231.7, 998.0, 934.1, 852.98, 807.7,
754.7, 689.47, 574.89. UV/vis (H2O) lmax/nm (e/dm3 �mol�1 � cm�1)
260 (957), 219 (23438). Anal. calculated for C92H148O68N2 � 8H2O: C,
43.95; H, 6.57; N, 1.11. Found: C, 44.17; H, 6.39; N, 1.09.


4, 40-Diaminodiphenylmethano-bridged
bis(6-amino-6-deoxy-b-CD) (3)


bis(b-CD) 3 was prepared similarly as 2 in 10% yield from
4,40-diaminodiphenylmethane and mono[6-O-(p-toluenesulfonyl)]-
b-CD as a yellowish solid. FAB-MS: m/z 2471 (Mþþ K). 1H NMR
(D2O, 500MHz, TMS, ppm) d: 2.3–2.4 (s, 2H), 3.3–3.9(m, 84H),
4.9–5.0(m, 14H), 7.3(d, 4H), 7.6(d, 4H). FT-IR (KBr) n/cm�1: 3401.2,
2926.0, 1620.2, 1520.7, 1317.4, 1153.5, 1031.1, 938.2, 856.6,
754.7, 701.7, 578.7, 522.3, 436.7. UV/vis (H2O) lmax/nm
(e/dm3 �mol�1 � cm�1) 202(51765), 252(25984). Anal. calculated
for C97H150O68N2 � 6H2O: C, 45.86; H, 6.43; N, 1.10. Found: C, 45.44;
H, 6.36; N, 1.11.


4, 40-Ethylenedianiline-bridged bis(6-amino-6-deoxy-b-CD) (4)


bis(b-CD) 4 was similarly as 2 prepared in 9% yield from
4,40-ethylenedianiline and mono[6-O-(p-toluenesulfonyl)]-b-CD
as a yellowish solid. FAB-MS: m/z 2447 (MþþH). 1H NMR
(D2O, 500MHz, TMS, ppm) d: 2.2–2.4 (m, 4H), 3.2–4.0(m, 84H),
4.9–5.0(m, 14H), 7.2(d, 4H), 7.5(d, 4H). FT-IR (KBr) n/cm�1: 3389.9,
2925.9, 2356.63, 1708.7, 1659.9, 1619.0, 1521.6, 1415.2, 1368.1,
1154.9, 1031.1, 930.0, 852.6, 756.2, 577.5. UV/vis (H2O) lmax/nm (e/
dm3 �mol�1 � cm�1) 202(28692), 228(13149). Anal. calculated
for C98H152O68N2 � 16H2O: C, 43.04; H, 6.78; N, 1.02. Found: C,
43.52; H, 6.48; N, 1.06.

Figure 1. Continuous variation plot of 4/AR system. ([bis(b-CD)


unit]þ [AR]¼ 2.0� 10�5mol �dm�3)

RESULTS AND DISCUSSION


Inclusion complexation stoichiometry


The stoichiometry for the inclusion complexation of bridged
bis(b-CD)s with representative guests, that is, TNS, ANS, AR, NR,

www.interscience.wiley.com/journal/poc Copyright � 2008

RhB, and BG was determined by the continuous variation
method. The continuous variation plot for 4/AR system is
illustrated in Fig. 1. In the concentration range studied, the plot
for bis(b-CD)s unit peaked at a molar fraction of 0.5, suggesting a
1:1 inclusion complexation between host and guest. The same
results were obtained with other bis(b-CD)-host combinations
(not shown).


Circular dichroism spectra


Circular dichroism spectrometry has become a convenient
and widely employed method for the elucidation of the
absolute conformation of chiral organic compounds in the past
three decades.[43] Moreover, achiral compounds can also
show the induced circular dichroism (ICD) signal in the
corresponding transition band in cases where there is a chiral
microenvironment. With an inherent chiral cavity, CDs can
certainly provide such a microenvironment for the pendant
group of the cavity. In this context, the circular dichroism spectra
of bridged bis(b-CD)s 2–5 were measured in a dilute phosphate
buffer (pH 7.20) to examine their original conformation. As shown
in Fig. 2, hosts 2–5 displayed obviously different circular
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Figure 2. Circular dichroism spectra of bis(b-CD)s 2–5 (1.0�
10�4mol �dm�3) in phosphate buffer (pH 7.20) at 25 8C


Figure 3. (a) UV-vis spectral changes of BG (1.8mmol � dm�3) upon
addition of host 2 in phosphate buffer (pH 7.20) at 25 8C; the concen-


tration of host 2 (from a to k): 0, 30, 60, 90, 120, 180, 240, 300, 360, 420,


480mmol �dm�3, respectively. (b) Typical plots of [H]0[G]0/DA versus [H]0
for the inclusion complexation of host 2 with BG in phosphate buffer
(pH 7.20) at 25 8C


SYNTHESIS OF NOVEL BIS(�-CYCLODEXTRIN)S


4


dichroism spectra in the absence of a guest, indicating the
differences in the interactions between the aromatic linker
and two chiral cavities in these compounds. Bis(b-CD) 2
exhibited a moderate positive Cotton effect peak (De¼þ
1.15 dm�3 �mol�1 � cm�1) at 226 nm and a weak negative Cotton
effect peak (De¼�0.28 dm�3 �mol�1 � cm�1) at 277 nm, attrib-
uted to the 1La band and 1Lb band, respectively. The bridged
bis(b-CD)s 3 and 4, possessing similar linkers, displayed very
similar patterns on the circular dichroism spectra. Both showed
two negative Cotton effect peaks, corresponding to the 1La and
1Lb bands of the phenyl chromophores. The De values
(in dm�3 �mol�1 � cm�1) were �1.72 at 222 nm and �0.56 at
262 nm for the 1La and 1Lb band of 3, respectively; �0.99 at
218 nm and �0.30 at 271 nm for the 1La and 1Lb band of 4,
respectively. Interestingly, substitution of the methylene group
between two benzene groups in the linker of bis(b-CD) 3 with an
oxygen atom resulted in the strongest ICD signals as observed
with 5, a strong negative Cotton effect peak around 225 nm
(�3.27 dm�3 �mol�1 � cm�1) and a weak positive Cotton effect
peak around 287 nm (þ0.61 dm�3 �mol�1 � cm�1) for the 1La and
1Lb transitions, respectively. According to the empirical rule
proposed by Kajtar,[44] Harata,[45] and Kodaka,[46] we propose that
the benzene ring in host 5 might shallowly penetrate into the
b-CD cavity, while the oxygen atom in the linker might be in close
contact with the cavity, which could lead to stronger hydrogen
bond interactions with the outside hydroxy groups of the b-CD.
However, the benzene ring in the linker of 2, 3, and 4 just
shallowly perched over the rim of the b-CD cavity. Both 1La and
1Lb transition moments of 3 and 4 were nearly perpendicular to
the CD axis, resulting in the two negative Cotton effect peaks.


Fluorescence titration


Spectral titrations of bis(b-CD)s with structurally related dye
guests were performed at 25 8C in phosphate buffer (pH 7.20) to
quantitatively assess the inclusion complexation behavior of
these compounds. The fluorescence intensities of guest
molecules, especially ANS and TNS, were relatively weak, but
the stepwise addition of the host compound caused significant
successive enhancement in fluorescence intensity with appreci-
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able hypsochromic shifts. The hypsochromic shift of the
fluorescence peak for AR was relatively small compared with
NR, RhB, ANS, and TNS. These observations suggested that the
guest molecules were shifted from the bulk water outside the
cavity toward the interior of the hydrophobic cavity, resulting in
increased hydrophobicity of the microenvironment around guest
molecules. To further investigate the molecular binding ability
and selectivity, the binding constants of bis(b-CD)s with BG were
determined by ultraviolet spectroscopy. Fig. 3a shows the
spectral changes of BG with gradual addition of host 3. As
shown in Fig. 3a, the intensity at the absorptionmaximum around
625 nm of BG decreased considerably with the increase of the
concentration of host 3, indicating the formation of the inclusion
complex between host 3 and BG.
By treating one bis(b-CD)moiety in hosts 2–5 as a host unit, the


inclusion complexation of guest (G) with host (H) is expressed by
Eqn 1 and the complex stability constant (Ks) is given by Eqn 2.


H þ G Ð
Ks


G � H (1)


KS ¼ ½H � G�
½H�½G� (2)


DA ¼ D"½H � G� (3)


where DA and De denote the sequential changes of absorption
and the differential molar extinction coefficient of dye guest in
the absence and presence of bis(b-CD). Under the conditions
employed, the initial concentration of the bis(b-CD)s is much
larger than that of guest molecules, that is, [H]0>> [G]0.
Therefore, the combination of Eqns 2 and 3 leads to the
extended Benesi–Hildebrand equation (Eqn 4), which is used to
calculate the complex stability constants (Ks) (Eqn 2) from the
slope and intercept of [H]0[G]0/DA versus [H]0 plots.


½H�0½G�0
DA


¼ 1


KsDA
þ ½H�0


DA
(4)
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Table 1. Complex stability constant (Ks) and Gibbs free energy change (�DG8) for 1:1 inclusion complexation of dye guests with
b-CD 1 and bis(b-CD)s 2–5 in aqueous buffer solution (pH 7.20) at 25 8C


Host Guest lFmax=nm
a Ks Log Ks �DG (kJ mol�1) Methodsb Ref.


1 AR 552 2630 3.42 19.5 FL [52]
NR 576 480 2.68 15.3 FL This work
ANS 515 103 2.01 11.5 FL [53]
TNS 475 3670 3.56 20.3 FL [53]
RhB 572 4240 3.63 20.7 FL [52]
BG — 2187 3.34 19.1 UV [32]


2 AR 551 26 700 4.43 25.3 FL This work
NR 566 2409 3.38 19.3 FL This work
ANS 509 3418 3.53 20.1 FL This work
TNS 469 10 358 4.02 22.9 FL This work
RhB 567 16 780 4.22 24.1 FL This work
BG — 6558 3.82 21.8 UV This work


3 AR 550 10 272 4.01 22.9 FL This work
NR 564 6875 3.84 21.9 FL This work
ANS 509 2654 3.42 19.5 FL This work
TNS 467 7091 3.85 22.0 FL This work
RhB 568 8367 3.92 22.4 FL This work
BG — 11 872 4.07 23.2 UV This work


4 AR 552 8711 3.94 22.5 FL This work
NR 565 8889 3.95 22.5 FL This work
ANS 507 1847 3.27 18.7 FL This work
TNS 469 5841 3.77 21.5 FL This work
RhB 568 7405 3.87 22.1 FL This work
BG — 9534 3.98 22.7 UV This work


5 AR 553 17 616 4.25 24.3 FL [38]
NR 567 7548 3.87 22.1 FL [38]
ANS 510 1653 3.22 18.4 FL This work
TNS 468 5934 3.77 21.5 FL This work
RhB 568 6432 3.81 21.7 FL This work
BG — 18 475 4.27 24.4 UV This work


a Ultimatemaximum fluorescence wavelength obtained upon addition of large excess of host, while the lFmax=nm of AR, NR, ANS, TNS,


and RhB are 559, 598, 522, 418, and 572 nm, respectively.
b Fl: fluorescence, UV: Ultraviolet/Visible.
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Figure 3b illustrates the result of such a treatment for the
inclusion complexation of host 3 with BG, where the calculated
[H]0[G]0/DA values were plotted against the [H]0 values,
generating an excellent linear curve. The complex stability
constants (Ks) and the free energy changes (�DG8) calculated
from the slope and intercept are listed in Table 1.


Binding mode


The bis(b-CD)s exhibited higher KS values toward dye guests than
the native b-CD (Table 1), which might be attributed to the
cooperative binding of two adjacent CD cavities and the potential
multiple recognition behavior of such compounds. The native or
mono-modified CDs generally encapsulate the guest molecules
into the cavities from the wide openings to minimize the
interactions with water and/or decrease steric hindrance.
Comparing with the mono-modified CDs, the bridged bis(b-CD)s,
which are connected from not only the primary but also the
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secondary sides, can significantly enhance their molecular
binding ability and selectivity through the cooperative binding
of two CD cavities with one guest molecule and the formation of
a sandwich-type host–guest complex.[18,47–51] To further inves-
tigate the inclusion complexation behavior and deduce the
molecular recognition mechanism of dye guests by these
aromatic diamino-bridged bis(b-CD)s, 2D NMR spectra were
obtained for hosts 3 and 5with RhB in D2O. Fig. 4a and b show the
1H NOESY spectra of hosts 3 and 5 in the presence of guest RhB,
respectively, with three clear NOE cross-peaks labeled as peak A,
B, and C. Peak A indicated the interaction between the H-3 and
H-5 (comparable intensities) of the CD and the methyl protons of
diethylamino fragments in RhB, suggesting that the methyl
protons of the diethylamino groups were inserted from the
primary side of CD and deeply embedded in the cavities of CD.
The cross-peaks between H-3 (weak) and H-5 of CD and the
aromatic protons of diethylaminophenyl groups in RhB, and the
cross-peaks between the aromatic protons on the aromatic
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Figure 4. 1H NOESY spectra of hosts 3 (a) and 5 (b) in the presence of


RhB in D2O ([Host]¼ [RhB]¼ 5.0� 10�3mol �dm�3) with a mixing time of
600ms at 298 K
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diamine linker of hosts 3 and 5 and the aromatic protons of the
benzoate moiety in RhB, were labeled as peak B and peak C,
respectively. Peaks A, B, and C of host 3were of greater intensities
than those of host 5, suggesting a more stable binding of host 3
with RhB, which is consistent with the results obtained by spectral
titration. In addition, the unique peak C0 of host 3 was the
cross-peak between the aromatic protons on the aromatic
diamine linker of host 3 and the aromatic protons of
diethylaminophenyl groups in RhB. This implies that the
aromatic diamine linker of host 3 made more contribution in
the binding process with RhB than that of host 5. Based on all
these results, we propose a possible multiple bindingmode in the
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complexation of RhB by bis(b�CD) as shown in Fig. 5. In this
mode, two diethylaminophenyl groups of RhB were included in
the hydrophobic CD cavities from the narrow side to form a
‘face-to-face’ sandwich inclusion complex, while the benzoate
branch of RhB was located partially or entirely in the
pseudocavity formed by the linker groups of hosts. Thus, the
guest molecule was more efficiently shielded from the attack of
solvent water by the cooperative inclusion complexation with CD
cavities and the formation of the sandwich host–guest complex.
Additionally, under our experimental condition at pH 7.20, the
carboxyl group of RhB in aqueous solution was not protonated
and existed as a carboxylate anion and the —NH— group in the
linker of bis(b-CD) should be partially protonated. We postulate
that the negatively charged benzoate component of RhB should
penetrate into the pseudo cavity of bis(b-CD) to interact with the
positively charged —NHþ


2 — in the linker.


Molecular binding ability and molecular selectivity


It has been widely reported that the functional linker between
two CD units plays a crucial role in determining the host–guest
binding abilities in the molecular multiple recognition of
bis(b-CD)s. The conformation, length, and flexibility of the linker
can control how the CD cavities adjust their orientation and
distance to cooperatively bind one guest molecule through the
simultaneous operation of several weak forces, such as
ion–dipole, dipole–dipole, dipole–induced dipole, van der Waals,
electrostatic, hydrogen bonding, and hydrophobic interactions.
The complex stability constants (Ks) of bis(b-CD)s 2–5 with the
guest molecules are obviously larger than those of native b-CD
(Table 1). As a result of cooperative binding, the bridged bis(b-CD)
2 exhibited the highest enhancement factor for ANS at 33.2. The
importance of guest structure was more clearly demonstrated by
comparing the effect of the bis(b-CD)s on each guest. The
bis(b-CD)s host that gave the highest enhancement for each
guest dye (with the observed enhancement factors shown in the
parentheses) was: 2 (�10.2) for AR, 4 (�18.5) for NR, 2 (�33.2) for
ANS, 2 (�2.8) for TNS, 2 (�4.0) for RhB and 5 (�8.4) for BG. By
comparing the enhancement factors, we concluded that the
curved guest ANS and linear guests NR and AR were more
capable of cooperatively binding bis(b-CD)s than the linear guest
TNS, the triangular BG and T-shaped RhB.
Moreover, further comparison of the structures of the


examined dye molecules shows that these guest molecules
share some structural and functional similarities. For instance,
both AR and NR possess a heterocycle anthracene moiety.
Compared with the parent b-CD 1, bridged bis(b-CD)s 2–5
formed much more stable inclusion complexes with AR and NR
through cooperative binding by two CD units, displaying a
binding affinity sequence of AR>NR, except for host compound
4. However, the effect of the cooperative binding by bis(b-CD)s
was more remarkable for NR, showing a higher binding constant
upon inclusion complexation with hosts 2–5. This indicates that,
although AR and NR possess similar residues, they exhibit
dramatically different complexation behavior with the hosts. The
guest AR with a small substituent could be well embedded in the
cavity of b-CD 1 in the longitudinal direction, and the second
cavity in the dimeric hosts 2–5 merely enhanced the Ks value by
3.3–10.2 times. On the other hand, the guest NR could only
partially penetrate into the cavity of b-CD 1 to form a weaker
inclusion complex due to steric hindrance. Therefore, the
contribution of the second cavity in hosts 2–5 was much greater
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Figure 5. Possible inclusion binding modes of (a) host 3 with RhB and (b) host 5 with RhB. This figure is available in color online at www.


interscience.wiley.com/journal/poc
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and it enhanced the Ks values by a factor of 5.0–18.5 for NR. It was
also noted that, although all hosts examined formed less stable
complex with ANS than with TNS, the enhanced molecular
binding affinity by the cooperative binding of bis(b-CD)s for ANS
wasmore remarkable than that for TNS. The enhancement factors
for ANS, 33.2 (2), 25.8 (3), 17.9 (4), and 16 (5), were much higher
than those for TNS, 2.8 (2), 1.9 (3), 1.6 (4), and 1.6 (5). These results
further demonstrated that the size and shape of guest molecules
were very important factors for enhancing the binding affinity of
bridged bis(b-CD)s.
bis(b-CD)s not only promoted the guest binding in most cases,


but also enhanced the guest selectivity through multipoint
recognition and fine tuning of the orientation of the host and the
linker. The enhancement of molecular selectivity of bis(b-CD) 2
for AR/ NR was 2.0 times that of the parent b-CD. Moreover, a
close examination of the molecular binding affinity toward the
BG/RhB pair revealed that the linker length between two CD units
affected the molecular selectivity. For example, the native b-CD 1
and bis(b-CD) 2 with a short linker showed relatively good
molecular selectivity up to 1.9 and 2.6, respectively, for the RhB/
BG pair. But bis(b-CD)s 3, 5 with moderate length linkers and 4
with a long linker exhibited the opposite molecular selectivity,
yielding the BG/RhB selectivity of 1.4, 2.9, and 1.3, respectively.
It was interesting to compare the ‘host selectivity’ sequence


obtained for six guest dyes. The Ks value for the complexation of
each dye by native b-CD 1 and bis(b-CD)s 2–4 increased in the
order:

AR: 2> 3> 4> 1
NR: 4> 3> 2> 1
TNS: 2> 3> 4> 1
ANS: 2> 3> 4> 1
RhB: 2> 3> 4> 1
BG: 3> 4> 2> 1

There was a general tendency in the binding constants for AR,
TNS, ANS, and RhB, to decrease with increasing linker length in
hosts 2-4, that is, the binding constants of bridged bis(b-CD)s
linked by a rigid linker was larger than that with a flexible linker.
Host 2 displayed the highest binding affinity among the four
dimeric CDs for AR, TNS, ANS, and RhB guests. Its short and less
flexible linker was probably responsible for this high binding
affinity. This effect of linker length was entropy controlled

www.interscience.wiley.com/journal/poc Copyright � 2008

because the cooperative effect was gradually decreased when
the distance between two CD moieties was increased. However,
the binding constants for BG and NR did not always decrease with
the increase of the linker length. These results indicated that the
match of size and shape between the host and the guest are
critical for the stability of the inclusion complex. In this context,
the linker length of host 3 was suitable for the cooperative
binding of BG, while host 4 formed the most stable complex with
NR. It is clear that many factors, including guest shape, the
distance, and contacting surface area between host bis(b-CD)s
and guest dyes, determine the host–guest selectivity.
It was interesting that the structurally similar hosts 3 and 5


displayed completely different binding behavior with guest
molecules. As shown in Table 1, host 5 effectively enhanced the
binding affinity of b-CD for positively charged guests such as AR,
NR, and BG by 6.7, 15.7, and 8.4-fold, respectively. However, host 3
only displayed 3.9, 14.3, and 5.4-fold increases, respectively. Host
3 was more effective than host 5 in binding the negatively
charged guests such as TNS, ANS, and RhB. Compared with the
native b-CD, the binding constants of host 3 with TNS, ANS, RhB
were increased by factors of 1.9, 25.8, and 2.0, and the Ks values of
host 5were increased by factors of 1.6, 16.0, and 1.5, respectively.
One possible explanation is that the oxygen atom in the linker of
host 5 had higher electron density and provided some Lewis base
characteristics compared with the methylene group in the linker
of host 3. The electrostatic interaction between the oxygen atom
in the linker of host 5 with charged guests could affect the
host–guest binding behavior too. Consequently, host 5 displayed
a preference for charge recognition over shape recognition and
showed a selectivity order of BG>AR>NR> RhB> TNS>ANS.
As the aromatic linker of 5 likely penetrated into the cavity
shallowly, the oxygen atom in the linker came in close contact
with the cavity. The binding affinities of host 5with cationic linear
guests, such as AR and NR, were therefore enhanced through
electrostatic attraction, van der Waals and/or hydrophobic
interactions. In contrast, the electrostatic repulsion between
the oxygen atom in the aromatic linker of 5 and the anionic linear
guest TNS and curved guest ANS hindered the penetration of the
guest into the CD cavity, resulting in poor host–guest inclusion.
Since NR and ANS likely only partially penetrated into the CD
cavity due to steric hindrance, and AR and TNS were likely fully
trapped in the CD cavity from the longitudinal direction, host 5
formed more stable complex with AR and TNS than with NR and
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ANS. Furthermore, host 5 showed the strongest binding affinities
toward triangular BG among cationic guests and toward
T-shaped RhB among anionic guests. This observation might
be attributed to the affinity of the linker group of host 5 to form a
well-organized pseudo cavity, which in turn provided additional
binding interaction with the branch fragment of BG and RhB by
forming a sandwich inclusion complex. The NOESY result
appeared to suggest that the electrostatic, van der Waals, and/
or hydrophobic interactions of host 5 with BG or RhB probably
drove out the self-included phenyl moiety from CD cavity. An
electrostatic interaction between the oxygen atom in the linker of
host 5 and the ammonium group of BG or the carboxyl group of
RhB may be accommodated in the pseudocavity, resulting in a
more stable complex with BG than with RhB. All the results
indicated that host 5 showed good molecular selectivity up to
2.3, 3.6, and 2.9 for the AR/NR, TNS/ ANS, and BG/RhB pair,
respectively. However, host 3 gave the general selectivity of 1.5,
2.7, and 1.4, respectively. Also, the results showed that the oxygen
atom introduced to the aromatic diamine linker not only affected
the spatial relationship of two b-CD cavities, but also acted as an
additional recognition site through electrostatic interaction
giving higher Ks values toward the positively charged guests
than those of the negatively charged guests.

CONCLUSION


In conclusion, bridged bis(b-CD)s linked by aromatic diamine
significantly increased the molecular binding affinity of the
parent b-CD. The complex stability constants for the selected
guests were 1.6–33.2 times larger than those of the native b-CD
through cooperative interactions. The complex stability
depended greatly on the conformation, length, flexibility of
the aromatic diamine linker, structural features of bis(b-CD)s and
the size/shape/charge of guests. The functional linkers linking
two CD cavities also significantly affected the molecular
selectivity of the hosts. This concept may be extended to other
synthetic supramolecular systems and applied to the design and
synthesis of new functional supramolecular species.
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Hydrogen bonds assisted by p-electron
delocalization – the influence of external
intermolecular interactions on dimer
of formic acid
Sławomir J. Grabowskia*

MP2 and DFT calculations with the use of 6-311RRG(

J. Phys. Or

d,p) basis set were carried out to study formic acid dimer as well
as this species interacting with additional Lewis acids such as HF, LiR and NaR. These Lewis acids were positioned near
carbonyl or hydroxyl oxygen atoms and their influence on geometrical and other parameters of formic acid dimer was
analysed. Additionally the ‘quantum theory of atoms in molecules’ (QTAIM) was applied as well as the ‘natural bond
orbitals’ (NBO) method. Numerous correlations between geometrical, QTAIM and energetic parameters were found. It
was found that p-electron delocalization is not always connected with the enhancement of H-bond strength.
Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: MP2 method; DFTmethod; carboxylic acids; formic acid; hydrogen bond; quantum theory of atoms in molecules;
natural bond orbitals method; p-electron delocalization; double proton transfer process

* Department of Crystallography and Crystal Chemistry, University of Łódź,
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INTRODUCTION


Carboxylic acids are one of the most often investigated kind of
species since these compounds are important in numerous
chemical and biochemical processes. The influence of substituent
effects on carboxylic acids, the acidity of these compounds,
hydrogen bonds (H-bonds) between carboxylic groups as well as
the double proton transfer processes in dimers of carboxylic acids
are examples of topics often undertaken in numerous studies.[1,2]


Particularly, the topics connected with H-bonds in dimers
of carboxylic acids seem to be very interesting. It was found that
centrosymmetric dimers of carboxylic acids are very common in
crystal structures of organic compounds.[2] For these systems the
eight-membered ring exists (as shown in Scheme 1 of formic acid
dimer) with the inversion center within the ring. According to the
Etter graph terminology [3] this is a very well-known R22(8) motif of
the following bonds and contacts: [C——O. . .H—O—C——
O. . .H—O—C]. Such motifs containing two proton donors and
two proton acceptor centers and also containing eight
connections (bonds and contacts) are very often in crystal
structures, not only of carboxylic acids but also of amides and the
other compounds. It is worth mentioning that the centrosym-
metric dimers of carboxylic acids exist in crystals of propionic acid
and more complex aliphatic acids as well as in crystals of benzoic
acid and its derivatives. However such dimers are not known for
crystals of acetic acid and formic acid, only fluoro and chloro
derivatives of acetic acid form centrosymmetric dimers in
crystals.[2] On the other hand formic and acetic acids form
centrosymmetric dimers in the gas phase.
Numerous effects existing in dimers of carboxylic acids were


investigated early on [1] and continuations of these studies
endure by nowadays. These are: the mesomeric effect of
carboxylic group, proton transfer and double proton transfer

g. Chem. 2008, 21 694–702 Copyright �

processes and disorder existing often in crystals of carboxylic
acids.[4] The latter effect was analysed early on and the existence
of dynamic as well as orientational disorder were discussed
extensively.[2] This should be mentioned that mesomeric and
both kinds of disorder effect existing in crystals of centrosym-
metric dimers of carboxylic acids lead to similar changes of
geometry of carboxylic groups and to similar changes of
H-bonds.[5]


This is very important that H-bonds of carboxylic acids may be
attributed to relatively strong ones since they posses character-
istics of interactions which are partly covalent in nature.[6] The
decomposition scheme of interaction energy [7] as well as the
quantum theory of atoms in molecules (QTAIM) [8,9] were applied
to analyse H-bonds of carboxylic acids. It was found that the
delocalization interaction energy term is meaningful for dimers of
carboxylic acids and that this term is comparable to the
electrostaic interaction energy.[6] Besides the QTAIM studies also
indicated that H-bonds of dimers of carboxylic acids are classified
as strong ones.[10]


It seems that special characteristics of H-bonds of carboxylic
acids are connected with the p-electron delocalization within the
mentioned above eight-membered ring. Such delocalization may
lead to the equalization of C—O and C——O bonds of carboxylic
group; it is connected with the idea of so-called resonance
assisted hydrogen bonds (RAHBs).[11,12] RAHBs were analysed

2008 John Wiley & Sons, Ltd.







Scheme 1.


Scheme 2.
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extensively for intramolecular H-bonds of malonaldehyde, its
derivatives and the other numerous systems. It was stated that
RAHBsmay be detected for systems containing conjugated single
and double bonds since for such systems p-electron delocaliza-
tion influences H-bonds, that is, it causes their enhancement. It
was also pointed out that also intermolecular RAHBs may exist for
such moieties as dimers of carboxylic acids, amides and dimers of
DNA bases. However it is worth mentioning that RAHB concept
was criticized in recent studies. It was shown that H-bond
strength for the systems usually attributed to RAHBs is not
connected mainly with p-electron delocalization but rather with
the properties of the s single bond skeleton.[13,14] However it was
also calculated that roughly 20–30% of the H-bond energy is
connected with the p-electron delocalization and 70–80% with
the energy attributed to the closure of quasi-ring by H-bond
formation.[15]


There are the other studies which are not in line with the RAHB
model. For example, the interaction of the oxygen carbonyl atom
in malonaldehyde with the additional Lewis acid leads to the
p-electron delocalization but also to the weakening of H-bond
and not to its strengthening. This was found for intramolecular
H-bonds of malonaldehyde and its derivatives which were usually
attributed to RAHBs.[16] Such influence of external Lewis acids
was also analysed for intramolecular N—H. . .O H-bonds leading
to the similar findings.[17]


The aim of this study is to analyse the dimer of formic acid and
the influence of external agents on this dimer. For the mentioned
analyses ab initio and DFT calculations were performed as well as
QTAIM[8,9] and NBO[18] theories were applied. However the main
part of analyses is to characterize systems which are usually
attributed to intermolecular RAHBs.
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COMPUTATIONAL DETAILS


The calculations were carried out with Gaussian03[19] sets of code
using the standard 6-311þþG(d,p) basis set[20] and MP2
method.[21] These calculations were performed on centrosym-
metric dimer of formic acid and related systems. The latter are
also centrosymmetric systems containing formic acid dimer and
Lewis acid species situated near carbonyl or hydroxyl oxygen
atoms, these are: Liþ, Naþ ions and HF molecule. To keep the
inverse symmetry for these systems, two Lewis acid moieties
were situated at both equivalent O-centers – hydroxyl or carbonyl
ones. Scheme 2 presents the systems with Lewis acid species at
O-hydroxyl atoms while Scheme 3 presents the systems
containing Lewis acids at O-carbonyl centers. The complexes
containing Naþ ions are not shown in Schemes since they are
very similar to those containing Liþ ions. The additional
calculations were performed for monomer of formic acid and
for that monomer with Lewis acid moiety attached to the
O-hydroxyl or O-carbonyl center. For all species analysed here

J. Phys. Org. Chem. 2008, 21 694–702 Copyright � 2008 John W

geometries were optimized and the final systems correspond to
minima since no imaginary frequencies were found. Additional
calculations were performed for transition states corresponding
to the O—H. . .O , O. . .H—O double proton transfer reaction.
For the latter transition states one imaginary frequency
corresponding to ‘the double movement of protons’ approxi-
mately along O. . .O lines was detected.
Owing to the calculations performed on the species described


above it is possible to explain the influence of external agents on
the formic acid dimer and particularly on the H-bonds of the
latter moiety. Non-centrosymmetric systems were also con-
sidered here; that is, formic acid dimer with the additional single
Lewis acid moiety (Liþ, Naþ, HF) situated in the neighbourhood of
O-hydroxyl oxygen (Scheme 4).
The QTAIM[8,9] is also applied and the characteristics of bond


critical points (BCPs) are analysed in terms of the following
properties: the electron density at the critical point (rC), its
Laplacian (52rC) and the total electron energy density at this
critical point (HC). For the latter value its components are also
usually analysed: the potential electron energy density (VC) and
the kinetic electron energy density (GC). Figure 1 presents the
molecular graph derived from the QTAIM theory of the TS of the
double proton transfer process for HCOOH dimer affected by
hydrogen fluoride Lewis acid. Figure 1 also presents the electron
density map of this system with the gradient paths included.
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Scheme 3.
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There is the well-known relationship resulting from the virial
theorem between Laplacian and energetic properties of BCP:


1=4ðr2rCÞ ¼ 2GC þ VC and HC ¼ GC þ VC (1)


AIM2000 programme[22] was used to perform QTAIM calcu-
lations.
The natural bond orbitals (NBO) method is also applied


here,[18,23] however the B3LYP/6-311þþG(d,p) level of approxi-
mation is used to carry out NBO calculations; in this case the
single point calculations were performed for the geometries
optimized at the mentioned earlier MP2/6-311þþG(d,p) level.

RESULTS AND DISCUSSION


Geometrical parameters


Tables 1 and 2 present geometrical parameters of the systems
containing two formic acid molecules (dimer with two H-bonds)
and the systems containing one formic acid molecule. These are
OH bond lengths, H. . .O distances as well as C——O and C—O

www.interscience.wiley.com/journal/poc Copyright � 2008

bond lengths. One can observe interesting dependencies and
relationships. For example, the C——O and C—O bond lengths for
isolated formic acid are equal to 1.205 and 1.348 Å, respectively,
while these lengths for formic acid dimer amount to 1.221 and
1.319 Å. This is a very well known effect observed early on.[2] It
was explained by the existence of mesomeric effect of carboxylic
group and also by the p-electron delocalization within the
eight-membered ring of the dimer. Such delocalization leads to
the lengthening of C——O double bond and shortening of C—O
single bond and also causes the enhancement of O—H. . .O
H-bonds. And really, it was detected that H-bonds of carboxylic
acids may be classified as rather strong and partially covalent in
nature.[6]


The results of Tables 1 and 2 show that for all systems analysed
the equalization of C—O and C——O bonds is greater for dimers
than for the corresponding monomeric forms – this comparison
concerns HCOOH monomer interacting with Lewis acid and
HCOOH dimer interacting with two equivalent Lewis acid
moieties. The external Lewis acid agents also influence carboxylic
groups, if such agents are situated near carbonyl oxygen thus it
leads to the lengthening of C——O bond and the shortening of
C—O bond. However if the Lewis acid moiety interacts with the
hydroxyl oxygen center thus it results in the lengthening of C—O
bond and shortening of C——Obond. Thus the interaction of Lewis
acid with carbonyl oxygen causes the reverse effects if compared
with the interaction of Lewis acid with the hydroxyl oxygen. If one
assumes that O. . .O (or H. . .O) distance roughly reflects the
strength of hydrogen bonding thus the results concerning
complexes with HF molecules show (Table 1) that HF near
carbonyl oxygen centers causes the equalization of CO bonds on
one hand and to the weakening of H-bonds on the other hand.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 694–702







Figure 1. The molecular graph of the transition state of the double proton transfer process of (HCOOH)2. . .(HF)2 system, big circles correspond to


attractors (nuclei positions) while small circles to critical points, right, the contour electron density mapwith the gradient electron density paths indicated


(orientation the same as for molecular graph)


Table 1. Geometrical parameters (in Å) of the systems analysed here, OH bond lengths, H. . .O and O. . .O distances as well as C——O
and C–O bond lengths are included


Complex OH H. . .O O. . .O C——O C–O


CD 0.99 1.727 2.716 1.221 1.319
CD-TS 1.201 1.201 2.400 1.265 1.265
CD-HF/OH 0.993 1.699 2.691 1.217 1.331
CD-HF/CO 0.989 1.74 2.729 1.23 1.307
CD-HF-TS 1.187 1.215 2.401 1.254 1.278
CD-Li/OH 0.989 1.787 2.772 1.202 1.376
CD-Li/CO 0.979 1.985 2.956 1.243 1.297
CD-Li-TS 1.19 1.22 2.408 1.241 1.304
CD-Na/OH 0.99 1.753 2.742 1.208 1.357
CD-Na/CO 0.983 1.851 2.829 1.238 1.303
CD-Na-TS 1.198 1.209 2.405 1.249 1.29
AS-HF/OH 0.997 1.658 2.656 1.216 1.331
AS-HF 0.986 1.762 2.747 1.222 1.318
AS-Li/OH 1.038 1.468 2.501 1.202 1.368
AS-Li 0.979 1.907 2.874 1.232 1.307
AS-Na/OH 1.018 1.535 2.547 1.206 1.357
AS-Na 0.981 1.878 2.851 1.231 1.309


There are following designations: CD – centrosymmetric dimer, AS – assymetric system, in the case of assymetric systems two
non-equivalent H-bonds are considered, one with the external agent situated at hydroxyl oxygen atom and the second one without
external influences (weaker one), TS – transition state corresponding to the double proton transfer process, HF, Naþ and Liþ designate
external agents influencing on formic acid dimer, OH and CO indicate the external agents are situated at hydroxyl or carbonyl groups,
respectively.


J. Phys. Org. Chem. 2008, 21 694–702 Copyright � 2008 John Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc


H-BONDS ASSISTED BY P-ELECTRON DELOCALIZATION


6
9
7







Table 2. Geometrical parameters (in Å) of the systems
investigated here, OH, C——O and C–O bond lengths included,
the single formic acidmolecule interacting with Liþ, Naþ or HF,
M designates one HCOOH molecule within the system, the
other designations are the same as in Table 1


Species OH C——O C–O


M 0.969 1.205 1.348
M-HF/OH 0.970 1.200 1.364
M-HF/CO 0.970 1.213 1.334
M-Li/OH 0.974 1.183 1.424
M-Li/CO 0.972 1.231 1.302
M-Na/OH 0.973 1.188 1.403
M-Na/CO 0.971 1.225 1.312


Figure 2. The dependence between C–O and C——O bond lengths (in Å),


the second order polynomial relationship corresponds to all species


presented, full squares correspond to the species containing one formic


acid molecule, full circles to centrosymmetric species, empty circles to
transition states of the double proton transfer reaction, empty triangles


correspond to assymetric (non-centrosymmetric moieties)
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There were similar observations for intramolecular O—H. . .O and
N—H. . .O H-bonds that the Lewis acid interacting with C——O
bond enhances p-electron delocalization but weakens the
strength of H-bond.[16,17] This is not in agreement with the
RAHBmodel[11,12] where it was pointed out that the bond lengths
equalization connected with p-electron delocalization leads to
the enhancement of H-bond strength. On the other hand Table 1
shows that the hydrogen fluoride moiety acting on O-hydroxyl
center causes the lengthening of C—Obond, shortening of C——O
bond and enhancement of H-bond strength. However the other
Lewis acids (Naþ and Liþ) situated at hydroxyl oxygen cause
differentiation of CO bonds for centrosymmetric formic acid
dimer but do not enhance H-bond strength. It may be connected
with the electrostatic repulsion of equivalent HCOOH. . .Naþ


(or Liþ) positively charged moieties what leads to the enlarge-
ment of O. . .O distance. To check if such electrostatic repulsion is
responsible for the weakening of H-bonds the ‘asymmetric
complexes’ were also analysed here. This is the formic acid dimer
interacting with the single Liþ, Naþ and HF moieties positioned
near one of O-hydroxyl atoms (as shown in Scheme 4). One can
see the meaningful strength enhancement of the corresponding
hydrogen bond and the differentiation of CO bonds of the
corresponding carboxylic group. On the other hand the other
O—H. . .O H-bond of the same complex is much weaker than
H-bonds of the centrosymmetric formic acid dimer not involved
in any additional interactions.
There is the other interesting finding concerning monomers of


formic acid interacting with Lewis acids, those situated in the
neighbourhood of carbonyl oxygen and those located near
hydroxyl oxygen atom, the corresponding results of Table 2 show
that for all such systems there are only slight changes of O—H
bond length. However the Lewis acid influence is reflected in the
changes of C—O and C——O distances. As it was described above
the Lewis acid at hydroxyl oxygen causes the elongation of C—O
bond and consequently the shortening of C——O bond length (as
shown in Table 2). If the Lewis acid interacts with carbonyl oxygen
atom thus the elongation of C——O bond and the shortening of
C—O bond are observed. All these observations are in line with
the bond valence sum rule – one of the main relations of the
so-called bond valence model (BV model).[24,25] Briefly summar-
izing some of statements of that model one may say that
the additional contact of any covalent bond causes its weakening
and the loss of covalency of that bond is compensated by the
additional contact. Hence the Lewis acid interaction with

www.interscience.wiley.com/journal/poc Copyright � 2008

carbonyl oxygen has to be connected with the lengthening
and weakening of C——O bond. There is no meaningful change of
O—H bond for species containing one formic acid molecule since
there are no additional intermolecular contacts with hydrogen
atoms – thus there are changes of C—O and C——O bonds. The
lengthening of O—H bond is observed only for species
containing two formic acid molecules since in such cases there
are additional contacts for H-atoms (O—H. . .O H-bonds).
Table 1 also presents the geometrical parameters of transition


states corresponding to the double proton transfer processes. For
these systems the CO bond equalization (both CO bonds are
equal or nearly so) corresponds to the strongest H-bonds (the
shortest O. . .O distances). Figure 2 presents the correlation
between C——O and C—O bond lengths. This relationship is well
fitted by the second order polynomial, correlations are much
better if the sub-samples are considered.


QTAIM parameters


The Bader theory (QTAIM) was also applied here to deepen the
nature of the analysed interactions, that is, H-bonds. The QTAIM
theory was often applied before for the analyses of H-bonded
systems.[26,27] It was indicated very often that the electron density
at the H. . .Y BCP is a good measure of H-bond strength of
X—H. . .Y system.[28] The shorter H. . .Y distance corresponds to
the stronger H-bond and in consequence is characterized by the
greater electron density at the corresponding H. . .Y BCP. This is
also in force for the complexes analysed here. Figure 3 shows the
dependence between H. . .O distance and the electron density at
BCP, not only H. . .O intermolecular contacts of O—H. . .O bridges
are included but also the contacts for transition states and O—H
proton donating bonds of carboxylic groups. One can see the
continuity of H. . .O interactions, starting from closed-shell
interactions, next are those of TSs and there are covalent bonds.
Figure 3 also contains the H. . .O distances corresponding to
F—H. . .O H-bonds, the latter are very well fitted to the other
H. . .O/O—H distances. Table 3 presents the characteristics of
F—H. . .O systems. The latter continuity was earlier observed also
for H. . .O interactions,[29] for H. . .H contacts[30] and early on for
H. . .F ones.[31] There is also the continuity of covalent bond
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Figure 4. The dependence between C–O (C——O) bond length (in Å) and


the electron density at the corresponding BCP (in au)
Figure 3. The exponential relationship between H. . .O (and O–H)


distance (and bond length) – in Å, and the electron density at the


corresponding BCP (in au), the (F)H. . .O contacts are also included


(designated by empty circles)


Table 4. QTAIM parameters of O–H bonds and H. . .O contacts of d
same as in Table 1


Complex


OH BCP


rC 52rC GC VC HC


CD 0.3265 �2.3255 0.0671 �0.7156 �0.6
CD-TS 0.1702 �0.3239 0.0951 �0.2711 �0.1
CD-HF/OH 0.3211 �2.2836 0.0659 �0.7027 �0.6
CD-HF/CO 0.3274 �2.3431 0.0661 �0.718 �0.6
CD-HF-TS 0.1758 �0.396 0.0942 �0.2873 �0.1
CD-Li/OH 0.3246 �2.328 0.0633 �0.7086 �0.6
CD-Li/CO 0.3397 �2.4428 0.0665 �0.7437 �0.6
CD-Li-TS 0.1752 �0.4047 0.0917 �0.2846 �0.1
CD-Na/OH 0.3249 �2.3186 0.0652 �0.7101 �0.6
CD-Na/CO 0.3343 �2.3925 0.0871 �0.7324 �0.6
CD-Na-TS 0.172 �0.3546 0.0931 �0.2749 �0.1
AS-HF/OH 0.3156 �2.2274 0.0664 �0.6897 �0.6
AS-HF 0.3303 �2.3626 0.069 �0.7246 �0.6
AS-Li/OH 0.2751 �1.7641 0.0739 �0.5888 �0.5
AS-Li 0.3393 �2.4514 0.0658 �0.7444 �0.6
AS-Na/OH 0.2956 �1.9861 0.0721 �0.6408 �0.5
AS-Na 0.337 �2.4306 0.0657 �0.7391 �0.6


Table 3. F–H bond lengths and H. . .O distances (in Å) of
F–H. . .O H-bonds, designations of species are the same as in
Tables 1 and 2, the electron density at the corresponding
H. . .O BCP is also included (in au)


System F–H H. . .O rC


CD-HF/OH 0.925 1.832 0.0278
CD-HF/CO 0.929 1.764 0.0343
CD-HF-TS 0.927 1.795 0.0311
AS-HF/OH 0.926 1.811 0.0294
M-HF/OH 0.925 1.822 0.029
M-HF/CO 0.93 1.759 0.0343


For monomer HF molecule the H–F bond length amounts to
0.917 Å.
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interactions for single and double bonds – Fig. 4 presents the
relationship between C——O/C—O bond length and the electron
density at the corresponding BCP. There are longer C—O bonds
included, shorter C——O ones as well as CO bonds of transition
states where full (or nearly so) equalization of bonds takes place.
Tables 4 and 5 contain the BCPs’ characteristics of OH bonds


and H. . .O contacts (Table 3 presents the electron densities at
BCPs of (F)H. . .O contacts). MP2/6-311þþG(d,p) results are
included. It is worth mentioning that for H. . .O contacts the
characteristics indicate interactions of the broad strength range.
Positive values of Laplacians usually indicate non-covalent
interactions. And almost all H. . .O contacts analysed posses
positive Laplacians, except of those corresponding to the
transition states. Rozas, Alkorta and Elguero[32] suggested that
the Laplacian as well as the total electron energy density at H...Y
BCP (as shown in Eqn 1) should both be used as criteria to

imers of formic acid (in au), designations of complexes are the


H. . .O BCP


rC 52rC GC VC HC


485 0.0399 0.1289 0.0347 �0.0372 �0.0025
760 0.1702 �0.3239 0.0951 �0.2711 �0.1760
368 0.0426 0.1338 0.0371 �0.0408 �0.0037
519 0.0384 0.127 0.0337 �0.0356 �0.0019
931 0.1628 �0.2575 0.0941 �0.2526 �0.1585
453 0.0325 0.1161 0.0287 �0.0285 0.0002
772 0.0222 0.0765 0.0176 �0.0161 0.0015
929 0.1591 �0.2318 0.093 �0.2439 �0.1509
449 0.0361 0.1236 0.0319 �0.0328 �0.0009
453 0.0304 0.1015 0.0251 �0.0249 0.0002
818 0.165 �0.2783 0.0942 �0.2579 �0.1637
233 0.0474 0.1409 0.0412 �0.0473 �0.0061
556 0.0364 0.1221 0.0316 �0.0327 �0.0011
149 0.0792 0.1576 0.0662 �0.093 �0.0268
786 0.0252 0.0925 0.0214 �0.0197 0.0017
687 0.0667 0.1598 0.0572 �0.0744 �0.0172
734 0.0272 0.0978 0.0231 �0.0218 0.0013
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Table 5. QTAIM parameters of O-H bonds of monomers of
formic acid (in au), designations of species analysed are the
same as in the previous tables


Complex rC 52rC GC VC


M 0.3543 �2.4962 0.0742 �0.7724
M-HF/OH 0.3508 �2.4873 0.0712 �0.7643
M-HF/CO 0.3527 �2.5028 0.0719 �0.7695
M-Li/OH 0.3436 �2.4517 0.0677 �0.7483
M-Li/CO 0.3478 �2.5092 0.0663 �0.7599
M-Na/OH 0.3465 �2.458 0.0698 �0.7542
M-Na/CO 0.3497 �2.5081 0.0683 �0.7636


Figure 5. The dependence between H. . .O (OH) distance (in Å) and the


total electron energy density at the corresponding BCP (in au)
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characterize hydrogen bonding. They proposed for weak and
medium H-bonds that both52rC and HC> 0; for strong H-bonds
it is: 52rC> 0 and HC< 0, while for very strong ones both 52rC
and HC< 0. The latter H-bonds are usually classified as covalent in
nature. HC is negative if jVCj>GC, thus Table 4 indicates that for
almost all H. . .O interactions HBCP’s are negative. It was pointed
out that such interactions may be classified as being at least
partly covalent in nature.[33] Figure 5 presents the dependence
between H. . .O (OH) distance and the total electron energy
density at the corresponding BCP (HC), three kinds of interactions
(covalent, partly covalent and closed-shell interactions) are nicely
indicated here.
The decomposition scheme of the interaction energy was


earlier applied to analyse carboxylic acids and it was found that
for this class of compounds H-bonds are characterized by the
meaningful contribution of the delocalization interaction energy
term.[6] For typical H-bonds the electrostatic interaction energy
term is the most important attractive one and next, the other
attractive contributions may be important but usually much less
than electrostatic energy.[34] For H-bonds of carboxylic acids the

Table 6. Energies (in hartrees) of selected systems analysed here, th
the differences in energies (in kcal/mol) are presented – between t
also the differences between both configurations corresponding to t
containing ZPVE term are also shown; designations of species ana


Complex Energy Energyþ ZPVE


CD �378.747745 �378.676802
CD-TS �378.733664 �378.668908
CD-HF/OH �579.324190 �579.228577
CD-HF/CO �579.328872 �579.232277
CD-HF-TS �579.312865 �579.222634
CD-Li/OH �393.217078 �393.144177
CD-Li/CO �393.225788 �393.151704
CD-Li-TS �393.204504 �393.136808
CD-Na/OH �702.054206 �701.982420
CD-Na/CO �702.058498 �701.985929
CD-Na-TS �702.040892 �701.974716


a The difference in energy between the transition state and the co
b The difference in energy between both configurations correspon
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delocalization energy is competitive to electrostatic term. It was
generally concluded that the delocalization is attributed to
covalent character of H-bond interaction.


Energetic dependencies and NBO results


Table 6 presents energies of some of systems investigated here.
These are those for which the proton transfer process was
analysed: formic acid dimer and centrosymmetric species
containing Lewis acid moieties in the proximity of O-carbonyl
or O-hydroxyl centers. It was pointed out early on that the
influence of external agents may decrease the potential barrier
height for the double proton transfer process in dimers of
carboxylic acids. Particularly such decrease was explained for the
crystal structures of carboxylic acids.[35,36] For the species
analysed here there is such decrease for agents acting on
O-hydroxyl center, while for Lewis acid positioned near carbonyl
bond there is the increase of the potential barrier height. Table 6
also shows that the systems with Lewis acids at O-carbonyl
centers are characterized by lower energies if compared with the

e energies containing ZPVE terms are also included (in hartrees),
he transition state and the considered system in minimum and
he double proton transfer process (in kcal/mol), such differences
lysed are the same as in the previous tables


Energy difference
Energy difference
(ZPVE included)


8.84a 4.95a


0b 0b


7.11a 3.73a


10.04a 6.05a


2.94b 2.32a


7.89a 4.62a


13.36a 9.35a


5.47b 4.72b


8.35a 4.83a


11.05a 7.04a


2.69b 2.20b


nsidered system in minimum.
ding to the double proton transfer process (in kcal/mol).
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Table 7. The energy connected with the electron charge
transfer from lone pairs to the anti-bonding orbital of the
proton donating bond (in kcal/mol), designations of species
analysed are the same as in the previous tables


Complex Energy


CD 23.22
CD-TS 183.57
CD-HF/OH 25.91
CD-HF/CO 20.3
CD-HF-TS 176.2
CD-Li/OH 17.12
CD-Li/CO 9.0
CD-Li-TS 178.02
CD-Na/OH 20.16
CD-Na/CO 14.9
CD-Na-TS 178.89
AS-HF/OH 30.81
AS-HF 19.86
AS-Li/OH 67.31
AS-Li 10.48
AS-Na/OH 51.09
AS-Na 12.2
F-H. . .O interaction
CD-HF/OH 8.43
CD-HF/CO 13.24
CD-HF-TS 9.66
AS-HF 9.39
M-HF/OH 8.89
M-HF/CO 14.97


Figure 7. The dependence between O–H bond length (in Å) and the


energy (in kcal/mol) connected with charge transfer from the oxygen lone
pairs to the anti-bonding O–H orbital; R2 given in parentheses was


obtained after exclusion of transition states


Figure 6. The dependence between H. . .O distance (in Å) and the


energy (in kcal/mol) connected with charge transfer from the oxygen


lone pairs to the anti-bonding O–H orbital, F–H. . .O are given for
comparison (empty squares); R2 given in parentheses was obtained after


exclusion of transition states
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systems containing the same agents at O-hydroxyl centers. It is in
line with the Leffler–Hammond rule[37,38] since the latter species
of the higher energies are closer to transition states and
consequently posses the stronger H-bonds. Such observations
were detected previously for the systems with intramolecular
H-bonds.[39]


The results confirm the statement that the lattice forces in
crystals may influence on the proton transfer reaction and
particularly may decrease the double proton transfer barrier
height for centrosymmetric dimers of carboxylic acids. It should
be pointed out that the lattice forces may influence the other
effects and phenomena such as p-electron delocalization and
dynamic disorder.
The NBO analysis was also performed here to deepen the


nature of O—H. . .O H-bonds. Table 7 presents energies
connected with the transfer of electronic charge within
O—H. . .O bridges – from the n-lone pairs of oxygen acceptor
center to the antibond s�


OH orbital of the proton donating bond.
This is the second order energy lowering which in SCF MO theory
may be expressed as


DEð2Þns� ¼ � 2
njFjs�h i


"s� � "n
(2)


where F is the Fock operator and es* and en are NBO orbital
energies. It is worth mentioning that this electron charge transfer
and the corresponding lowering of energy are attributed to

J. Phys. Org. Chem. 2008, 21 694–702 Copyright � 2008 John W

hydrogen bond interactions. It was shown that if this part of
energy is neglected during calculations thus the H-bonded
systems are not created,[18] in other words the second order
energy lowering is responsible for the existence of H-bonds.
Figure 6 presents the relationship between the H. . .O distance


of O—H. . .O system and the energy expressed by Eqn 2. This is a
very good exponential correlation, even the H. . .O interactions of
F—H. . .O H-bonds (Fig. 6, empty squares) are well fitted to the
exponential regression line (these H-bonds are not included in
this regression). The latter relationship indicates that for stronger
H-bonds of shorter H. . .O distances there is the greater electron
transfer from the proton acceptor to the proton donating bond
and the greater energy lowering connected with this process.
It is well known that the H-bond formation is connected with


the lengthening of the proton donating X—Hbond (except of the
special case of so-called blue-shifting H-bonds). This lengthening
is greater for stronger H-bonds. These early observations are
confirmed by the correlation presented in Fig. 7 – between O—H
bond length and the second order energy lowering (Eqn 2).
Figure 8 shows the relationship between the electron density at
H. . .O BCP and the energy expressed by Eqn 2. One can see that
the latter energy may be useful as a good descriptor of H-bond
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Figure 8. The dependence between the electron density at H. . .O BCP
(in au) and the energy (in kcal/mol) connected with charge transfer from


the oxygen lone pairs to the anti-bonding O–H orbital; transition states


are not taken into account
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strength since it well correlates with the other numerous
parameters expressing the H-bond strength. The similar
observations were presented recently for the intramolecular
dihydrogen bonds[40] as well as for the complexes formed
between guanidine and formate with RNA bases.[41]

CONCLUSIONS


The influence of external agents – Lewis acids – on the
centrosymmetric dimer of formic acid was analysed here. It was
found that Lewis acid acting on O-hydroxyl center increases the
strength of the O—H. . .O hydrogen bond while this acid
positioned near O-carbonyl atom decreases the strength of
H-bond. In the latter case there is the greater p-electron
delocalization resulting in the equalization of C——O and C—O
bond lengths of carboxylic group. The latter observations are not
in line with the so-called RAHB model.
Numerous correlations between geometrical, topological –


derived fromQTAIM theory and energetic parameters were found
here. It was found that the second order energy lowering
connected with the charge transfer from the lone pairs of
acceptor of proton to the anti-bonding orbital of the proton
donating bond is a very good descriptor of H-bond strength.
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Theoretical evidence on O–N type smiles
rearrangement mechanism: a computational
study on the intramolecular cyclization of
N-methyl-2-(2-chloropyridin-3-yloxy)-
acetamide anion
Hui Suna, Jinghua Lib, Dongju Zhanga*, Chen Maa* and Chengbu Liua

J. Phys. Or

Smiles rearrangement (SR) falls under a broad category of organic synthesis for many important compounds. A
complete understanding toward SR process appeals to the assistance of theoretical research. Herein, by performing
quantum chemistry calculations, we give a theoretical evidence for the mechanism of a representative O–N type SR,
the intramolecular cyclization of N-methyl-2-(2-chloropyridin-3-yloxy)acetamide anion. It is found that the SR to the
ipso-position involves a two-step mechanism and is energetically more favorable than the direct nucleophilic attack
by N atom on the ortho-position. The present result rationalizes well the experimentally observed ipso-SR product and
provides a consistent picture of the O–N SR process. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Smiles rearrangement (SR) is an intramolecular aromatic
nucleophilic substitution reaction at the ipso-position under
basic condition,[1] which is usually applicable to aromatic
compounds bearing electron-withdrawing group and results in
the migration of an aromatic system from one heteroatom to
another (Scheme 1). This procedure falls under a broad category
of organic synthesis for many important compounds, such as
olefin,[2,3] pyridine derivatives,[4–6] aminobenzofuran,[7] and
N-heterocycle-fused [1,4]oxazines.[8–13]


Compounds containing benzo-fused and heterocycle-fused
[1,4]oxazine ring have received intensive attention in recent years
owing to their wide applications as substructures embedded in
biologically active agents and pharmaceuticals.[14–18] So far, many
synthetic methods have been well established.[16–19] However,
most of them usually suffer from low yield, complicated
processes or harsh terms. Thus, simple but effective methods
for generating these compounds are still in great demand at
present. Recently, Shin et al. have developed an operationally
simple and economic method for synthesizing N-heterocylce-
fused [1,4]oxazines, such as pyrido[1,4]oxazines[8,9] and pyrida-
zino[1,4]oxazines.[10–13] As shown in Scheme 2 for the synthesis
of pyrido[1,4]oxazines in acetonitrile solvent, the key step of
the reaction involves the ring closure of N-methyl-2-(2-
chloropyridin-3-yloxy)acetamide anion (denoted as 1) via a
O–N type SR involving nucleophilic attack on the ipso-position
(path I) to afford the observed product pyrido[2,3-b][1,4]oxazine
(denoted as 2).
To the best of our knowledge, O–N type SR mechanism is still


not well understood, although a few relevant theoretical studies
have been reported.[20–24] A detailed, higher level theoretical

g. Chem. 2008, 21 215–218 Copyright �

study of the SR is still highly desired. In this paper, we focus our
attention on the representative SR process shown in Scheme 2.
By performing quantum chemistry calculations, we show the
details of mechanism for the O–N type SR process. To rationalize
the experimental fact that the product, pyrido[3,2-b][1,4]oxazine
(denoted as 3), were not observed, we also considered
the possibility of the direct nucleophilic attack by N atom on
the ortho-position (path II in Scheme 2) and compared the results
with those of the ipso-SR.

COMPUTATIONAL DETAILS


Our calculations were carried out at both the B3LYP/6-31G(d,p)
and MP2/6-31G(d,p) levels by including the dielectric solvent
effect of acetonitrile, which was taken into account using a simple
self-consistent reaction field (SCRF) method,[25,26] based on the
polarizable continuum model (PCM).[27,28] The dielectric constant
of acetonitrile was taken as 36.64. Structures 1, 2, and 3 shown in
Scheme 2, as well as the transition states involved during the
formation of 2 and 3 have been located by performing full
geometry optimization without any symmetric restriction, and
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Scheme 1. General smiles rearrangement
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their nature (local minima or first-order saddle points) has been
identified by performing frequency calculations, from which the
zero-point energies (ZPEs) were also derived. The reaction
pathways have been examined by tracing intrinsic reaction
coordinate (IRC) calculations. The atomic charge assignments are
based on the natural population analysis (NPA). For all cited
energies, the ZPE corrections have been included. All calculations
were performed by using Gaussian 03 program package.[29] In the
following sections, the results quoted are generally from the
MP2/6-31G(d,p) calculations unless otherwise specified.


RESULTS AND DISCUSSION


The intramolecular cyclization of compound 1 may proceed in
two possible pathways to afford different fused pyrido[1,4]ox-
azine ring system. As shown in Scheme 2, path I involves the SR to
the ipso-position via the nucleophilic attack of N1 atom on C2
atom, resulting in the formation of product 2, while in path II the
nucleophilic attack of N1 atom occurs on the ortho-position,
giving rise to compound 3. To show the mechanism details along
these two paths, we optimized geometries of all stationary points
involved and drawn out the potential energy profiles along the
reaction coordinate, as shown in Figs. 1 and 2, respectively.
Path I involves a two-step mechanism, in which two transition


state structures (TS1 and TS3) and one intermediate IM1 have
been located at the MP2/6-31G(d,p) level. Complex 1 is first
converted to a spirocyclic intermediate IM1 via the five-
membered ring transition structure TS1. This transition structure
is characterized by an imaginary frequency of 233i cm�1, and
the transition vector corresponds to the expected components
of the reaction coordinate in which N1 atom carrying partial
negative charge is attacking at C2 atom on the pyridine ring to
induce ring closure. The forming N1—C2 distance is 1.988 Å, and
the C2—O4 bond is slightly elongated to 1.411 Å. The barrier
height from 1 to TS1 is calculated to be 11.93 kcalmol�1. IM1 is

Scheme 2. Reaction of 2-choroacetamide with 2-halo-3-hydroxypyridine to


substitution product
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calculated to be 3.52 kcalmol�1 less stable than 1. In IM1, N1—C2
bond has formed, and the C2—O4 distance is 1.522 Å, which is
longer by 0.202 Å than that in compound 1. This can be attributed
to the electrostatic repulsion between two negatively charged
atoms (N1 and O4), which makes the spirocyclic intermediate
unstable. Along the reaction coordinate, IM1 disassociates into
product 2 accompanied by the release of Cl� anion via saddle
point TS3, where C2—O4 and C3—Cl bonds are breaking and
C3—O4 bond is forming. The imaginary frequency of this
transition state is 301i cm�1 and the normal mode mainly
corresponds to large-amplitude motions of O4, C3, and Cl atoms
in the desired directions. The forming C3—O4 bond is shortened
to 2.088 Å, and the breaking C2—O4 and C3—Cl bonds are
elongated to 2.508 and 1.792 Å, respectively. TS3 lies
12.81 kcalmol�1 above 1. The barrier from IM1 to TS3 is
calculated to be 9.29 kcalmol�1, lower by 2.64 kcalmol�1 than
that of the initial N1—C2 bond formation. The total reaction is
exothermic by 54.27 kcalmol�1, and the rate-determining step is
the first step with a barrier of 11.93 kcalmol�1.
For comparison, the calculated DFT geometries and energies


have also been shown in Figs. 1 and 2. Generally, the geometries
and relative energies from the DFT calculations are in fair
agreement with those from the MP2 calculations. However, it
should be noted that our DFT calculations have located another
minimum IM2 between IM1 and TS3. As shown in Fig. 1, the
geometry of IM2 is similar to that of IM1 except for C2—O4
distance, which is 2.275 Å and in contrast to 1.536 Å in IM1. At the
B3LYP/6-31G(d,p) level, IM2 is only 1.97 kcalmol�1 above IM1.
Furthermore, we have also identified the first-order saddle
connecting IM1 and IM2, TS2. It is a five-membered-ring-
containing transition state structure, where O4 atom is getting
away from C2 atom, as indicated by the geometrical parameters
and the vibrational mode corresponding to the imaginary
frequency of 144i cm�1. The length of the breaking C2—O4 bond
is 1.987 Å. The barrier from IM1 to TS2 is calculated to be
2.09 kcalmol�1, indicating a less energy requirement than the

form either the smiles rearrangement product or the ortho-nucleophilic
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Figure 1. Optimized geometries with selected bond distances (Å) for reactant, transition states,


intermediates, and products involved in the intramolecular cyclization reaction of compound 1. The
values with and without parentheses are from the B3LYP/6-31G(d,p) and MP2/6-31G(d,p) calculations,


respectively


Figure 2. Calculated potential energy surface profiles along paths I and II


for the intramolecular cyclization reaction of compound 1. The values of
the relative energies with and without parentheses are from the B3LYP/


6-31G(d,p) and MP2/6-31G(d,p) calculations, respectively
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other processes in path I. From Fig. 2, we see that the potential
energy surface in the vicinity of TS2 and IM2 is so shallow that
these two structures at more accurate MP2 level disappear. This
fact indicates that TS2 and IM2may not represent the stationary
points anymore but only distortions on the reaction coordinate
connecting IM1 and TS3.
The intramolecular cyclization reaction proceeding along path


II is initiated by the nucleophilic attack of N1 anion at C3 atom on
the pyridine ring. As shown in Fig. 2, this process involves only
one elementary step. Transition structure TS4 (Fig. 1) has been
identified as the first-order saddle point along this path, in which
N1—C3 bond (1.981 Å) is forming and C3—Cl (1.831 Å) bond is
breaking. The imaginary frequency of TS4 is 272i cm�1, and the
transition vector mostly corresponds to the nucleophilic addition
of N1 to C3. The barrier height from compound 1 to TS4 is
calculated to be 17.16 kcalmol�1, which is energetically less
favorable by 5.23 kcalmol�1 than that of the rate-determining
step in path I. Our IRC calculation demonstrates that along
the reaction coordinate TS4 converges to the product 3 with the
release of Cl�. This path is exothermic by 54.04 kcalmol�1 relative
to the reactant, which is similar to that along path I. From
the results shown in Figs. 1 and 2, we find that the B3LYP
calculations give almost the same conclusion with the MP2
calculations.
On the basis of the above results, it is clear that path I is found


to be considerably less energy demanding than path II. This is in
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Table 1. Calculated NPA charges on N1, C2, and C3 atoms of
reactant 1


Q (au)


N1 C2 C3


MP2/6-31G(d,p) �0.810 0.338 0.191
B3LYP/6-31G(d,p) �0.703 0.293 0.155
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good agreement with the observed ipso-SR product rather than
ortho-nucleophilic substitution product.[11] To better understand
this result, we calculated the NPA charges on the relevant atoms
in compound 1. From the data shown in Table 1, it is clear that the
DFT and MP2 calculations identically indicate the high charge
density is centered on N1 atom, endowing it with a strong
nucleophilic character. While the charge on C2 and C3 atoms is
0.338 and 0.191 e, respectively, clearly indicating C2 position is
the more electrophilic site. This can be attributed to the larger
electronegativity of O atom than Cl atom, which confers on the
C2 atom (ipso-position) a greater positive charge, permitting a
more facile nucleophilic attack by N1. Furthermore, the preferred
ipso-SR product can also be understood by considering the steric
effect. Comparing the geometry of TS4 involved in path II, with
that of TS1, the transition state structure involved in the
rate-determining step in path I, it is found that the N-methyl-
acetamide unit in the former is much more severely distorted
than that in the latter, leading to the higher energy required to
form the ortho-nucleophilic addition product along path II than
that to form the ipso-SR product along path I.

CONCLUSIONS


In summary, we have performed a mechanism study for the
representative O–N type SR process, the intramolecular cycliza-
tion of N-methyl-2-(2-chloropyridin-3-yloxy)acetamide anion by
performing quantum chemistry calculations. The results at the
MP2/6-31G(d,p) level show that the SR to ipso-position involves a
two-step mechanism, the nucleophilic attack of N atom on the
ipso-carbon followed by the nucleophlic attack of O atom on the
ortho-carbon, while the direct nucleophilic attack by N atom on
the ortho-position occurs via a single-step mechanism. The
calculated lower barrier by 5.23 kcalmol�1 at the MP2/6-31G(d,p)
level for the former than for the latter provides theoretical
support for the observed ipso-SR product, which has been
rationalized in terms of electronic and steric effects. It is expected
that a similar mechanistic picture also applies to other SR
processes.
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Barabás, K. Keserű, P. Mátyus, J. Mol. Struct. (Theochem) 2001, 545, 75–
96.


[22] D. G. Musaev, A. L. Galloway, F. M. Menger, J. Mol. Struct. (Theochem)
2004, 679, 45–52.


[23] H. Y. Wang, X. Zhang, Y. L. Guo, Q. H. Tang, L. Lu, J. Am. Soc. Mass
Spectrom. 2006, 17, 253–263.


[24] Y. P. Zhou, Y. J. Pan, X. J. Cao, J. Wu, K. Z. Jiang, J. Am. Soc. Mass
Spectrom. 2007, 18, 1813–1820.


[25] O. Tapia, Math. Chem. 1992, 10, 139–181.
[26] J. Tomasi, M. Persico, Chem. Rev. 1994, 94, 2027–2094.
[27] E. Cances, B. Mennunci, J. Tomasi, Chem. Phys. 1997, 107, 3032–


3041.
[28] M. Cossi, V. Barone, R. Cammi, J. Tomasi, Chem. Phys. Lett. 1996, 255,


327–335.
[29] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R.


Cheeseman, J. A. Montgomery, Jr., T. Vreven, K. N. Kudin, J. C. Burant,
J. M. Millam, S. S. Iyengar, J. Tomasi, V. Barone, B. Mennucci, M. Cossi,
G. Scalmani, N. Rega, G. A. Petersson, H. Nakatsuji, M. Hada, M. Ehara,
K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O.
Kitao, H. Nakai, M. Klene, X. Li, J. E. Knox, H. P. Hratchian, J. B. Cross, V.
Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R. E. Stratmann, O.
Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W. Ochterski, P. Y. Ayala, K.
Morokuma, G. A. Voth, P. Salvador, J. J. Dannenberg, V. G. Zakrzewski,
S. Dapprich, A. D. Daniels, M. C. Strain, O. Farkas, D. K. Malick, A. D.
Rabuck, K. Raghavachari, J. B. Foresman, J. V. Ortiz, Q. Cui, A. G.
Baboul, S. Clifford, J. Cioslowski, B. B. Stefanov, G. Liu, A. Liashenko, P.
Piskorz, I. Komaromi, R. L. Martin, D. J. Fox, T. Keith, M. A. Al-Laham,
C. Y. Peng, A. Nanayakkara, M. Challacombe, P. M. W. Gill, B. Johnson,
W. Chen, M. W. Wong, C. Gonzalez, J. A. Pople. Gaussian 03, Revision
D.01; Gaussian, Inc.: Wallingford CT, 2004.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 215–218








Research Article

Received: 28 September 2007, Revised: 16 January 2008, Accepted: 18 January 2008, Published online in Wiley InterScience: 2008

(www.interscience.wiley.com) DOI 10.1002/poc.1347

Proximity effects of oxygen atoms on the
enthalpies of formation of simple diethers: a
computational G3(MP2)//B3 study
Esko Taskinena* and Antti Taskinenb

The enthalpies of formation of a number of acyclic, st

J. Phys. Or

raight-chain ethers and diethers were determined by G3(MP2)//
B3 calculations. The principal aim of the work was to study the magnitude of the O. . .O proximity effect on the
enthalpy contents of diethers as a function of the distance (number of bonds) between the O atoms. 1,4-Diethers and
1,5-diethers were computed to be destabilized by ca. 4.5 (W0.5) and 3.2 (W0.4) kJmolS1, respectively, by the O. . .O
proximity effect. The effect was calculated to be negligible in diethers with the O atoms in positions more remote than
1,5 from each other, whereas 1,3-diethers (acetals) are stabilized by ca. 22 kJmolS1, likely on account of the anomeric
effect. Calculations on simple monoethers show that the contributions to DfH


�
m of CH2 groups in the b and g positions


(relative to O) are reduced by ca. 0.8 and 0.3 kJmolS1, respectively, relative to those of CH2 groups more remote from
the O atom. The computational enthalpies of formation of the studied monoethers and diethers, both cyclic and
acyclic, are generally in good agreement with experimental data, another important result of the present work.
Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


In view of our planned studies dealing with the enthalpies of
formation of isomeric di- and polyethers in varying chemical
surroundings, the aim of the present work was to initially carry
out a computational study of the relative enthalpy levels of
simple, isomeric straight-chain dioxa-alkanes as a function of
the distance (number of bonds) between the O atoms. Possible
differences in the enthalpy contents of these compounds may be
considered to arise from differences in proximity effects of the O
atoms (other effects may also be involved, see later). When the O
atoms are widely separated, they may be supposed to behave
independently, that is, each of them is likely to have a
contribution to molecular enthalpy equal to that of a single O
atom in a chemically related environment of a monoether. On
closer proximity of the O atoms, the mutual interactions,
stabilizing or destabilizing, are expected to become stronger.
Thus, the starting point of the present work was to select a


long-chain dioxa-alkane in which the O atoms are far from each
other, and then, keeping the position of one of the O atoms fixed,
to change that of the other until an acetal moiety,
—O—CH2—O—, was achieved. Dioxadecanes were selected
as the first molecular system of study. In the 2,9-dioxa isomer,
MeO(CH2)6OMe, the distance between the O atoms was assumed
to be long enough for negligible O. . .O proximity effects. Then,
with the position of the 2-O atom frozen, that of the other was
stepwise reduced down to n¼ 4, where n denotes the position of
the ‘moving’ O atom in these 2,n-dioxadecanes:


MeOðCH2Þ6OMeð2; 9-dioxadecaneÞ


MeOCH2OðCH2Þ5Með2; 4-dioxadecaneÞ
The relative enthalpies of the isomeric diethers were determined
by high-level computations using the G3(MP2)//B3 method. As
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the enthalpies of formation of simple ethers, diethers, and acetals
formed another essential goal of this work, the computational
enthalpies of formation of the studied compounds were
calculated from the computational data.
The results achieved for the 2,n-dioxadecanes prompted a


related investigation on the enthalpy contents of a,v-dime-
thoxyalkanes MeO(CH2)mOMe as a function of the number of
the methylene groups between the O atoms. The calculations
were started from m¼ 10 (2,13-dioxatetradecane), in which the
O atoms are even more widely separated than those of 2,9-
dioxadecane, the starting point of the previous study, and
stopped at m¼ 1 (2,4-dioxapentane, an acetal). As these
compounds are not isomeric, the proximity effects of the two
O atoms onmolecular enthalpy are not immediately visible in the
enthalpy values, but may be extracted from them by chemical
reasoning. These studies gave rise to some further investigations
on the enthalpies of formation of other related straight-chain
monoethers and acetals.
Besides the acyclic compounds, the enthalpies of formation of


some cyclic ethers and acetals were also determined computa-
tionally in order to test the reliability of the present
computational method as a source of accurate enthalpy of
formation data for these oxygenated hydrocarbons.
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RESULTS AND DISCUSSION


Computations


The computations (gas phase, 298.15 K, 1 bar) were carried out
using the G3(MP2)//B3 method[1] and the Gaussian 03 package
of software.[2] The computational enthalpy values, together with
the computational enthalpies of formation calculated by the
atomization method,[3] are shown in several tables in the
following discussion. For comparison, experimental enthalpies of
formation (if available), taken mainly from the data collection of
Pedley et al.,[4] are also included in the tables. Moreover, the
enthalpies of formation of the acyclic compounds, estimated by
the group additivity method of Benson using the parameters
given by Cohen and Benson[5] and Verevkin,[6] are also shown.


O. . .O proximity effects in 2,n-dioxadecanes


The isomeric 2,n-dioxadecanes include five diethers (n¼ 5–9) and
an acetal (n¼ 4). If the O atoms of a straight-chain diether, such
as 2,n-dioxadecane, are sufficiently far from each other (at
positions 1,5 or farther away), the molecule prefers an anti
arrangement of the heavy atom skeleton, whereas 1,4-diethers
may have a significant contribution from a gauche conformation
of the —O—C—C—O— moiety.[7] The present computations,
however, always pointed to slightly lower (�1.0 kJmol�1)
enthalpies of formation for the anti conformers of acyclic
1,4-diethers in the gas phase, in line with recent MM4 calculations
for 2,5-dioxahexane (1,2-dimethoxyethane).[8] The gauche con-
former (a dl pair), however, is statistically favoured over the anti.
Thus, the gauche formmay have a lower Gibbs energy value than
the anti conformer around room temperature or at higher
temperatures. On the other hand, straight-chain acetals, like
2,4-dioxapentane CH3OCH2OCH3, are known to favour gauche–
gauche (gþgþ and g�g�) conformations of the C—O—C—O—C
moiety over the anti–anti (aa), anti–gauche (ag) or gauche–anti
(ga) conformations.[9,10] Contrary to previous statements,[9,10]


the gþg� conformation of straight-chain acetals was also
found to be a true energy minimum, but significantly less stable
than the gþgþ and g�g� conformations. For the various
conformers of the simplest acyclic acetal, 2,4-dioxapentane,
the following torsional angles t(C1—O2—C3—O4) and t(O2—
C3—O4—C5), as well as relative enthalpies, were calculated:


gþgþ : tðC1 � O2 � C3 � O4Þ ¼ tðO2 � C3 � O4 � C5Þ


¼ 68�ðrelative enthalpy ¼ 0Þ


gþg� : tðC1 � O2 � C3 � O4Þ ¼ 84�; tðO2 � C3 � O4 � C5Þ


¼ �84�ðrelative enthalpy ¼ þ16:0 kJ mol�1Þ


ga : tðC1 � O2 � C3 � O4Þ ¼ 67�; tðO2 � C3 � O4 � C5Þ


¼ �176�ðrelative enthalpy ¼ þ10:9 kJ mol�1Þ


aa : tðC1 � O2 � C3 � O4Þ ¼ tðO2 � C3 � O4 � C5Þ


¼ 180�ðrelative enthalpy ¼ þ23:4 kJ mol�1Þ


For the other acetals studied, the pattern shown above for
2,4-dioxapentane was closely repeated, but in the case of
asymmetric acetals, the ga and ag conformers expectedly do not
have strictly equal enthalpies (or respective torsional angles). In
view of the favourable enthalpies of the gþgþ (g�g�) conformers,
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the contribution of the other conformers to the total enthalpy of
gaseous acetals is likely to be small around room temperature.
Table 1 shows that among the 2,n-dioxadecanes, the acetal


(n¼ 4) has the lowest enthalpy of formation, ca. 21.6 kJmol�1


below that of themost stable diether, 2,8-dioxadecane. Moreover,
the enthalpies of formation of the 2,n-dioxadecanes from n¼ 5 to
n¼ 8 show small but significant variations, suggesting varying
strengths of proximity effects between the O atoms. For a more
illustrative view of these trends, the enthalpies of formation of
the 2,n-dioxadecanes, relative to that of the 2,9-dioxa isomer, are
shown in Table 2. When considering the relative enthalpies of
these isomeric dioxa compounds one has to take into account
that not all of the variation in DfH


�
m may be ascribed to proximity


effects of the O atoms alone: the varying enthalpies partly arise
from ‘end effects’, that is, from different distances of the ‘moving’
O atom from the end of the hydrocarbon chain. Thus, even for the
isomeric mono-oxadecanes (Table 1), the enthalpy of formation is
a function of the position of the O atom. Accordingly, relating the
enthalpies of formation of the 2,n-dioxadecanes with those of
structurally related mono-oxadecanes is a more correct way of
evaluating the O. . .O proximity effects in the former. This
comparison is also shown in Table 2. The enthalpies of formation
of the isomeric mono-oxadecanes were first scaled relative to that
of the ‘9-oxa’ (¼ 2-oxa) derivative, and the differences between
the scaled enthalpies of the structurally related members in the
two series of compounds were then presented as a function
of the parameter n.
Obviously, for n� 7, the proximity effects between the O atoms


of the 2,n-dioxadecanes are almost negligible, but they become
significant and destabilizing by ca. 3 and 4 kJmol�1 for n¼ 6 and
n¼ 5, respectively. However, a closer proximity of the O atoms
(for n¼ 4, an acetal) leads to a strong stabilization of ca.
22 kJmol�1, relative to that in ordinary diethers (2,n-dioxa-
decanes with n� 7). The marked stability of acetals has been
ascribed to the anomeric effect.[10]


O. . .O proximity effects in a,v-dimethoxyalkanes


Another way of probing the O. . .O proximity effects in
dioxa-alkanes is the evaluation of the enthalpies of formation
of a,v-dimethoxyalkanes MeO(CH2)mOMe as a function of the
length of the (CH2)m moiety. The computational data are shown
in Table 3. Insofar as the contribution to DfH


�
m of a CH2 moiety


bonded to two C(sp3) atoms is independent of the nature of the
atoms attached to these two C atoms, the enthalpies of formation
of a,v-dimethoxyalkanes are expected to change by a constant
amount (¼ that found in straight-chain alkanes) for each change
of m by unity. For a compound with m¼ 10, the longest
a,v-dimethoxyalkane in this study, the proximity effects between
the O atoms are likely to be negligible, even smaller than those in
2,9-dioxadecane, the reference compound in the earlier treat-
ment of the O. . .O proximity effects.
In the group additivity scheme, the contribution of the


C—(C)2(H)2 group increment to the enthalpy of formation has
been evaluated as �20.92 kJmol�1 from experimental data on
straight-chain alkanes.[5] To find out the computational value of
this parameter, the enthalpies of formation of the nine alkanes
from ethane to decane were calculated (Table 3). On going from
propane to decane, the average change in DfH


�
m was calculated


to be �21.14 kJmol�1 for each CH2 group introduced. The value
of this group increment shows no significant or systematic
variation with increasing length of the alkane chain. (However, on
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Table 2. Computational enthalpies of formation (in kJmol�1) of n-oxadecanes and 2,n-dioxadecanes, relative to those of the 9-oxa
isomersa


Compound


n


4 5 6 7 8 9


n-Oxadecane �12.1 �11.4 �11.4 �12.1 �13.4 0
2,n-Dioxadecane �34.3 �7.5 �8.6 �12.0 �12.7 0
Difference �22.2 3.9 2.8 0.1 0.7 0


a Gas phase, 298.15 K.


Table 1. Computational enthalpy data (g, 298.15 K) for mono- and dioxadecanes by the G3(MP2)//B3 method, including enthalpies
of formation calculated by the group additivity methoda


Compound H (a.u.) DfH
�
m (comp) DfH


�
m (GAV) DðDfH


�
mÞ (GAV-comp)


2-Oxadecane �429.422963 �343.8 �342.9 0.9
3-Oxadecane �429.428054 �357.2 �355.6 1.6
4-Oxadecane �429.427550 �355.9 �355.6 0.3
5-Oxadecane �429.427288 �355.2 �355.6 �0.4
2,4-Dioxadecane (gg) �465.328488 �469.9 �465.3 4.6
2,4-Dioxadecane (gþg�) �465.322756 �454.8
2,4-Dioxadecane (ag) �465.324429 �459.2
2,4-Dioxadecane (ga) �465.324377 �459.1
2,4-Dioxadecane (aa) �465.319654 �446.7
2,5-Dioxadecane (a) �465.318282 �443.1 �447.4 �4.3
2,5-Dioxadecane (g) �465.318033 �442.4
2,6-Dioxadecane �465.318712 �444.2 �447.4 �3.2
2,7-Dioxadecane �465.320012 �447.6 �447.4 0.2
2,8-Dioxadecane �465.320266 �448.3 �447.4 0.9
2,9-Dioxadecane �465.315419 �435.6 �434.8 0.8
3,5-Dioxadecane (gg) �465.333500 �483.0 �478.0 5.0
3,5-Dioxadecane (gþg�) �465.327891 �468.3
3,5-Dioxadecane (ag) �465.329361 �472.2
3,5-Dioxadecane (ga) �465.329422 �472.3
3,5-Dioxadecane (aa) �465.324644 �459.8
3,6-Dioxadecane (a) �465.323209 �456.0 �460.1 �4.1
3,6-Dioxadecane (g) �465.322952 �455.3
3,8-Dioxadecane �465.325409 �461.8 �460.1 1.7
3,7-Dioxadecane �465.323874 �457.8 �460.1 �2.3
4,6-Dioxadecane (gg) �465.332964 �481.6 �478.0 3.6
4,6-Dioxadecane (gþg�) �465.327576 �467.5
4,6-Dioxadecane (ag) �465.328895 �470.9
4,6-Dioxadecane (ga) �465.328893 �470.9
4,6-Dioxadecane (aa) �465.324275 �458.8
4,7-Dioxadecane (a) �465.323008 �455.5 �460.1 �4.6
4,7-Dioxadecane (g) �465.322687 �454.6


a Enthalpies of formation in kJmol�1.
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going from ethane to propane, the change in DfH
�
m


�20.7 kJmol�1, is slightly exceptional).
In the following treatment, the enthalpy of formation,


�520.3 kJmol�1, of 2,13-dioxatetradecane MeO(CH2)10OMe
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(assumed to be devoid of O. . .O proximity effects) was taken
as a reference value fromwhich the enthalpies of formation of the
other (m¼ 1–9) a,v-dimethoxyalkanes were estimated, assuming
each decrement of m by unity to increase the enthalpy of
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Table 3. Computational enthalpies H and enthalpies of formationa (computational, group additivity method, and experimentalb)
of 2,n-dioxa-alkanes and alkanes


Compound H (298.15 K) (a.u.) DfH
�
m (comp) DfH


�
m (GAV) DfH


�
m (exp)


DðDfH
�
mÞ


(GAV-comp)


DðDfH
�
mÞ


(exp-comp)


2,5-Dioxahexane (a) �308.373840 �346.2 �351.1 �4.9
2,5-Dioxahexane (g) �308.373477 �345.2
2,6-Dioxaheptane �347.609289 �368.7 �372.0 �3.3
2,7-Dioxaoctane �386.845441 �393.0 �392.9 0.1
2,8-Dioxanonane �426.080210 �413.7 �413.8 �0.1
2,9-Dioxadecane �465.315419 �435.6 �434.8 0.8
2,10-Dioxaundecane �504.550256 �456.4 �455.7 0.7
2,11-Dioxadodecane �543.785309 �477.9 �476.6 1.3
2,12-Dioxatridecane �583.020235 �499.0 �497.5 1.5
2,13-Dioxatetradecane �622.255235 �520.3 �518.4 1.9
Ethane �79.651026 �83.1 �83.7 �83.8 (0.4) �0.6 �0.7 (0.4)
Propane �118.885808 �103.8 �104.6 �104.7 (0.5) �0.8 �0.9 (0.5)
Butane �158.120741 �124.9 �125.5 �125.6 (0.7) �0.6 �0.7 (0.7)
Pentane �197.355642 �146.0 �146.4 �146.9 (0.9) �0.4 �0.9 (0.9)
Hexane �236.590624 �167.2 �167.4 �167.1 (0.8) �0.2 0.1 (0.8)
Heptane �275.825504 �188.2 �188.3 �187.7 (1.3) �0.1 0.5 (1.3)
Octane �315.060516 �209.6 �209.2 �208.6 (1.4) 0.4 1.0 (1.4)
Nonane �354.295409 �230.6 �230.1 �228.2 (0.7) 0.5 2.4 (0.7)
Decane �393.530381 �251.8 �251.0 �249.5 (1.3) 0.8 2.3 (1.3)


a Gas phase, 298.15 K (in kJmol�1).
b Reference [4].
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formation by the previously mentioned computational amount of
21.14 kJmol�1. The computational and estimated enthalpies of
formation of the a,v-dimethoxyalkanes, together with the
differences therein, DðDfH


�
mÞ (comp-est), are shown in Table 4.


From m¼ 9 to m¼ 4, the differences DðDfH
�
mÞ, �0.9 kJmol�1,


suggest only small (if any) proximity effects between the O atoms.
Noteworthy, the difference is only 0.1 kJmol�1 for m¼ 6, that is
for 2,9-dioxadecane, used as the reference compound in the
previous discussion of the 2,n-dioxadecanes. For both m¼ 5 and

Table 4. Computational and estimated (see text) enthalpies
of formation of a,v-dimethoxyalkanes (in kJmol�1) in the gas
phase at 298.15 K


Compound DfH
�
m (comp) DfH


�
m (est)


DðDfH
�
mÞ


(comp-est)


MeOCH2OMe �352.1 �330.0 �22.1
MeO(CH2)2OMe �346.2 �351.2 5.0
MeO(CH2)3OMe �368.7 �372.3 3.6
MeO(CH2)4OMe �393.0 �393.5 0.5
MeO(CH2)5OMe �413.7 �414.6 0.9
MeO(CH2)6OMe �435.6 �435.7 0.1
MeO(CH2)7OMe �456.4 �456.9 0.5
MeO(CH2)8OMe �477.9 �478.0 0.1
MeO(CH2)9OMe �499.0 �499.2 0.2
MeO(CH2)10OMe �520.3 �520.3a 0.0


a Set as the reference value.
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m¼ 4, the presence of slight destabilizing interactions is
obvious, particularly for m¼ 5. The higher destabilization for
m¼ 5 (2,8-dioxanonane), though unexpected, is in line with the
previous data (Table 2) for 2,8-dioxadecane, in which the O. . .O
distance is comparable to that in 2,8-dioxanonane. For m¼ 9–6,
the differences DðDfH


�
mÞ (comp-est) are small and positive,


suggesting weak destabilizing O. . .O proximity effects in these
compounds. On the other hand, they may simply arise from
the inherent inaccuracies of the computed DfH


�
m values: a DfH


�
m


value 0.2 kJmol�1 less negative than the present one for the
reference compound gives rise to both positive and negative
differences DðDfH


�
mÞ for m ranging from 6 to 9.


Summarizing, destabilizing O. . .O proximity effects of ca. 5.0
and 3.6 kJmol�1 were computed to exist in the 1,4- and 1,5-dioxa
systems of 2,5-dioxahexane and 2,6-dioxaheptane, respectively.
For comparison, the data of Table 2 point to destabilization
energies of 3.9 and 2.8 kJmol�1 for the related dioxa systems of
2,5-dioxadecane and 2,6-dioxadecane, respectively. Accordingly,
the destabilization energies obtained by the two different
methods are in good mutual agreement. On the other hand,
from an experimental enthalpy of formation the 1,4-dioxa system
of 3,6-dioxaoctane EtOCH2CH2OEt has been estimated by
Månsson[11] to be destabilized, relative to aliphatic monoethers,
by ca. 11 kJmol�1. This estimate exceeds the present
computational values of the 1,4-dioxa destabilization energy
by 6–7 kJmol�1. In line with the significant disagreement
between these computational and experimental destabilization
energies, the present computational enthalpy of formation,
�415.2 kJmol�1, for 3,6-dioxaoctane (Table 5) is 7 kJmol�1 more
negative than the experimental one, �408.2� 1.0 kJmol�1.[11] In
the absence of additional experimental enthalpy of formation
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Table 5. Computational enthalpies H and enthalpies of formationa (computational, group additivity method, and experimentalb) of
3,6- and 3,7-dioxa-alkanes


Compound H (298.15 K) (a.u.) DfH
�
m (comp) DfH


�
m (GAV) DfH


�
m (exp) DðDfH


�
mÞ (GAV-comp) DðDfH


�
mÞ (exp-comp)


3,6-Dioxaoctane (a) �386.853881 �415.2 �418.3 �408.2 (1.0) �3.1 7.0 (1.0)
3,6-Dioxaoctane (g) �386.853603 �414.4
3,7-Dioxanonane �426.089347 �437.7 �439.1 �436.2 (1.5) �1.4 1.5 (1.5)


a Gas phase, 298.15 K (in kJmol�1).
b References [11] and [12].
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data for acyclic diethers containing a 1,4-dioxa system, it remains
uncertain whether the significant difference between the
computational and experimental data arises from experimental
error or shortcomings of the computational method. The
computational value of the enthalpy of formation of
3,6-dioxaoctane is supported by the fact that 1,4-dioxane, which
has two —O—C—C—O— systems, gives a computational DfH


�
m


value in excellent agreement with the experimental one (see
below). Moreover, Månsson reported some problems in the
purification of their sample of 3,6-dioxaoctane. In view of
these divergent results, new experimental data on the enthalpies
of formation of 1,4-diethers are highly welcome.
The computational results suggest the 1,5-dioxa systems of


2,6-dioxadecane and 2,6-dioxaheptane to be destabilized by
2.8 and 3.5 kJmol�1, respectively, by the O. . .O proximity effects.
This is not far from the experimental findings of Månsson[12] for
the 1,5-dioxa system of 3,7-dioxanonane EtOCH2CH2CH2OEt,
which point to a strain of ca. 2 kJmol�1 in this compound. In
line with this result, the experimental enthalpy of formation,
�436.2� 1.5 kJmol�1, of the latter compound is supported by
the present computational value of �437.7 kJmol�1 (Table 5).


Effect of the O atom on the increment values of nearby CH2


groups in monoethers and acetals


The destabilization energies derived above for close proximity
of the O atoms in dioxa-alkanes were referenced relative to
thermochemical stability of monoethers, or alternatively, relative
to that of diethers in which the O atoms may be assumed to
behave independently. This gives rise to a question of the
thermochemical role of the O atom in straight-chain monoethers:
do CH2 groups of monoethers, excluding the first to oxygen, at
varying distances from the O atom have the same (constant)
contribution to the enthalpy of formation as CH2 groups of
straight-chain alkanes? This assumption is involved in the value of
group additivity parameter C—(C)2(H)2. To study this question,
the relation between DfH


�
m and the number of CH2 groups in the


alkyl group R0 of monoethers ROR0 was studied for R¼Me, Et, and
Pr, allowing the C—(C)2(H)2 group increments for methylene
groups at different distances from the O atom to be evaluated. It
was also of interest to study the same problem in acetals
MeOCH2OR


0 and CH2(OR
0)2.


The results of the computations are given in Tables 6 and 7. For
the sake of interest, the contribution of the first (a) CH2 group,
corresponding to the change R0 ¼Me to R0 ¼ Et, is also included in
the data. The contribution of the C—(C)(O)(H)2 group increment
is seen (Table 7) to be almost constant, ca.�34.1 kJmol�1, in each
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of these compounds. For comparison, Cohen and Benson[5]


and Verevkin[6] report experimental values of �33.9 and
�33.6� 0.4 kJmol�1, respectively, for this parameter. On the
other hand, the computational C—(C)2(H)2 group increment for
the change from R0 ¼ Et to R0 ¼ Pr is calculated to be
�20.2� 0.1 kJmol�1 in both ethers and acetals. This value is
significantly different from the experimental and computational
ones of �20.92 and �21.14 kJmol�1, respectively, for the
respective group increment in alkanes. Increasing the length
of R0 from Pr to Bu leads to changes of ca. �20.8 kJmol�1 in the
computational values of DfH


�
m for both ethers and acetals, that is,


to contributions also slightly smaller than the CH2 group
increment in alkanes. Extending the length of R0 from Bu to
Am and from Am to Hex gives rise to changes in the
computational enthalpy of formation which, on average, are
slightly higher, viz. from �21.3 to �21.4 kJmol�1, than
the computational reference value in alkanes. Only extending
the length of the group R0 from Hex to longer alkyl groups
does the value of the CH2 group increment become comparable
to that in alkanes.
Summarizing, in both straight-chain monoethers and acetals


the effect of the O atom(s) is to decrease the absolute values
of the contributions to DfH


�
m of the CH2 groups b and g away


from the O atom(s), relative to their value in simple alkanes.
Slightly enhanced contributions appear to exist for the next two
(d and e) CH2 groups, but the evidence is not conclusive.
Methylene groups more remote than e from the O atom(s) have
their normal (alkane) contributions, �21.1 kJmol�1, to DfH


�
m.


The slightly reduced contributions to DfH
�
m of the b and g CH2


groups of ethers may be thought to originate from the effect of
the O atom on the charges on nearby C atoms. Calculations at the
B3LYP/6-31G* level for 2-oxadecane point to excess Mulliken
charges ofþ0.248,�0.018, and�0.010 jej on C-3 (a), C-4 (b), and
C-5 (g), respectively, relative to the charges on C-6 and C-7, which
are the same (�0.252 jej) as those on the central carbons of
decane, an alkane. For comparison, AIM[14–22] calculations (at the
MP2/6-31G* level) suggest markedly different excess charges of
þ0.506, þ0.010, and�0.003 jej on C-3, C-4, and C-5, respectively.
It is well-known that distribution of atomic charges among the
atoms of a molecule is a difficult task, but obviously there are
small excess charges on C-b and C-g of ethers, possibly
responsible for the reduced contributions to DfH


�
m of the


respective CH2 groups. Further, both the Mulliken and AIM
methods point to marked accumulations of positive excess
charge on C-a of ethers. This is likely to be the main source of the
destabilizing proximity effects found in 1,4- and 1,5-diethers: in
the former, the positive excess charges are located on vicinal
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Table 6. Computational enthalpies H and enthalpies of formationa (computational, group additivity method, and experimentalb) of
mono-oxa-alkanes and acetals


Compound
H (298.15 K)


(a.u.) DfH
�
m (comp) DfH


�
m (GAV) DfH


�
m (exp)


DðDfH
�
mÞ


(GAV-comp)


DðDfH
�
mÞ


(exp-comp)


Mono-oxa-alkanes
2-Oxapropane �154.773781 �183.7 �183.8 �184.1 (0.5) �0.1 �0.4 (0.5)
2-Oxabutane �194.013730 �218.0 �217.4 �216.4 (0.7) 0.6 1.6 (0.7)
2-Oxapentane �233.248248 �238.1 �238.3 �238.2 (0.7) �0.2 �0.1 (0.7)
2-Oxahexane �272.483039 �258.8 �259.2 �258.1 (1.2) �0.4 0.7 (1.2)
2-Oxaheptane �311.718004 �280.0 �280.1 �0.1
2-Oxaoctane �350.953008 �301.4 �301.1 0.3
2-Oxanonane �390.187993 �322.6 �322.0 0.6
2-Oxaundecane �468.657884 �364.9 �363.8 1.1
2-Oxadodecane �507.892874 �386.2 �384.7 �381.1 (1.6) 1.5 5.1 (1.6)
3-Oxapentane �233.253607 �252.1 �251.0 �252.1 (0.8) 1.1 0.0 (0.8)
3-Oxahexane �272.488147 �272.2 �271.9 �272.2 (1.1) 0.3 �0.3 (1.1)
3-Oxaheptane �311.722936 �293.0 �292.8 0.2
3-Oxaoctane �350.958008 �314.5 �313.7 0.8
3-Oxanonane �390.193111 �336.1 �334.7 1.4
3-Oxaundecane �468.662986 �378.3 �376.5 1.8
4-Oxaheptane �311.722673 �292.3 �292.8 �292.9 (1.1) �0.5 �0.6 (1.1)
4-Oxaoctane �350.957454 �313.0 �313.7 �0.7
4-Oxanonane �390.192500 �334.5 �334.7 �0.2
4-Oxaundecane �468.662557 �377.2 �376.5 0.7
4-Oxadodecane �507.897399 �398.1 �397.4 0.7


Acetals
2,4-Dioxapentane (gg) �269.149204 �352.1 �348.1 �348.4 (0.8) 4.0 3.7 (0.8)
2,4-Dioxahexane (gg) �308.389048 �386.1 �381.7 4.4
2,4-Dioxaheptane (gg) �347.623671 �406.4 �402.6 3.8
2,4-Dioxaoctane (gg) �386.858458 �427.2 �423.5 3.7
2,4-Dioxanonane (gg) �426.093472 �448.5 �444.4 4.1
3,5-Dioxaheptane (gg) �347.628966 �420.3 �415.3 �414.8 (0.8) 5.0 5.5 (0.8)
4,6-Dioxanonane (gg) �426.098202 �460.9 �457.1 3.8
5,7-Dioxaundecane (gg) �504.567798 �502.5 �499.9 �501.3 (3.1) 2.6 1.2 (3.1)


a Gas phase, 298.15 K (in kJmol�1).
b Reference [4].


Table 7. Contributions (in kJmol�1) of a CH2 group to the enthalpy of formation (g, 298.15 K) of acyclic ethers ROR0 and of acetals
MeOCH2OR


0 and CH2(OR
0)2 as a function of the increasing length of the alkyl group R0


R’


Me! Et Et! Pr Pr! Bu Bu!Am Am!Hex Hex!Hep Hep!Oct Oct!Non Non!Dec


Ethers
R¼Me �34.3 �20.1 �20.7 �21.2 �21.4 �21.2 �20.9 �21.1 �21.3
R¼ Et �34.1 �20.1 �20.8 �21.6 �21.1 �21.1 �21.1
R¼ Pr �34.1 �20.1 �20.7 �21.5 �21.4 �21.3 �20.9


Acetals
MeOCH2OR


0 �34.0 �20.3 �20.8 �21.3 �21.4
CH2(OR


0)2 �34.1a �20.3a �20.8a


a Contribution of a single CH2 group.
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Table 8. Computational enthalpies H and enthalpies of formationa (computational, group additivity method, and experimentalb) of
some cyclic ethers and acetals


Compound H (298.15 K) (a.u.) DfH
�
m (comp) DfH


�
m (exp) DðDfH


�
mÞ (exp-comp)


Oxirane �153.558137 �52.4 �52.6 (0.6) �0.2 (0.6)
Oxetane �192.795295 �79.4 �80.5 (0.6) �1.1 (0.6)
Tetrahydrofuran �232.061154 �181.7 �184.2 (0.8) �2.5 (0.8)
Tetrahydropyran �271.303622 �222.6 �223.4 (1.0) �0.8 (1.0)
1,3-Dioxolane �267.962299 �296.2 �298.0 (1.4) �1.8 (1.4)
1,3-Dioxane �307.206094 �340.6 �342.3 (4.3) �1.7 (4.3)
1,4-Dioxane �307.197161 �317.1 �315.8 (0.8) 1.3 (0.8)


a Gas phase, 298.15 K (in kJmol�1).
b Reference [4].
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carbons, in the latter on carbons separated by a CH2 group from
each other. In 1,6- and other diethers the electrostatic repulsion
between these charges is too weak for significant destabilization.


Additional remarks on the enthalpies of formation of acyclic
ethers, acetals, and diethers


There are no experimental enthalpies of formation available for
the mono-oxa- and dioxadecanes, and scarcity of thermochemi-
cal data is typical also of the other compounds of this study. The
computational data may, however, be compared with the
enthalpies of formation calculated by the group additivity
method. Generally, the agreement between the DfH


�
m data


obtained by these different methods is very good, excluding the
inability of the group additivity method to make a difference
between enthalpies of formation of isomeric compounds
composed of the same number of similar group equivalents.
In the few cases where the computational data may be


compared with experiment, the agreement is generally good.
Acetals, however, appear to be slightly exceptional. 5,7-Dioxa-
undecane (dibutoxymethane), 3,5-dioxaheptane (diethoxy-
methane), and 2,4-dioxapentane (dimethoxymethane), shown
in Table 6, are reported to have experimental gas-phase
enthalpies of formation of �501.3, �414.8, and �348.4 kJmol�1,
respectively, at 298.15 K.[4] While the first of these values
is in good agreement with the computational value of
�502.5 kJmol�1, the latter two experimental values are
4–5 kJmol�1 less negative than the respective computational
ones. The scarcity of experimental data for the acetals does not
allow a critical evaluation of possible systematic errors in the
computational values for acetals.
Finally, the experimental standard enthalpy of formation of


2-oxadodecane (methyl decyl ether) is reported to be
�381.1� 2.1 kJmol�1 (Table 6).[13] Both our computational
result (�386.2 kJmol�1) and the group additivity value
(�384.7 kJ mol�1) suggest that the experimental result is in
error (too positive) by 4–5 kJmol�1.


Cyclic ethers and acetals


Besides the acyclic compounds treated above, several cyclic
ethers and acetals are included in the present study (Table 8). The
agreement between the thermochemical data obtained exper-
imentally and computationally for these compounds is very

J. Phys. Org. Chem. 2008, 21 449–456 Copyright � 2008 John W

good. Noteworthy, the computational enthalpies of formation of
the cyclic acetals, 1,3-dioxolane and 1,3-dioxane, are also in
agreement with experiment, which supports the computational
values of the enthalpies of formation of the acyclic acetals
diethoxymethane and dimethoxymethane discussed above.


Summary


The computational results show that proximity effects of the O
atoms increase the enthalpies of formation of straight-chain
1,4-diethers by 4.5 (�0.5) kJmol�1, and those of 1,5-diethers by
3.2 (�0.4) kJmol�1. If the O atoms are more widely separated, the
proximity effects are negligible, contrary to those in 1,3-diethers
(acetals), which are stabilized by ca. 22 kJmol�1, apparently
through the anomeric effect. Computations on monoethers
reveal the contributions of the b and g CH2 groups to DfH


�
m to be


slightly smaller than those for CH2 groups more remote from
the O atom, contrary to the markedly strong contribution of the
a CH2 group. Calculation of the Mulliken and AIM atomic charges
point to a presence of small excess charges on the b and g


carbons of ethers, possibly responsible for the reduced
contributions to DfH


�
m of the respective CH2 groups. Moreover,


the destabilizing proximity effects of O atoms in 1,4- and
1,5-diethers are likely to arise mainly from electrostatic repulsion
between the marked positive excess charges on C-2 and C-3 of
1,4-diethers and on C-2 and C-4 of 1,5-diethers.
Finally, the present computational method, G3(MP2)//B3, was


shown to provide accurate enthalpy of formation data for both
acyclic and cyclic ethers, diethers, and acetals. In certain acyclic
acetals, however, some divergence between experimental and
computational data was found, but the disagreement is small,
and possibly ascribable to experimental error.
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Activation of double and triple bonds in
C6 unsaturated hydrocarbons by the
Ru(001) surface: an overview
Ana R. Garcia a,b, Ricardo B. Barrosa and Laura M. Ilharcoa*

The decomposition patterns of hexene and hexyne

J. Phys. Or

isomers on clean Ru(001), under ultra-high vacuum, are over-
viewed and correlated with functionality and isomerism. The key surface intermediates and products were identified
by reflection absorption infrared spectroscopy (RAIRS). The results evidence the relevant role of the unsaturation
position over its nature. The effects of steric hindrance and geometrical isomerism are apparent only in the inhibition
of some decomposition pathways. The RAIRS data show that 1-hexene chemisorbs at low temperature (�90K) and
coverage as a di-s complex, whereas 1-hexyne forms a di-s/p complex. By thermal activation, both these species
dehydrogenate (in C1), yielding hexylidyne [m3-h


1-C(CH2)4CH3], which further decomposes (at 280–290K) into surface
metallocycles, [Ru3———C(CH2)4CH2-Ru] and [Ru3———C(CH2)4C———Ru3]. Eventually, at 300 K, complete C—C bond breaking
occurs, yielding just adsorbed methylidyne [m3-h


1-CH]. The hexene and hexyne isomers with the unsaturation
between secondary carbons may follow two surface-assisted decomposition mechanisms. At low temperatures, they
adsorb as the corresponding alkyne di-s/p complex, which implies a rehybridization of the sp2 (or sp) carbons with
reduction of the bond order, plus, for alkenes, dehydrogenation at the same carbons. These complexes decompose by
breaking the CC bonds adjacent to the surface anchors: C1—C2 and C3—C4 in the case of the 2-isomer, yielding
methylidyne, ethyne di-s/p complex [m3-h


2-CHCH] and propylidyne [m3-h
1-CCH2CH3], and C2—C3 and C4—C5 in the


3-isomer, with the formation of the ethyne di-s/p complex and ethylidyne [m3-h
1-CCH3]. The second decomposition


path occurs upon direct adsorption at the reaction temperatures. It involves the scission of themultiple bond, with the
formation of shorter chain alkylidynes: propylidyne (for 3-hexyne and Z-3-hexene), ethylidyne and butylidyne
[m3-h


1-C(CH2)2CH3] (for 2-hexyne). The reactivity of Z-2-hexene revealed to be different, since no evidence was found
for the second decomposition path. This was ascribed to a reduced accessibility of the double bond to the surface, due
to a steric hindrance effect of the alkyl chain. The influence of geometrical isomerism was particularly clear in the
decomposition of E-3-hexene, which has a remarkable stability. Copyright � 2008 John Wiley & Sons, Ltd.
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thermal decomposition; ultra-high vacuum

* Centro de Quı́mica-Fı́sica Molecular, Complexo I, I.S.T., Av. Rovisco Pais, 1,


1049-001 Lisboa, Portugal.


E-mail: lilharco@ist.utl.pt


a A. R. Garcia, R. B. Barros, L. M. Ilharco


Centro de Quı́mica-Fı́sica Molecular, Complexo I, Instituto Superior Técnico,
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INTRODUCTION


The chemistry on solid surfaces is considered crucial in many
technological areas, namely the selective synthesis of fine
chemicals and pharmaceuticals. Relevant information on the
elementary processes involved has been obtained by studying
model systems, where organic molecules are adsorbed on clean
and well-defined single crystal surfaces.[1] Although such
investigations are usually restricted to low gas pressures, the
picture that emerges from the reactivity of organic molecules on
those surfaces contributes to understand their metal surfa-
ce-assisted decomposition mechanisms.[2] This is achieved
largely by the identification of the species formed at different
temperatures and coverages, and of their adsorption geometries
and sites. A large number of surface-sensitive spectroscopies and
methodologies are currently being used.[3] Although developed
several decades ago,[4,5] reflection absorption infrared spec-
troscopy (RAIRS) is still one of the most widely used in these
studies. Its high molecular specificity relies on the strict
obedience to the metal surface selection rule (MSSR): only
vibrational modes that generate a dynamic dipole with a
component perpendicular to the surface are observable.[6] It is,

g. Chem. 2008, 21 703–712 Copyright �

therefore, a particularly useful tool to identify the geometry of
adsorbates and to study their reactivity.[1]


The role that unsaturated hydrocarbons play in heterogeneous
catalytic processes is the reason for the increasing attention on
their chemistry on metal surfaces. On the other hand, on account
of the catalytic importance of the very reactive hexagonal close
packed Ru(001) surface, an effort has been made to understand
the chemical behavior of linear alkenes and alkynes upon
adsorption, particularly using vibrational spectroscopy.[7–15]


Isolating and detecting intermediates and products formed by
carbon–hydrogen and carbon–carbon bond breaking has been

2008 John Wiley & Sons, Ltd.
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Figure 1. LEED patterns of: (A) the clean hexagonal close-packed


Ru(001) surface, obtained at room temperature with 75 eV, and (B) the
CO saturated Ru(001) surface [Ru(001)-(5H3� 5H3)R30-CO], obtained at


100 K, with 78 eV
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quite challenging, due to the complexity of the adsorption and
reactivity of chemisorbed olefins.[16]


The studies involving alkene molecules on clean Ru(001) relate
mostly to small carbon chains (e.g., ethene,[10,11] propene,[10] and
1-butene[12]), and have proven that, at low temperature (�90 K)
and coverage, adsorption occurs with formation of di-s
complexes, which imply rehybridization of the olefinic carbons
(sp2 to sp3) and bonding to two Ru atoms. These complexes
decompose by thermal activation, with complete dehydrogena-
tion in C1 and hydrogen migration to C2, yielding the
corresponding alkylidyne that bonds to the surface on threefold
hollow sites: [m3-h


1-CnH(2n� 1)]. This reaction occurs at lower
temperatures as the chain length increases: at �250 K for
ethene,[10] above 150 K for propene,[10] at�150 K for 1-butene.[12]


Ethylidyne [m3-h
1-CCH3] has C3v local symmetry and its


fingerprints in a RAIR spectrum are the symmetric modes of
the methyl group: on clean Ru(001), the dsCH3 appears at
1340 cm�1 and the nsCH3 at 2887 cm�1.[10,11] For propylidyne
[m3-h


1-CCH2CH3], with Cs local symmetry, the active modes
are those with an A0 component, and the most intense bands are
assigned to the methyl anti-symmetric modes, dasCH3 and nasCH3,
observed at 1450 and 2963 cm�1, respectively, on clean Ru(001).
The propylidyne band at 2928 cm�1 has deserved some
discussion, both on Ru(001) and on Pt(111), being assigned
either to the nsCH2 mode or to 2dasCH3 in Fermi resonance with
nsCH3.


[10,17,18] The identification and band assignment of longer
alkylidynes is less straightforward, since a mixture of rotational
conformers may be obtained.[9,10,17]


The position of the double bond has been shown to affect the
chemisorption and decomposition pathway of linear alkenes, as
in the case of E-2-butene on Ru(001) and Z-2-butene on Pt(111).
The low temperature di-s complex of E-2-butene dehydrogen-
ates at the carbon atoms bonded to the surface, at 200 K, yielding
the 2-butyne di-s/p complex, without the formation of
butylidyne.[13] The same happens for Z-2-butene on Pt(111),
but at higher temperatures (between 250 and 300 K),[19] since this
surface is less active than Ru(001) in catalyzing dehydrogenation
reactions.
The chemisorption trends of alkynes on transition metal


surfaces have been also the focus of several experimental studies
under ultra-high vacuum conditions, with emphasis on
ethyne.[20–27] Depending on the molecule, on the metal surface
and on the adsorption conditions, two types of surface
complexes may form by non-dissociative chemisorption, differing
in the interaction of the p orbitals with the metal surface: the
di-s/di-p complex, involving four metal atoms, and the di-s/p
complex bonded to a threefold site.[9,28] These complexes involve
a reduction of the bond order, which implies the rehybridization
of the sp carbon atoms to between sp2 and sp3, more extensive in
the case of the di-s/di-p species.[28]


The ethyne di-s/di-p complex [m4-h
2-C2H2], with C2v local


symmetry, is favored for low coverage, while the di-s/p com-
plex [m3-h


2-C2H2], with Cs local symmetry, is observed for high
coverage.[29,30] However, on clean Ru(001), they may coexist
at �120 K: at low coverage, the ethyne di-s/di-p complex
presents two bands at 2950 and 1120 cm�1,[26] (or 2940 and
1135 cm�1,[25]) assigned to the nCH and nCC modes, respectively.
A conversion to the di-s/p complex is observed with increasing
coverage (identified by the shift of the nCC band to 1260 cm�1),
suggesting that the two complexes have relatively similar
stability.[26,27] For saturation coverage, the ethyne di-s/p complex
starts to decompose at �250 K, with the formation of acetylide

www.interscience.wiley.com/journal/poc Copyright � 2008

[m3-h
2-CCH] and ethylidyne.[25] When both complexes are


co-adsorbed, the decomposition occurs at lower temperatures,
the reaction being complete at 350 K, yielding methylidyne
[m3-h


1-CH] and carbon on the surface.
The available data related to the adsorption and decompo-


sition of longer alkynes, such as propyne[31,32] and
2-butyne,[17,19,33] is much more limited. The studies point to a
surface chemistry of the di-s/p (or di-s/di-p) complex, formed at
low temperature, strongly reliant on the triple bond position.
Most relevant is the fact that 1-alkynes decompose with
formation of the corresponding alkylidyne, whereas alkynes
with the triple bond in secondary carbons may decompose by
carbon–carbon bond breaking, yielding shorter alkylidynes.
The results presented and discussed in the present overview


were selected from a broad work on the surface chemistry of C6
unsaturated hydrocarbons on clean Ru(001), based on RAIRS
data, in order to attain a global perspective on the role of the
functionality, unsaturation position, steric hindrance, and
geometrical isomerism.

EXPERIMENTAL


The RAIRS experiments were carried out in an ultra-high vacuum
system, with a base pressure of 1� 10�10 Torr, equipped with
standard surface preparation and analysis tools, described in
detail elsewhere.[34] The chamber is connected by KBr windows
to a Mattson Research Series 1 FTIR spectrometer, through
purged optical boxes. In order to detect only p-polarized light, a
wire-grid polarizer was placed in front of the detector, which is a
narrow-band mercury-cadmium telluride (MCT). The polished
(001) surface of a ruthenium single crystal, 1mm thick and 10mm
diameter, was cleaned by several sputtering/annealing cycles
(2500 eV Arþ ions, for 30min, followed by a quick anneal to
1200 K), prior to the adsorption studies. To evaluate the
cleanliness of the surface, carbon monoxide was adsorbed at
100 K, at saturation coverage. On the clean surface, under these
conditions, the nCO mode is observed at 2061 cm�1.[35] Low
energy electron diffraction (LEED) spectroscopy was also used to
analyze the atom long-range order, and to confirm cleanliness.
The LEED patterns of the clean Ru(001) and [Ru(001)-(5H3�
5H3)R30-CO] surfaces, obtained with a three-grid rear view LEED
optics from SPECS, are shown in Fig. 1.
The RAIR spectra were recorded at 4 cm�1 resolution and result


from the ratio of 1000 co-added sample scans to the same
number of background scans for the clean surface. All the
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molecules (1-hexene, 1-hexyne, 2-hexyne, and E-3-hexene,
þ99%, from Aldrich; Z-2-hexene þ97%, Z-3-hexene þ95%, and
3-hexyne 99%, from Fluka) were purified by distillation under
vacuum (at 10�7 Torr) before use, and were dosed into the
chamber through a high precision leak valve. The surface was
exposed to the gaseous molecules by backfilling the chamber,
with the crystal kept at a constant temperature. The exposures,
quoted in units of Langmuir (1 L¼ 10�6 Torr.s), were not
calibrated in absolute values.

RESULTS AND DISCUSSION


Adsorption and thermally activated decomposition of
1-hexene and 1-hexyne


Early RAIRS work on the 1-hexene/clean Ru(001) system
led to propose the formation of a di-s type complex
[m2-h


2-CH2CH-(CH2)3CH3] upon adsorption of a very low dose
(0.025 L) at 90 K. Annealing this sub-monolayer to 100 K promotes
complete dehydrogenation of C1 and migration of one hydrogen
to C2, yielding some hexylidyne adsorbed on threefold hollow
sites, [m3-h


1-C(CH2)4CH3].
[34] Partial decomposition into hexyli-


dyne is also observed by adsorbing at the reaction temperature.
For the 1-hexyne/Ru(001) system it was proved that 0.1 L
chemisorbs at 100 K by triple bond weakening, yielding a di-s/p
complex [m3-h


2-CHCH(CH2)3CH3].
[36] At 120 K, a reduction of the


C1—C2 bond order to 1, with hydrogenation in C2 (probably
involving initial hydrogen migration from C1 to C2), yields the
same decomposition product as from 1-hexene at 100 K,
hexylidyne. The higher formation temperature is explained by
the need of a more extensive rehybridization.
The RAIR spectra in Fig. 2(A), (B) refer to the formation and


further thermal decomposition of hexylidyne obtained upon
adsorption of 1-hexene and 1-hexyne on Ru(001), respectively.
In the RAIR spectrum of 1-hexene adsorbed at 100 K, the


absence of modes related to the double bond (as the nC——C, at

Figure 2. RAIR spectra of (A) 1-hexene (4 L) adsorbed at 100 K, and (B) 1-he


temperatures. The spectra were scanned at 90 K and baseline corrected
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�1650 cm�1 and the n——C—H, at �3070 cm�1)[28,37] rules out
the hypothesis of physisorption or the presence of p complexes
(that would be identified by a nC——C band near 1280 cm�1).[38,39]


The bands at 2955 and 1458 cm�1 are assigned to the nasCH3 and
dasCH3 modes of the di-s complex, whereas those at 2878 and
1381 cm�1 are assignable to the methyl symmetric modes of
surface hexylidyne.[14,34] The shoulder at 2965 cm�1 is also
related to the nasCH3 of this species. Thus, the RAIRS data point to
the co-existence of surface species on Ru(001) at 100 K, di-s
complex and hexylidyne, resulting from non-dissociative and
dissociative chemisorption, respectively. The observation of both
symmetric and anti-symmetric hexylidyne methyl stretching
modes may be explained by the presence of different rotational
conformers, taking into account the relative flexibility of the
alkyl chain.[40] According to the MSSR, conformers with the
methyl group pointing laterally must present stronger anti-
symmetric CH3 modes, while those with the methyl group
oriented perpendicular to the surface (as the most stable all-
trans)[41] will show mostly the symmetric modes. The predicted
structures of the two more stable hexylidyne conformers (all-
trans or TTT and gauche–trans–trans or GTT) are presented in
Fig. 3(A), (B).
Upon sequentially heating the surface up to 120 K, there is a


clear increase of the relative intensity of the anti-symmetric
methyl-related modes. This indicates that the di-s complex
decomposes predominantly into hexylidyne with gauche
rotations: at 110 K, only a shoulder in the nasCH3 mode assigned
to the surface complex remains. The shift to lower wavenumbers
of the nsCH3 band may be related to the displacement of the
conformational equilibrium toward the formation of gauche
conformers. This is confirmed by analysis of the methyl
deformation region, as an increase in the shoulder at
1472 cm�1 (assigned to the dasCH3 mode of the GTT conformer)
is accompanied by a decrease of the band at 1381 cm�1


(assignable to the dsCH3 mode of the TTT conformer).
Between 130 and 290 K, no bands are detected in the RAIR


spectra (as shown for 150 K). The absence of bands characteristic

xyne (4 L) adsorbed at 120 K, and subsequent annealing to the indicated
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Figure 3. Schematic representation (ball and stick models) of the two


more stable rotational conformers of hexylidyne: (a) all-trans (TTT) and
(b) gauche-trans-trans (GTT), and of the metallocycles proposed on
hexylidyne decomposition: (c) hydrogenated in C6 and (d) dehydroge-


nated. The structures were optimized by energy minimization, using


the semi-empirical computation CS MOPAC Pro module of Chem 3D
Ultra 8.0.3


Figure 4. RAIR spectra of Z-2-hexene (4 L) adsorbed on Ru(001) at 120 K,


and subsequent annealing to the indicated temperatures. The spectra


were scanned at 90 K and baseline corrected
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of shorter alkylidynes, namely ethylidyne, or propylidyne, which
are stable on Ru(001) at these temperatures, shows that the
decomposition pathway of hexylidyne may rather include
hydrocarbon fragments whose vibrational modes do not possess
a component perpendicular to the surface. Remarkably, anneal-
ing to 300 K produces a spectrum with only one large band at
3019 cm�1. It is assigned to the nCH mode of methylidyne
adsorbed on threefold hollow sites, [m3-h


1-CH], which has a
well-characterized fingerprint onmetallic surfaces and analogous
organometallic compounds.[8,25,42,43] One possible decompo-
sition pathway that accounts for this stable species involves the
formation of metallocycles, as proposed to 1-pentene on
Pt(111).[42]


The more conclusive results on 1-hexyne adsorbed at 120 K are
obtained by analysis of the CH stretching region of the spectra in
Fig. 2B. In the deformation region (not shown here), only a band
at 1464 cm�1 was detected, assignable to the dasCH3 mode of the
GTT conformer of hexylidyne.[36] The main bands are observed at
2965, 2932, and 2876 cm�1, assigned to the hexylidyne nasCH3,
nasCH2, and nsCH3 modes, respectively. The higher relative
intensity of the anti-symmetric modes points to a larger
predominance of the GTT conformer than observed for 1-hexene
decomposition. This is probably an effect of the higher formation
temperature, since apparently conformers with gauche rotations
are favored as temperature increases. As expected, at 300 K only
methylidyne is detected on the surface, through the nCH band, at
3028 cm�1. Nevertheless, essential information on the decompo-
sition mechanism was retrieved by annealing the surface
sub-monolayer between 230 and 290 K: methylidyne starts to
form at 280 K, and, more important, additional bands are
observed at 2901 cm�1 (at 280 K), and 2913/2903 cm�1 (at 290 K).
By comparison with hexylidyne decomposition on Pt(111),[44]


these new bands can be related to different metallocycles. The
band at 2901 cm�1 can be assigned to the nsCH2 mode of a
methylene group bonded to the surface, resulting from partial
dehydrogenation of the terminal methyl group, with formation of
the metallocycle [Ru3———C—(CH2)4CH2—Ru], schematically
shown in Fig. 3(c). The doublet at 2913/2903 cm�1 is assignable
to the nasCH2 and nsCH2 modes, respectively, of a more
dehydrogenated metallocycle, [Ru3———C—(CH2)4C———Ru3], formed
at 290 K. A schematic structure of this metallocycle is shown in
Fig. 3(d). The identification of these metallocycles as hexylidyne
decomposition products confirms the pathway proposed for
1-hexene. Unfortunately, the deformation region of these spectra
was not useful for the discussion, due to miscancellation of water
vapor bands that masked the real spectral features.

www.interscience.wiley.com/journal/poc Copyright � 2008

The comparison between the RAIRS results obtained upon
thermal decomposition of 1-hexene and 1-hexyne on clean
Ru(001) points to the conclusion that the type of multiple bond is
not determining of the reaction mechanism once its position is
the same.


Effect of the steric hindrance on the decomposition of
2-hexene and 2-hexyne


The model systems Z-2-hexene/Ru(001) and 2-hexyne/Ru(001)
allowed understanding the influence of steric hindrance on the
decomposition pathways of long chain unsaturated hydrocar-
bons. Adsorption studies of Z-2-hexene on clean Ru(001) at 90 K,
by RAIRS, led to propose the formation of the di-s complex
[m2-h


2-CH3HCCH(CH2)2CH3], in a mixture of rotational confor-
mers.[45] This species results from the p bond breaking with
rehybridizationof theolefinic carbons. Between100 and110K, the
surface species suggested for Z-2-hexene and2-hexynedecompo-
sition was the di-s/p complex [m3-h


2-CH3CC(CH2)2CH3], that for
the alkene implies further dehydrogenation.[45,46] The more
relevant RAIRS results on the Z-2-hexene thermal decomposition
above 120 K are shown in Fig. 4.
At 120 K, the spectrum is well defined and the bands are sharp,


compatible with the formation of a well-ordered layer. The
pattern is assignable to the 2-hexyne di-s/p complex, where
the methyl groups originate different bands depending on
the position: in C1 it points laterally, and accounts for the nasCH3


band at 2955 cm�1, whereas in C6 it is expected to orient
perpendicular to the surface in the more stable conformation,
giving rise to the nsCH3 mode, at 2876 cm�1. The corresponding
dasCH3 (in C1) and dsCH3 (in C6) modes are observed at 1458 and
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1375 cm�1, respectively. The band at 2936 cm�1 is assigned to
the nasCH2 mode. A more extensive decomposition of some
molecules is attested to by characteristic bands of methylidyne
and ethyne di-s/p complex [m3-h


2-CHCH], at 3015 and
1262 cm�1, respectively. The band at 1262 cm�1 may be assigned
to the nC . . . . C mode of the ethyne di-s/p complex, and is only
observed by RAIRS due to enhancement by charge coupling
between the adsorbed acetylene and the metal, resulting in a
dynamic dipole perpendicular to the surface associated with the
CC stretching.[26] The observation of those decomposition
products implies that probably a C3Hy fragment is also formed.
In fact, the shoulder at 1450 cm�1 in the band at 1458 cm�1 is
assignable to the dasCH3 mode of propylidyne [m3-h


1-CCH2CH3],
and the one at 2926 cm�1 in the 2936 cm�1 band may be
assigned to the nasCH2 mode or to the combination
(2� dasCH3þ nasCH3) of the same species.[10,17] The small band
at 1040 cm�1 may also be correlated to propylidyne (rCH3mode).
Between 120 and 170 K, the di-s/p complex gradually decom-
poses without significant differences in the RAIR spectra. In the
spectrum obtained at 170 K, the relative intensity of the bands
assigned to the di-s/p complex decrease, while those related
with the ethyne di-s/p complex and methylidyne increase.
Accordingly, the observed increase of the nsCH3 mode at
2878 cm�1 is explained if this band contains a contribution from
another species. In fact, in the deformation region, the new band
at 1339 cm�1 may be unambiguously assigned to the charac-
teristic methyl umbrella mode of ethylidyne adsorbed on
threefold hollow sites, [m3-h


1-CCH3], in C3v local symmetry.[10,17]


Adsorbed ethylidyne may result from the hydrogenation of the
ethyne di-s/p complex or from propylidyne decomposition.
Since the band related with ethyne (at 1262 cm�1) has relatively
increased, the most probable origin of ethylidyne is propylidyne.
In fact, decomposition of propylidyne into ethylidyne has been
previously observed on Ru(001) at this temperature.[10]


The RAIR spectrum at 320 K shows that the 2-hexyne di-s/p
complex is completely decomposed. Only amethylidyne band (at

Figure 5. RAIR spectra of 2-hexyne: (A) 10 L adsorbed at 100 K and annealed


thermal decomposition. The spectra were scanned at 90 K and baseline corr
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3017 cm�1) and a strong doublet at 1262/1277 cm�1 are
detected, the latter assigned to the ethyne di-s/p complex on
different adsorption sites.[45] The presence of this ethyne
complex at such a high temperature may be explained by two
consecutive effects: at lower temperatures, an additional
stabilization by co-adsorbed species and, at 320 K, the inability
to hydrogenate into ethylidyne, since this is already above the
hydrogen desorption temperature on Ru(001).[47–49] The alterna-
tive assignment of the doublet higher wavenumber component
(1277 cm�1) to another decomposition product, such as acetylide
[m2-h


2-CCH], which has a nCC mode near 1290 cm�1,[25] has been
ruled out, since both components increase with temperature.
Exposing the Ru(001) surface to 10 L of 2-hexyne, at 100 K,


results in a RAIR spectrum with all the characteristic bands of a
multilayer.[46] The spectra of the surface species produced upon
further annealing are shown in Fig. 5A.
At 110 K, the physically adsorbed 2-hexyne desorbs and the


RAIRS spectrum has the characteristic bands of the 2-hexyne
di-s/p complex, namely the modes at 2957 (nasCH3), 2936
(nasCH2) and 1456 cm�1 (dasCH3), and the small band at
1317 cm�1, assigned to the nC . . . . C mode. The strong nsCH3


band, at 2876 cm�1, suggests the presence of a significant
amount of gauche conformers. The partial further decomposition
of this complex results in co-adsorption with other products (as
observed for Z-2-hexene at a temperature �10 K lower):
methylidyne is identified by the nCH mode at 3017 cm�1, and
the ethyne di-s/p complex by the nC . . . . C mode, at
�1260 cm�1.[26] The formation of these products implies
C1—C2 and C3—C4 bond breaking, with the possibility of a
third fragment, C3Hx. The more plausible is propylidyne. However,
its bands on Ru(001), at 2963, 2928, and 1450 cm�1,[10,17,18] are
very close to those of the 2-hexyne di-s/p complex, rendering
difficult a clear identification. Its presence is suggested by a
shoulder at 2926 cm�1 on the nasCH2 mode of the di-s/p
complex, assignable to the nasCH2 or the (2� dasCH3þ nasCH3)
modes of propylidyne. This species may also be responsible for

to the indicated temperatures; (B) 20 L adsorbed at 130 K and subsequent


ected
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the high relative intensity of the dasCH3 mode at 1456 cm�1.
Ethylidyne, co-adsorbed with the previous decomposition
intermediates, is observed at 150 K, identified by the character-
istic dsCH3 mode at 1339 cm�1.[11] The two predictable sources
for this species are probable, since both the band at�1260 cm�1


and the shoulder at 2926 cm�1 are absent. Conformational
changes in the 2-hexyne di-s/p complex with temperature,
favoring species with the C6methyl group pointing upwards, may
explain the appearance of the dsCH3 at 1377 cm�1. The relative
intensity of the nsCH3 band increases accordingly, and also due to
an ethylidyne contribution. Annealing up to 220 K, only bands
related to methylidyne and ethylidyne are observed in the RAIR
spectrum, at 3017 cm�1 (nCH) and 2878/1340 cm�1 (nsCH3/
dsCH3), respectively, indicating complete decomposition.
A different RAIRS band pattern is obtained when adsorbing


2-hexyne onto Ru(001) above the decomposition temperature.
The spectra obtained after an exposure of 20 L at 130 K and
subsequent annealing are shown in Fig. 5B. The C—H stretching
region of the spectrum at 130 K compares extremely well with
that obtained for 1-butene adsorbed on Ru(001) at 150 K, which
results in a mixture of trans and gauche conformers of butylidyne
[m3-h


1-C(CH2)2CH3].
[12] Therefore, the band at 2959 cm�1 is


assigned to the nasCH3 mode and that at 2932 cm�1 to the
nasCH2 mode (or to the overtone of the dasCH3 in Fermi resonance
with the nsCH3) of the gauche conformer,[12,17] while the band at
2874 cm�1, although very strong, can be assigned to the nsCH3


mode of the trans conformer. Concomitantly, ethylidyne is
identified by the strong umbrella mode at 1337 cm�1. These
RAIRS data point to a decomposition pathway rather different
from that observed when adsorbing at low temperature, and
imply the C———C bond breaking upon adsorption at 130 K.
Annealing the Ru(001) surface to 150 and 210 K, there is a


lowering of the integrated intensity across the full spectral range
and the CH stretching region becomes less defined. Changes in
the layer structure or decomposition of the adsorbed species may
explain this progress. At 210 K, the decrease in the bands related
with ethylidyne and butylidyne is accompanied by the
appearance of a small feature at 1221 cm�1, that increases its
relative intensity when annealing to 270 and 300 K. Since
butylidyne decomposition on Ru(001) occurs through ethylidyne
formation (stable up to at least 300 K),[12] and this new band is not
related with that species, this evolution is surprising, and may be
justified by an alteration on the stability and reactivity caused by
the co-adsorption of ethylidyne and butylidyne. A possible
assignment, on group frequency grounds, of the band at
1221 cm�1 is to the nC . . . . C mode of poorly hydrogenated carbon
species (CxH). At 270 K, the presence of methylidyne on the
surface is identified by the nCH mode at 3018 cm�1.
Similarly to what was observed for 1-hexene versus 1-hexyne


adsorption on clean Ru(001), Z-2-hexene, and 2-hexyne undergo
the same decomposition mechanism when adsorbed at low
temperature (by annealing the di-s/p complex). However, in the
case of 2-hexyne, a second pathway is opened when adsorbing
above 130 K (by breaking the CC triple bond), which is inhibited
in Z-2-hexene due to the reduced accessibility of the multiple
bond.


The influence of geometrical isomerism on the
decomposition of 3-hexene isomers and 3-hexyne


The effect of the geometrical isomerism on the decomposition
path of C6 alkenes and alkynes was analyzed comparing the
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model systems 3-hexyne/Ru(001), Z-3-hexene/Ru(001), and
E-3-hexene/Ru(001) at different adsorption temperatures and
coverages.
Exposing the surface to a very low dose of 3-hexyne, at 100 K,


results in non-dissociative chemisorption with rehybridization of
C3 and C4, yielding the surface di-s/p complex, [m3-h


2-(CH3CH2)-
CC(CH2CH3)]. A multilayer is built at 100 K, for exposures above
1 L.[50] The RAIRS data obtained after adsorbing 3-hexyne at 120
and 240 K are shown in Fig. 6A and B, respectively, as well as the
subsequent thermal decomposition.
The RAIR spectrum corresponding to 1 L exposure at 120 K


(Fig. 6A) shows typical bands of a 3-hexyne multilayer, at 2976
(nasCH3), 2884 (nsCH3), 1375 (dsCH3), and 1327 (vCH2) cm


�1. The
extremely low activity of the C———C stretching mode (2214 cm�1)
prevents its observation. By annealing to 140 K, the multilayer
desorbs, leaving mostly the chemisorbed di-s/p complex,
identified by the nasCH3 (at 2967 cm�1), the nasCH2 (at
2932 cm�1), and the dasCH3 (at 1456 cm�1) modes. The small
band observed at 1260 cm�1, which grows with further annealing
up to 220 K, shows that decomposition into ethyne di-s/p
complex starts at 140 K, evidencing that C2—C3 and C4—C5
bond breaking occurs. The other possible C2Hx fragments are not
detected, probably due to the lack of surface-free sites. Only at
220 K, when just residual hexyne complex remains adsorbed, the
characteristic umbrella mode of ethylidyne is observed at
1344 cm�1. The nsCH3 mode, expected at 2880 cm�1, is not well
defined. In fact, the entire CH stretching region is broadened,
probably due to the contribution of different fragments, namely
acetylenic species (with nCH bands at �2950 cm�1).[25–27]


The RAIR spectrum obtained after adsorption of 3 L of 3-hexyne
at 240 K (Fig. 6B) is very different from those at lower
temperatures. The absence of bands related with the 3-hexyne
di-s/p complex is clear, and, instead, the pattern is characteristic
of a mixed propylidyne/ethylidyne layer. Ethylidyne presents the
strongest bands, at 2876 cm�1 (nsCH3) and 1344 cm�1 (dsCH3).
Propylidyne modes are weakly resolved, at 2961 cm�1 (nasCH3)
and 1456 cm�1 (dasCH3), the nCH2 mode being even less clear. By
successively increasing the surface temperature to 250 and 270 K,
the decomposition of propylidyne into ethylidyne proceeds. At
320 K, methylidyne is the only surface species detected (the
nCH at 3028 cm�1). The presence of the intermediate propylidyne
indicates that the decomposition of 3-hexyne occurs by breaking
of the C———C bond, ethylidyne being the result of propylidyne
decomposition. In fact, direct adsorption of propene on Ru(001)
at 230 K yields a mixture of propylidyne and ethylidyne.[10]


In summary, the decomposition of 3-hexyne on Ru(001) may
follow two different pathways, depending on the adsorption
temperature: below 220 K, by breaking the carbon bonds
adjacent to the triple bond, and in the range 220–240 K by
triple bond breaking. This behavior is comparable to that of
2-hexyne, although the temperatures are much higher.
The interaction of Z-3-hexene with Ru(001) at low coverage


and at 90 K occurs through the formation of a di-s complex, in a
non-dissociative adsorption. Increasing the temperature to 120 K,
the surface complex dehydrogenates in the double bond
carbons, yielding the di-s/p complex, and the RAIR spectrum
is analogous to that obtained for 3-hexyne at 100 K.[51] This
suggests comparable decomposition paths of 3-hexene and
3-hexyne, as was the case for 1-hexene and 1-hexyne. This
hypothesis was tested performing a parallel adsorption study of
Z-3-hexene at 140 and 220 K. The corresponding RAIRS data are
presented in Fig. 7A and B, respectively.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 703–712







Figure 6. RAIR spectra of 3-hexyne: (A) 1 L adsorbed at 120 K, (B) 3 L adsorbed at 240 K, and subsequent annealing to the indicated temperatures. The


spectra were baseline corrected, and were scanned at the adsorption temperatures to avoid re-adsorption upon cooling
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By adsorption of 20 L of Z-3-hexene at 140 K, the bands at 2965,
2934, 2872, and 1456 cm�1 in the spectrum (Fig. 7A) are clearly
assigned to the nasCH3, nasCH2, nsCH3, and dasCH3 modes,
respectively, of the chemisorbed di-s/p complex. The anti-
symmetric ones are dominant, as expected for this surface
complex. No additional bands are detected, indicating that, at

Figure 7. RAIR spectra of Z-3-hexene: (A) 20 L adsorbed at 140 K, and (B


temperatures. The spectra were scanned at the adsorption temperatures an
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this temperature, it is the only species on the surface. The
3-hexyne di-s/p complex is stable up to 190 K, temperature at
which ethylidyne starts to form (dsCH3 mode at 1338 cm�1). At
270 K, the complex has completely decomposed into ethylidyne
and methylidyne (nCH mode, at 3018 cm�1). This is the only
product identified by RAIRS at 320 K. Comparing with the surface

) 20 L adsorbed at 220 K, and subsequent annealing to the indicated


d baseline corrected
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species observed for 3-hexyne decomposition by the first
mechanism (breaking the C—C bonds adjacent to the surface
anchors), only the acetylenic species is not identified. Never-
theless, this does not prove a different decomposition mechan-
ism, since it is well known that the ethyne di-s/p complex yields
ethylidyne when small amounts of hydrogen exist on the
surface.[9,29] Since the formation of the di-s/p complex from
Z-3-hexene adsorption implies dehydrogenation, the presence of
hydrogen on the surface is probable.
The second decomposition pathway of Z-3-hexene was


confirmed by adsorbing at 220 K and by further annealing the
surface (Fig. 7B). In the spectrum obtained by direct adsorption at
220 K, the presence of ethylidyne is obvious (nsCH3 at 2880 cm


�1


and dsCH3 at 1340 cm�1). Breaking the C——C bond implies the
formation of propylidyne, which at this temperature decomposes
into ethylidyne, as previously discussed. The assignment of the
remaining bands to propylidyne can be ambiguous, since they
are very close to the ones of the di-s/p complex formed from
Z-3-hexene dehydrogenation. However, the good definition of
the bands leads to a better correlation with adsorbed
propylidyne: in particular the band at 2932 cm�1 (nasCH2 mode)
is characteristic of its presence on the Ru(001) surface.[10]


Early RAIRS results on the E-3-hexene/Ru(001) system show
that this isomer dehydrogenates into 3-hexyne di-s/p complex
only above 140 K.[52] This temperature is �20 K higher than
observed for Z-3-hexene, showing that dehydrogenation is
hindered. The RAIR spectra obtained after adsorption of
E-3-hexene at 140 and 220 K are shown in Fig. 8A and B,
respectively.
When the surface is exposed to 30 L of E-3-hexene at 140 K, the


spectrum (Fig. 8A) shows a remarkable difference toward the
other isomers studied: there are physisorbed unreacted
molecules, identified by the strong g——CH mode at 968 cm�1.
They co-exist on the surface with the first decomposition

Figure 8. RAIR spectra of E-3-hexene: (A) 30 L adsorbed at 140 K, and (B


temperatures. The spectra were scanned at the adsorption temperature and
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intermediate yielded by dehydrogenation of the unsaturated
carbons, the di-s/p complex, which can be identified by the
nC . . . . C mode observed at 1290 cm�1. The presence of these two
species may be responsible for the splitting of the nasCH3 band
(2959/2967 cm�1). Surprisingly, after annealing the surface to 170
and 220 K there are still some physisorbed molecules, although
co-adsorbed with ethylidyne (dsCH3 mode at 1340 cm�1) and
ethyne di-s/p complex (nC . . . . C mode at 1277 cm�1). The
detection of the latter may be related to a lower amount of
hydrogen on the surface, when compared with Z-3-hexene, since
a significant part of the adsorbate does not react. It is clear that,
with increasing temperature, the relative band intensity of the
unreacted molecule decreases, showing that partial decompo-
sition occurs with a pathway comparable to the first one
proposed for the Z isomer. However, the reactions are taking
place at higher temperatures, evidencing the effect of the
geometrical isomerism: the presence of the trans-ethyl groups
weaken the p bonding to the surface, with the consequent
strengthening of the adjacent CC bonds.
E-3-hexene was adsorbed at 220 K, in a tentative to detect a


second decomposition mechanism, thus achieving a more
thorough comparison between the E and Z isomers. In the
spectrum at 220 K (Fig. 8B), unexpectedly, it is obvious that
the bands of molecular E-3-hexene appear concomitantly with the
dsCH3 mode of ethylidyne, at 1340 cm�1. The occurrence of
the second mechanism would involve the double bond breaking
upon adsorption, but there is no evidence of propylidyne on the
surface (its characteristic nCH2 mode, at �2930 cm�1, is absent
from the spectrum). These results evidence no more than one
decomposition mechanism and a notable stability of E-3-hexene:
the non-dissociated molecule is still present on Ru(001) at 240 K
and its coverage is eventually reduced only at 280 K. The
formation of the 3-hexyne di-s/p complex by adsorption of the
E-isomer at such a high adsorption temperature (220 K) is not

) 20 L adsorbed at 220 K, and subsequent annealing to the indicated


baseline corrected
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Figure 9. Comparison of the proposed decomposition pathways for hexene and hexyne isomers on clean Ru(001), based on reflection absorption


infrared spectroscopy
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expected. However, the dsCH3 band of ethylidyne is broader than
usual, a possible explanation being the overlap with the
nC . . . . C mode of some di-s/p complex. Further, indication of
its presence is the splitting of the nasCH3 band (2963/2955 cm�1),
that can be due to rotational conformers of the unreacted
E-3-hexene or to the same modes of the di-s/p complex. This
being true, the hexyne complex is stabilized by the large amount
of co-adsorbed hexene, unprecedented in previous studies.
The band at 2920 cm�1, probably a nCH mode, indicates the
presence on the surface of other decomposition products. These
may be intermediates of the ethylidyne decomposition (as CxHy


species), or species more hydrogenated than ethylidyne (such as
m2-h


1-CHCH3).
[9,29] Contrary to what was observed in the


decomposition of Z-3-hexene, methylidyne was not identified
on the surface up to 280 K. Again, the geometrical isomerism is
responsible for the inhibition of the second decomposition
mechanism, as the double bond in E-3-hexene is less accessible
to the surface upon adsorption.

7


CONCLUSIONS


Using asmodel systems hexene and hexyne isomers adsorbed on
clean Ru(001) at different temperatures and coverages, it was
possible to compare the metal surface-assisted decomposition
mechanisms through the identification of the surface intermedi-
ates and products, by RAIRS. Three main topics were explored:
position versus nature of the unsaturation, steric hindrance, and
geometrical isomerism.
The compared decomposition pathways of the hexene and


hexyne isomers adsorbed on clean Ru(001) are shown in Fig. 9.
It is clear that the position of the double/triple CC bond has a


determining effect on the decomposition of C6 hydrocarbons,
independently of its nature. If it involves a primary carbon atom,
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only one decomposition pathway is observed both for the alkene
and the alkyne, via hexylidyne and two metallocycles, eventually
yielding methylidyne at room temperature. If the multiple CC
bond is between secondary carbon atoms, two decomposition
pathways may occur, depending on the adsorption temperature:
at low temperature, by breaking the CC bonds adjacent to the
anchor carbon atoms of the corresponding di-s/p complex,
leaving the surface ethyne di-s/p complex plus other CxHy


fragments; at higher temperatures, by breaking the multiple CC
bond, yielding two shorter alkylidynes. The second decompo-
sitionmechanismmay be inhibited by a steric hindrance effect, as
in the case of Z-2-hexene or by geometrical isomerism, as for
E-3-hexene. The last effect is also responsible for the relative
stability of the E-3-hexene isomer on this surface: whereas
molecular Z-3-hexene is only stable below 120 K, E-3-hexene may
still be detected at 240 K.
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Photoelectrochemistry on TiO2/Ti anodes
as a tool to increase the knowledge
about some photo-oxidation
mechanisms in CH3CN
Marta Bettonia, Cesare Rolb* and Giovanni V. Sebastiania**

J. Phys. Or

Through current efficiency measurements, obtained from the photoelectrochemical oxidation at TiO2 (rutile)/Ti
anodes, further mechanistic information has been obtained regarding the TiO2 photosensitized oxidation of
benzylic alcohols, ethers and 1,2-diols in CH3CN. In deaerated medium, two electrons are captured by the
semiconductor from all the considered substrates (one from the substrate, the second from the intermediate benzylic
radical). In contrast, in aerated CH3CN, the number of TiO2-captured electrons can be reduced to one because,
depending on its oxidizability, the benzylic radical can be competitively captured by oxygen. Copyright� 2008 John
Wiley & Sons, Ltd.
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INTRODUCTION


Semiconductors, such as TiO2, can sensitize the photo-oxidative
degradation of organic pollutants in waste water. Generally, TiO2


is used as a dispersed powder.[1] Alternatively, in the photoelec-
trochemical technology, a film of semiconductor supported on Ti,
such as the anode of an electrolytic cell, can be used.[2] This
technology is more complex but has the following advantages:
(i) the semiconductor is immobilized at the electrode surface,
(ii) the process efficiency can be improved because the anode,
when polarized, reduces the rate of the (unproductive)
recombination of the hole, (TiO2)hþ, with the photogenerated
electron and (iii) the anodic and cathodic reactions occur in
physically separated compartments (therefore, the correspond-
ing intermediates do not interact).
On principle, the photoelectrochemical technology should


allow an experimentally observed electrical parameter, as the
current efficiency (c.e.), to be used to acquire mechanistic
information relative to previously investigated oxidative pro-
cesses; in particular, the kinetically significant steps of the primary
oxidation products and of the reaction stoichiometry (the
number of electrons exchanged per molecule of formed product)
can be confirmed. The c.e. can be defined as the amount of
current passed ( f ) in relation to the number of electrons
exchanged per molecule of the formed product (n) and to the
product amount (m moles), provided the quantitative material
balance is observed. From Eqn (1), the corrected n value is that
giving a quantitative c.e. (100� 20%).


c:e: ¼ n�m


f


� �
� 100 ð1Þ

g. Chem. 2008, 21 219–224 Copyright �

Generally, when mi moles of different i products are formed
with different involved electrons (ni), Eqn (2) can be considered


c:e: ¼ Si
ni �mi


f


h i
� 100 (2)


In this way, after all the mi and f values are determined, a
suitable combination of all the ni values that corresponds to a
quantitative c.e. can be obtained.
The organic solvent considered in this paper, CH3CN, does not


significantly compete, in contrast to water, with the substrate
oxidation; therefore, whereas c.e. is always� 100% in water, a
quantitative c.e. can be observed in CH3CN, making the process
more useful for mechanistic purposes.
In this context, recently, we have obtained mechanistic


information on the TiO2 sensitized photo-oxidation of some
benzylic derivatives by the photoelectrochemical technique with
TiO2/Ti anodes in CH3CN.


[3] This information could be useful for
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applicative purposes because we have observed that, at least
with respect to the primary oxidation steps of these substrates,
the mechanism should be the same as in the aqueous medium.[4]


In this paper, we report the data of c.e. obtained in the
photoelectrochemical oxidation of other benzylic substrates
(alcohol 1, ethers 2a–2b and 1,2-diols 3a–3f ).


These results verify and complete the previously suggested
mechanisms of the TiO2 sensitized photo-oxidation of the above
substrates,[5] that is determining: (i) the involvement of an
electron transfer to the benzylic radical intermediate within the
initial steps, (ii) if, in deaerated medium (under N2 bubbling,
indicated as ), a second electron transfer is operative in the
steps from the benzylic radical intermediate to the final product
and (iii) if, in aerated medium (atmospheric O2, indicated as ‘O2’),
the radical intermediate is trapped by oxygen and/or is oxidized
to the corresponding cation.
It must be observed that the confirmed ET mechanisms for 1,


2a and 2b in this heterogeneous medium[5b,e,f ] are very similar to
those reported in ET homogeneous oxidations.[6] On the contrary
we showed that, owing to adsorption phenomena, the electron is
extracted from oxygen of one OH group of diols 3a–3f[5a] and not
from the aromatic ring, as happens in homogeneous oxi-
dations;[7] consequently, this phenomenon involves a different
C—C fragmentation path of the cation radical.[5a]


Finally, it should be noted that the photoelectrochemical
technology previously reported by us[3a] has been improved in
this paper by preparing a more efficient TiO2 (rutile) film at the Ti
surface. In this way, it has been possible to extend the study to the
photoelectrochemical oxidation of substrates (1, 2a and 2b) that
did not significantly react under the previous experimental
conditions.

Figure 1. Field emission scanning electronmicrography (FESEM) of cross


section of the TiO2 film after 4 h of thermal treatment at 7008C

RESULTS AND DISCUSSION


Improvement of the photoelectrochemical technology


As previously reported,[3a] the photoelectrochemical oxidation of
4-methoxybenzyl alcohol in CH3CN is considered as the reference
reaction to evaluate, through current density measurements, the
photocatalytic efficiency of TiO2/Ti anodes, in which the TiO2


(rutile) film is prepared by thermal treatment of a Ti plate under
different experimental conditions.

www.interscience.wiley.com/journal/poc Copyright � 2008

Regarding the known mechanistic aspects of the above
reaction,[3,5g] (TiO2)hþ captures an electron from the alcohol to
give the corresponding cation radical; this intermediate, after
C—H deprotonation,[5c,5f,6] gives an a-hydroxy-4-methoxybenzyl
radical that, after oxidation, finally leads to 4-methoxybenzal-
dehyde (Scheme 1).
At the same time, the electron in the conduction band, which is


transferred through the external circuit, is captured by Liþ


(furnished by LiClO4 as the support electrolyte) to give Li (as a
metallic layer deposited on the Pt cathode).
Previously, we observed that, after the same time of thermal


treatment (2 h), 7008C is the temperature at which the highest
current density is measured.[3a]


In this paper, we report that the current density increases (at
this temperature) on going from 2h (0.15mA/cm2) to 4 h
(0.23mA/cm2) of thermal treatment. This behaviour can be
justified on the basis of the increased film thickness from 1.8mm
to 2.3mm (Fig. 1); this phenomenon can be attributed to a better
(TiO2)hþ/(TiO2)e� separation (larger space charge layer) as the
TiO2 film becomes thicker.


Photoelectrochemical oxidation of
1-(4-methoxyphenyl) ethanol (1)


With the more efficient photoanode (7008C of thermal treatment
for 4 h) it has been possible to perform the photo-oxidation of
alcohol 1 on TiO2/Ti. As previously observed in the photo-
oxidation sensitized by TiO2 as powder


[5d] and as colloid,[5f ] the
reaction product is the corresponding acetophenone, in both

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 219–224







Table 1. Current efficiency and conversion in
4-methoxyacetophenone for the photoelectrochemical oxi-
dation of 1-(4-methoxyphenyl) ethanol (1) on TiO2 (rutile)/Ti
in CH3CN


Substrate


Unreacted
substrate


(%)


4-Methoxy
acetophenone


(%)


Current
efficiency


(%)a nb


1 ( ) 60 30 110 2


1 (O2) 58 30 85 2


a Error¼�20.
b Electrons exchanged per molecule of formed acetophenone.


Scheme 3.


TiO2/Ti PHOTOANODES FOR PHOTO-OXIDATION MECHANISMS IN CH3CN

aerated and deaerated medium (Eqn (3)).


ð3Þ


As reported in Table 1, material recovery is ca. 90%.
On the basis of the previous results obtained from competitive


and quantum yield measurements[5f ] and from the c.e. deter-
minations with TiO2 photoanode in an electrolytic cell (this work),
our definitive hypothesis about themechanism, valid for both the
deaerated and aerated medium, is reported in Scheme 2.
In deaerated CH3CN, the c.e. is nearly quantitative considering


two electrons involved per molecule of formed product
(4-methoxyacetophenone) (Table 1), one electron is captured
by (TiO2)hþ from the substrate and the second is captured from
the benzylic radical by a second hole (or by the conduction band
of TiO2, if the phenomenon of ‘current doubling’[8] is involved).
In aerated medium, the results obtained in the photoelectro-


chemical experiments, that is a quantitative c.e. for two electrons
exchanged (Table 1), exclude a competitive path (Scheme 3) that
involves the capture of the benzylic radical intermediate by
oxygen where a second hole does not participate. This exclusion
can be explained on the basis of the low oxidation potential of
the benzylic radical, due to the presence of an a-OH group (the
oxidation to cation is favoured).[9]


As a confirmation, the c.e. measurements performed in the
photoelectrochemical reaction of 4-methoxybenzyltrimethyl-
silane to 4-methoxybenzaldehyde[3b] showed that the corre-
sponding benzylic radical intermediate (less oxidizable due to the
a-OH group absence) is captured by oxygen instead of being
oxidized to cation.


Photoelectrochemical oxidation of benzylic ethers (2)


As previously reported in the photo-oxidation sensitized by TiO2


as powder,[5b,d] the photoelectrochemical oxidation of 4-methoxybenzyl

Scheme 2.


J. Phys. Org. Chem. 2008, 21 219–224 Copyright � 2008 John W

methyl ethers 2a and 2b gives (Scheme 4) the corresponding
carbonyl compound (C) in deaerated CH3CN accompanied, in
aerated medium, by methyl 4-methoxybenzoate (E). As reported
in Table 2, the material recovery is quantitative (	90%).
On the basis of the previous results obtained with TiO2


powder[5b,d] and from c.e. determinations, our complete mechan-
istic suggestion is reported in Scheme 5, both in deaerated and in
aerated medium.
In the first medium (aldehyde formation from 2a) the c.e.


(Table 2) is nearly quantitative considering that two electrons
are involved per molecule of formed product that is, the first
electron is captured from the substrate by (TiO2)hþ and a second
electron is captured from the benzylic radical 5 (via a in
Scheme 5).
In aerated medium, the current efficiency is nearly quantitative


considering that two electrons per molecule of carbonyl com-
pound (as observed above in deaerated CH3CN) and one electron
for the methyl benzoate formation are necessary (Table 2).
According to Scheme 5, the benzylic radical can give the
carbonylic compound through the oxidation of the free radical
(via a) and the ester through the competitive capture by oxygen
(via b).
It must be observed that, in aerated CH3CN, the radical 5


competitively undergoes both oxidation to cation and capture by
oxygen, whereas the radical 4 (from alcohol 1) is only oxidized.
Therefore, under the experimental conditions of this work, the
oxidizability order should be 4-CH3OPhC


.
(R)OCH3< 4-CH3OPhC


.


(R)OH. Accordingly to this behaviour, the reported half-wave
oxidation potentials of two structurally related radicals as
PhC


.
(CH3)OCH3 and PhC


.
(CH3)OH are �0.11 and �0.24 V (vs.


SCE), respectively.[9]

Photoelectrochemical oxidation of 1,2-diols (3)


In a previous work,[5a] we have reported the reaction mechanism
of photo-oxidation of diols 3a–f, sensitized by TiO2 (as powder or
colloid) in aerated CH3CN, to give carbonylic compounds
as Ca—Cb fragmentation products. On the basis of the reaction
products, adsorption equilibrium constants, competitive kinetic
experiments and quantum yields, the mechanism in Scheme 6
has been suggested.
The photoelectrochemical reaction of the considered diols has


been performed (3a–f), both in deaerated and in aerated CH3CN,
always obtaining the same products observed in the presence of
TiO2 as powder or colloid in aerated medium. This study has
confirmed the steps reported in Scheme 6 and has allowed the

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Scheme 4.


Table 2. Product yield and current efficiency in the photoelectrochemical oxidation of 4-methoxybenzyl methyl ethers 2a and 2b
on TiO2 (rutile)/Ti in CH3CN


Substrate R
Unreacted


substrate (%)


Products (%)


Current
efficiency (%)a nC


b nE
cC E


2a ( ) H 65 25 — 110 2 —


2a (O2) H 78 13 6 105 2 1
2b (O2) CH3 76 9 6 110 2 1


a Error¼�20.
b Electrons exchanged per molecule of carbonyl compound.
c Electrons exchanged per molecule of methyl benzoate.


Scheme 5.
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paths from the radical 6 to the corresponding carbonyl
compound to be defined.

Scheme 6.

In particular, 1,2-diols 3a and 3b give Ca—Cb fragmentation
products, the corresponding benzaldehyde or acetophenone,
respectively, that were always accompanied by formaldehyde

www.interscience.wiley.com/journal/poc Copyright � 2008

(Eqn (4)).


ð4Þ


As reported in Table 3, the material recovery (substrateþ
PhCRO) is nearly quantitative (	90%).
The c.e. determinations in Table 3 for the deaerated reactions


of the diols 3a and 3b are quantitative for two electrons
exchanged per molecule of aromatic carbonyl compound.
Therefore, the first electron is captured from the substrate by
the hole and a second electronmust be involved for the oxidation
of the a-hydroxyl radical intermediate 6 with R000 ¼H (Scheme 6
and via a in Scheme 7).

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 219–224







Table 3. Product yield and current efficiency in the photo-
electrochemical oxidation on TiO2 (rutile)/Ti of 1,2-diols 3a,b
in CH3CN


Substrate
PhCRO
(%)


Unreacted
substrate (%)


Current
efficiency (%)a nb


3a ( ) 18 78 81 2


3b ( ) 26 60 93 2


3a (O2) 27 80 80 1
3b (O2) 20 70 95 1


a Error¼�20.
b Electrons exchanged per molecule of aromatic carbonyl
compound.


Table 4. Product yield and current efficiency in the photo-
electrochemical oxidation of 1,2-diaryl-1,2-ethanediols 3c–f
on TiO2 (rutile)/Ti in CH3CN


Substrate
XPhCHO
(%)a


Unreacted
substrate (%)


Current
efficiency (%)b nc


3c ( ) 28 70 90 2


3d ( ) 13 75 82 2


3e ( ) 8 94 94 2


3f ( ) 20 71 85 2


3c (O2) 15 70 83 2
3d (O2) 16 73 91 2
3e (O2) 21 71 85 2
3f (O2) 16 75 70 (140) 2 (1)


a According to the XPhCHO/substrate stoichiometry (2/1) the
reported yield is half of the measured one.
b Error¼�20.
c Exchanged electrons with respect to the half of molecules of
benzaldehyde.
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In contrast, the c.e. determined in aeratedmedium for the diols
3a and 3b (Table 3) are quantitative considering the exchange of
only one electron. This means that one hole is involved
in catching the electron from the substrate to give the cation
radical, whereas the hydroxymethyl radical reacts with oxygen
(Scheme 7, via b) and is not oxidized by the semiconductor (via a).
Regarding 1,2-diaryl-1,2-ethanediols 3c–f, the corresponding


benzaldehyde was obtained, both in deaerated and in aerated
medium (Eqn (5)).


ð5Þ


In all the photoelectrochemical experiments the material
recovery was quantitative considering two moles of carbonyl
product per mole of reacted substrate (Table 4).
As observed for 3a and 3b, the c.e. determinations in


deaerated medium showed that two electrons are involved in
the reaction. This is in line with Scheme 6 and via a in Scheme 7
(where the corresponding benzaldehyde is formed through the
oxidation of the a-hydroxybenzylic radical 6, with R000 ¼ Ph,
4-CH3OPh, 3-CH3OPh and 4-CF3Ph, to the corresponding cation).
The c.e. measurements in the photo-oxidation of the diols 3c–e


in aerated medium showed that two electrons are again
involved (Table 4); the corresponding ring-substituted benzylic
radicals 6 (R000 ¼ Ph, 4-CH3OPh, 3-CH3OPh) are oxidized to the

Scheme 7.
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corresponding cation (Scheme 7, via a) instead of being captured
by oxygen (via b).
In this aerated medium, the current yield for 3f is not


quantitative when either two electrons (c.e.¼ 140%) or one are
involved (70%). This result suggests that, in the case of benzylic
radical 6 with R000 ¼ 4-CF3Ph, the oxidation to the corresponding
cation by the hole (path a in Scheme 7) and the capture by
oxygen (path b) are in competition. The different behaviour of the
radicals 6 from 3c–e with respect to that from 3f can be ascribed
to the lower oxidizability of the latter radical due to the presence
of the electron-withdrawing ring substituent.
Finally, the c.e. data show that it is possible to evaluate, in these


experimental conditions, the relative oxidizability of different
a-hydroxy radicals 6 derived from diols 3a–f that is:


.
CH2OH<


.
CH(4-CF3Ph)OH<


.
CH(XPh)OH (X¼ 4-OCH3, 3-OCH3, H).


EXPERIMENTAL


1H-NMR spectra were run on a Bruker AC 200 (200MHz)
spectrometer, with solutions in CDCl3 with TMS as internal
standard. GC-MS analyses were performed on a Hewlett Packard
6890A gas-chromatograph (HP-Innovax capillary column, 15m)
coupled with a MSD-HP 5973 mass selective detector (70 eV). GC
analyses were carried out on a HP Agilent Technologies 6850
gas-chromatograph using a HP capillary column, 30m. HPLC
analyses were performed with a liquid chromatograph HP 1100.

2


Starting materials


Titanium plates (CpG2 from Titania S.p.A. Terni Italy 2.5� 8.0 cm,
thickness¼ 0.5mm containing N< 0.007%, C< 0.004%, H< 0.012%,
Fe< 0.024% and O< 0.09%) were cleaned in acetone, then
etched for 30 s in dilute Kroll’s acid (4% w/w HF, 30% w/w HCl),
rinsed in distilled water and then in acetone.[3a] H2SO4,
LiClO4, Na2CO3 and CH3CN (99.9%, HPLC grade, containing
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0.02% water from Karl Fisher analysis) were analytical grade
commercial products. 1(4-Methoxyphenyl)ethanol, 1-phenyl-1,2-
ethanediol, 2-phenyl-1,2-propanediol, 1,2-diphenyl-1,2-ethanediol
were commercial samples. 4-Methoxybenzyl methyl ether[10],
4-methoxy-a-methylbenzyl methyl ether[11], 1,2-bis(3-meto-
xyphenyl)-1,2-ethanediol[12], 1,2-bis(4-metoxyphenyl)- 1,2-ethan-
ediol[12], 1,2-bis[4-(trifluoromethyl)phenyl]-1,2-ethanediol[13] were
prepared and characterized as described in the literature.

Preparation and characterization of TiO2/Ti electrodes


The titanium plates were subjected to constant current
(25mAcm�2) mild anodic oxidation (6443B DC HP power supply)
in 1M H2SO4 using Pt (2 cm2) as the cathode up to 30 V (further
surface cleaning) and then rinsed with distilled water. The plates
were then heated in an oven at 7008C for 2 h and 4 h.
The crystalline phase of the samples was identified by X-ray


diffraction (Philips X’Pert APD diffractometer) using Cu Ka
radiation at Bragg angles 13.738 (rutile crystalline form).
The film thickness was determined by a LEO SUPRA 25 field


emission scanning electron microscope, FESEM (Fig. 1).

Photoelectrochemical oxidation


The photoelectrochemical measurements were performed in an
undivided cylindrical jacketed cell provided with Ti/TiO2 anode
(20 cm2), Pt cathode and SCE as reference connected to the AMEL
potentiostat. The substrate (0.30mmoles), LiClO4 (7.5mmoles)
and Na2CO3 (4.7mmoles) in CH3CN (150ml) were placed in the
cell andmagnetically stirred in the atmosphere (aeratedmedium)
or under nitrogen bubbling (deaerated medium). The cell was
externally irradiated by a 400W high pressure Hg lamp (Helios
Italquartz), cooled by a Pyrex water jacket (l	 300 nm)
positioned in front of Ti/TiO2 electrode and the apparatus was
covered by a closed aluminium cylinder. Current flowed only
under irradiation and after 10–300 (depending of the substrate) it
was practically constant. After 15–20 coulombs passed, the
mixture was concentrated at room temperature, poured into a
double volume of water and repeatedly extracted with diethyl
ether. The organic layer was washed with NaCl-saturated water,
dried on Na2SO4 and concentrated. The crude product was
analysed by 1H-NMR, HPLC and GC in the presence of suitable
internal standards, and by GCMS.


Reaction product analysis


The reaction products were identified directly from the crude by
comparison of 1H-NMR and GC analysis data with those of the
commercial samples (acetophenone, 4-methoxyacetophenone,
methyl 4-methoxybenzoate, 4-methoxybenzaldehyde, 3-methoxy-
benzaldehyde, benzaldehyde and 4-trifluoromethylbenzaldehyde).

www.interscience.wiley.com/journal/poc Copyright � 2008

Formaldehyde was recognized as dimedone adduct [MS m/z (rel
intensity) 292Mþ, 191, 165(100), 124, 97, 83, 69, 55].
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s of 3,5-dithioxo[1,2,4]triazepine 1 in a basic medium with
a,v-dibromoalkanes 2a–c, Br(CH2)nBr (n¼ 1–3), are studied experimentally and theoretically. These alkylations,
which occur at the thioxo sulfur atom in position 5, afford mainly 5-bromomethylthio-2,7-dimethyl- 2,3-dihydro-
4H[1,2,4]triazepin-3-one 3 for n¼ 1, 6,8-dimethyl-5-thioxo-2,3,4,5-tetrahydro-6H[1,3]thiazolo[4,5-d][1,2,4]triazepine
4 for n¼ 2 and 7,9-dimethyl-6-thioxo-2,3,4,5,6,7-hexahydro[1,3]thiazino [4,5-d][1,2,4]triazepine 5 for n¼ 3. Theor-
etical calculations have been carried out at the B3LYP/6-31G* and B3LYP(benzene)/6-311þG*//B3LYP/6-31G* levels, in
order to rationalize the experimental observations. Both chemo- and regio-selectivities of the alkylation reactions are
analyzed. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Triazepines and their derivatives are found to be associated with
various biological activities such as cancer,[1] viral infections
(HIV),[2] and cardiovascular disorders.[3,4] The fusion of hetero-
cyclic rings to different faces of the heptatomic nucleus was
shown to enhance the activity profiles.[5–7] The synthesis and
characterization of a family of triazepine derivatives are of
particular interest to the chemical and biological commu-
nities.[8–10] The chemistry and biochemistry of triazepine
derivatives have been intensively investigated.[11–20] However,
chemoselective alkylation of these compounds, which depends
highly on the size of the haloalkane and the nature of the
triazepine heteroatom, has not been yet satisfactorily studied.
From an industry point of view, understanding the alkylation
mechanism could help in optimizing the reaction conditions and
designing a new haloalkane and/or a new catalyst for a more
efficient process. To the best of our knowledge, there is only one
experimental study on the alkylation of these triazepines.[21] No
theoretical or combined experimental and theoretical analysis of
the alkylation of these compounds were found. For this reason,
and because of our interest in synthesis of novel heterocyclic
compounds in the case of triazepine derivatives,[11–13] we have
prompted us to face this problem of alkylation process both
experimentally and theoretically. For this purpose, we have
studied the alkylation reactions of 3,5-dithioxo[1,2,4]triazepine 1
with a,v-dibromoalkanes 2a–c (Scheme 1). Because the sulfur
atoms of the thioxo groups, the N4 nitrogen atom and the C6
carbon atom of triazepine 1 could be reactive toward alkylation
reaction, the formation of all corresponding regioisomers was
theoretically analyzed.
Our aim is to present a combination of experimental and


theoretical study of the alkylation reactions of triazepine 1 in a
basic medium with a,v-dibromoalkanes 2a–c in order to better

g. Chem. 2008, 21 457–463 Copyright �

understand the mechanistic features of these processes and to
rationalize the experimental results. Since experimental efforts
toward the preparation and isolation of the obtained products
have been described in another work,[21] we content here to
explore briefly the NMR spectrum of the obtained regioisomers
as a first step. In a second part, we examine all the probably
reactive channels associated to these alkylation reactions using
DFT method at the B3LYP/6-31G* and B3LYP(benzene)/
6-311þG*//B3LYP/6-31G* levels.

RESULTS AND DISCUSSION


Alkylation reactions of 3,5-dithioxo[1,2,4]triazepine 1


We have followed, in these alkylation reactions, the well-
established standard method[22–26] using the liquid–liquid phase
transfer technique. Thus, the alkylation reactions of triazepine 1

2008 John Wiley & Sons, Ltd.
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with the a,v-dibromoalkanes 2a–c in a basic medium, using
triethylammonium chloride as catalyst and benzene as solvent, at
room temperature, lead to compounds 3 (n¼ 1), 4 (n¼ 2), and 5
(n¼ 3) in 40, 80, and 85% yields, respectively (as shown in
Scheme 1). The obtained structures were established from NMR,
IR, and mass spectrometry data.
In 1H NMR, the obtained product 3 is particularly justified by


the presence of a methylene group (SCH2Br), highly deshielded,
at 5.23 ppm, and an ethylenic proton at 5.0 ppm. We noted also
two methyl groups at 3.31 and 1.93 ppm assigned to N—CH3


and C7—CH3, respectively. In the 13C NMR spectrum of product 3,
the chemical shifts at 52.2 and 102.2 ppm permit to confirm again
the presence of a methylene group and a trisubstituted double
bond (C——C), respectively. This spectrum is characterized mainly
by the presence of two signals at 167.8 and 188.0 ppm assigned
to the carbon atoms of a carbonyl group, in position 3, and C5,
respectively. The presence of a carbonyl group is also confirmed
in the IR spectrum by a band at 1690 cm�1. Compound 3 results
from a double alkylation of 1 with two 1,2-dibromomethane
molecules on the two sulfur atoms in positions 3 and 5, followed
by a hydrolysis on position 3 of the corresponding di-alkylated
intermediate 7 (Scheme 2). It is to note that C6 has not been
alkylated.
In the case of product 4, the 1H NMR spectrum presents


principally the signals of an ethylenic proton at 5.52 ppm, and
twomethylene groups of a thiazole cycle at 3.10 ppm assigned to
(S—CH2) and 4.56 ppm attributed to (N4—CH2). In the 13C NMR
spectrum, the presence of a double bond C——CH and two
methylene groups is confirmed by the carbon chemical shifts at
105.4, 29.1, and 55.7 ppm corresponding to carbon C9, S—CH2,

Scheme 2.


www.interscience.wiley.com/journal/poc Copyright � 2008

and N4—CH2, respectively. This structure is confirmed in this
spectrum by the chemical shift of the thiocarbonyl carbon atom
at 188.7 ppm and the chemical shift of carbon atom C9a at
168.3 ppm. The mass spectrum fragmentations are in good
agreement with the proposed structure.
The 1H NMR spectrum of compound 5 is found to be similar to


those of structure 4. We note in particular the signals of three
methylene groups at 2.23, 2.85, and 3.92 ppm attributed to
(C—CH2—C), (S—CH2), and (N5—CH2), respectively. We observe
also the presence of ethylenic proton in position 10 at 5.55 ppm.
In the case of 13C NMR spectrum, the proposed structure is
confirmed by the presence of three methylene groups
(C—CH2—C) at 23.8 ppm, (S—CH2) at 26.5 ppm, and (N5—CH2)
at 48.1 ppm. The carbon of thioxo group is clearly identified in this
spectrum at 194.2 ppm. C10 and C10a carbon atoms appear at
114.5 and 166.4 ppm. In the mass spectra the molecular peaks at
m/z¼ 213 (100%) for compound 4 and m/z¼ 227 (100%) for
compound 5, were in good agreement with monoalkylation
reaction on one C——S group.
In all cases, these results show that the active center is the


sulfur atom of the thioxo group present in position 5 of triaze-
pine 1. In the case of n¼ 2 and n¼ 3, cyclization occurs with the
nitrogen atom in position 4. No cyclization was observedwith the
carbon atom at position 6.


Theoretical study of the alkylation reactions
of 3,5-dithioxo[1,2,4]triazepine 1


In order to investigate the reactivity of triazepine 1 in the
alkylation reactions, the nucleophilic substitution reactions of
anions 8 and 9, obtained by deprotonation of triazepine 1 in a
basic medium, with dibromomethane 2a and 1,2-dibromoethane
2b, were studied.


Alkylation of 3,5-dithioxo[1,2,4]triazepine 1 with
dibromomethane 2a


The relatively acidic triazepine 1 is converted in its corresponding
anion by treatment with a base. Due to the fact that triazepine 1
possesses three acidic hydrogens, one on N4 and two on C6, the
deprotonation can yield two anions, 8 and 9, which can be in
equilibrium (as shown in Scheme 3). In these anions the negative
charge is delocalized on the conjugated p system of triazepine 1.
As a consequence, there are several nucleophilic centers able
to attack to dibromomethane 2a. Both chemo and regio-
selectivities of the nucleophilic substitution reactions of anions 8
and 9 toward 2a were studied (as shown in Scheme 4).
Firstly, we performed an analysis of the Fukui function for an


electrophilic attack,[27] f�k , at anions 8 and 9 in order to
characterize the more nucleophilic centers of these species. The
values of the Fukui functions for an electrophilic attack of 8 and 9
are shown in Chart 1. For anion 8, large Fukui functions are
found at C6 and S50 atoms. The value found at S50 atom larger than
that at C6 one indicates that the former will be the more

Scheme 3.
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Scheme 4.


Chart 1.
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nucleophilic center of 8. From this analysis, we selected to study
the reactive channel associated to the electrophilic attack of 2a
on C6 and S50 centers of 8 (as shown in Scheme 4). For anion 9,
the analysis of the Fukui functions reveals that the S30 and S50


sulfur atoms are the more nucleophilic centers of this anion. As
for anion 8, the S50 sulfur atom corresponds to the more
nucleophilic site of this species. Note that the S50 sulfur atom
corresponds also to the more basic center of the neutral
triazepine 1.[28]


In benzene, anion 9 is 2.9 kcal/mol more energetic than anion 8
(energy values correspond to B3LYP(benzene)/6-311þG*//B3LYP/
6-31G* results; as shown in Table 1). These species will be in
equilibrium in solution. So, we decided to study the reactive
channels associated to the nucleophilic attacks of the C6 and S50


centers of anion 8 and those associated to the nucleophilic
attacks of the S30, N4, and S50 centers of anion 9 to the carbon
atom of 2a (as shown in Scheme 4).
Analysis of the stationary points associated to these alkylations


indicates that these reactions occur via bimolecular nucleophilic
substitution (SN2) mechanisms. The activation energies associ-
ated with the nucleophilic attack of the C6 and S50 centers of
anion 8 to the carbon atom of 2a are 15.5 (TS1) and 12.3 (TS2)
kcal/mol, respectively (as shown in Table 1). The reactive channel
associated to the nucleophilic attack of the S50 center of 8 to 2a
via TS2 is clearly favored over the attack of the C6 center via TS1,
DDE¼ 3.2 kcal/mol, in clear agreement with the chemoselectivity
experimentally observed and with the analysis of the Fukui
functions at anion 8. However, the formation of the alkylated
product 10 (�21.8 kcal/mol) is thermodynamically more favor-
able than the formation of the product 6 (�9.6 kcal/mol) (The
relative energies of the products given in Table 1 are
DE¼ (SEprod�SEreact) where SEprod correspond to the energies
of the molecular complexes obtained from the IRC calculations
toward the products). The more exothermic character for the
formation of 10 than that for 6 can be related with the increase in
bond energy associated to the s bond formed in these SN2
reactions: C—C> S—C. Therefore, there is a clear kinetic control
at these alkylation reactions.

J. Phys. Org. Chem. 2008, 21 457–463 Copyright � 2008 John W

The activation energies associated with the nucleophilic attack
of the S30 , N4, and S50 centers of anion 9 to 2a are 12.9 (TS3), 12.4
(TS4), and 10.3 (TS5) kcal/mol, respectively. The reactive channel
associated to the nucleophilic attack of S50 of anion 9 to the
carbon atom of 2a, via TS5, is already more favored than
the attack of the two other positions, in good agreement with the
analysis of the Fukui functions at anion 9. The formation of
compounds 11, 12, and 13 is also exothermic (as shown in
Table 1). If we consider that anions 8 and 9 are in equilibrium, the
more favorable reactive channel for the alkylation of 1 in a basic
medium corresponds to the formation of product 6 via TS2. Note
that TS5 is located 1.0 kcal/mol above TS2.
The geometries of the TSs involved in the SN2 reactions of


anions 8 and 9 with 2a are given in Figs 1 and 2, respectively. The
lengths of the forming bonds at the TSs are 2.251 Å (C—C) at TS1,
2.480 Å (S—C) at TS2, 2.003 Å (N—C) at TS3, 2.391 Å (S—C) at
TS4, and 2.415 Å (S—C) at TS5, while the lengths of the C—Br
breaking bonds at these TSs are in a short range: between 2.534
and 2.597 Å. At these TSs, the X—C—Br (X——C, N, S) bond angles
are in the range of 160.0–164.08. The three atoms involved in the
forming and breaking bonds are in a nearly linear arrangement,
deformed only by the presence of a second bromine atom on 2a.
These geometrical parameters indicate that at these TSs the
carbon atom of dibromomethane is sp2-hybridized, and are,
therefore, in agreement with TSs expected for a SN2 mechanism.
The extent of bond forming and breaking along the reaction


pathway is provided by the concept of bond order (BO).[29] The
BO values of the forming bonds at the TSs are 0.36 (C—C) at TS1,
0.44 (S—C) at TS2, 0.40 (N—C) at TS3, 0.49 (S—C) at TS4, and 0.48
(S—C) at TS5, while the BO values of the breaking bonds are in a
short range: between 0.44 and 0.49. These values indicate that
these TSs correspond to synchronous bond forming and breaking
processes.
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Figure 2. B3LYP/6-31G* transition structures involved in alkylation reac-


tions of anion 9 with dibromomethane 2a. The distances are given in Å


Figure 1. B3LYP/6-31G* transition structures involved in the SN2 reac-


tions of anion 8 with dibromomethane 2a. The distances are given in Å?


Scheme 5.


Table 1. Total (E, in au) and relative energies (DE, in kcal/mol)
in the gas phase and in benzene for the stationary points
involved in the alkylation reactions of
3,5-dithioxo[1,2,4]triazepine 1


B3LYP/6-31G*


B3LYP(benzene)/
6-311þG*//B3LYP/


6-31G*


E DE E DE


8 �1194.122375 �1194.324628
9 �1194.117884 2.8 �1194.319951 2.9
2a �5182.713025 �5187.609626
TS1 �6376.818859 10.4 �6381.909630 15.5
TS2 �6376.824207 7.0 �6381.914659 12.3
10þBr �6376.859359 �15.0 �6381.969072 �21.8
6þBr �6376.839725 �2.7 �6381.949573 �9.6
TS3 �6376.815225 9.8 �6381.909046 12.9
TS4 �6376.814688 10.2 �6381.909895 12.4
TS5 �6376.818103 8.0 �6381.913116 10.3
11þBr �6376.838344 �4.7 �6381.951467 �13.7
12þBr �6376.827957 1.9 �6381.940877 �7.1
13þBr �6376.839127 �5.2 �6381.945656 �10.1
14 �3804.510112 �3807.159634
TS6 �8987.207850 9.6 �8994.751541 11.1
TS7 �8987.203311 12.4 �8994.742521 16.8
TS8 �8987.201556 13.5 �8994.740715 17.9
7þBr �8987.225051 �1.2 �8994.787306 �11.3
15þBr �8987.231109 �5.0 �8994.789871 �12.9
16þBr �8987.247623 �15.4 �8994.806965 �23.7
2b �5222.037715 �5226.942587
TS9 �6416.146140 8.8 �6421.247548 12.3
17þBr �6416.151552 5.4 �6421.277668 �6.6
18 �3843.821895 �3846.481749
TS10 �3843.812407 6.0 �3846.471299 6.6
TS11 �3843.792216 18.6 �3846.451426 19.0
4þBr �3843.851383 �18.5 �3846.526168 �27.9
19þBr �3843.858693 �23.1 �3846.533106 �32.2
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Alkylation of compound 6 with dibromomethane 2a


In the presence of 2moles of base and 2moles of 2a, triazepine 1
yields the dialkylderivative 7, via an alkylation reaction of the
anion intermediate 14 (as shown in Schemes 2 and 5).
Deprotonation at N4 of the monoalkylderivative 6 gives the
anionic intermediate 14, which acts as a nucleophile toward 2a.
Due to the delocalization of the negative charge of anion 14 on
the triazepinic system, this intermediate presents also several
nucleophilic sites. Analysis of the Fukui functions for an
electrophilic attack at anion 14 (as shown in Chart 1), indicates
that S30 atom will be the more nucleophilic center of 14. In
consequence, the electrophilic attack to the second molecule of
2a should take place in this sulfur atom.
For the alkylation reaction of the anion intermediate 14, three


reactive channels were considered (as shown in Scheme 5). They
are related to the nucleophilic attack of the S30, N4, and C6 centers
of anion 14 at the carbon atom of 2a. As for the alkylation
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Figure 3. B3LYP/6-31G* transition structures involved in alkylation reac-


tions of anion intermediate 14 with dibromomethane 2a. The distances


are given in Å.


Scheme 6.


Figure 4. Structures of the transition states involved in domino reactions


of triazepine 1 with dibromoethane 2b in a basic medium. The distances
are given in Å.
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reactions of anions 8 and 9 with 2a, these reactions have a SN2
mechanism. The activation energies associated to the three
reactive channels are 11.1 (TS6), 16.8 (TS7), and 17.9 (TS8) kcal/
mol. The more favorable reactive channel corresponds to the
attack of S30 sulfur atom on the carbon atom of 2a, via TS6. These
energy results are in clear agreement with the total chemos-
electivity experimentally observed. These reactions are exother-
mic in the range �11.3–�23.7 kcal/mol.
The geometries of the TSs involved in these SN2 reactions are


given in Fig. 3. The lengths of the forming bonds at the TSs are
2.421 Å (S—C) at TS6, 2.070 Å (N—C) at TS7, and 2.250 Å (C—C) at
TS8, while the lengths of the breaking bonds are in a short range:
between 2.533 and 2.585 Å. At these TSs, the X—C—Br (X——C, N,
S) bond angles are in the range of 159.9–164.68. The geometries
of these TSs are closer to those found on the alkylation of anions
8 and 9.
The BO values of the forming bonds are 0.48 (S—C) at TS6, 0.38


(N—C) at TS7, and 0.36 (C—C) at TS8, while the BO values of the
C—Br breaking bond are 0.40 at TS6, 0.48 at TS7, and 0.49 at TS8.


Alkylation of 3,5-dithioxo[1,2,4]triazepine 1 with
1,2-dibromoethane 2b


Formation of the bicyclic compound 4 is a domino reaction that
involves an intermolecular nucleophilic attack of anion 8 to
1,2-dibromoethane 2b, in a SN2 reaction, followed by an
intramolecular nucleophilic attack (SNi) on anion 18 (as shown
in Scheme 6). Taking into account the results obtained for the
alkylation reaction of 1 with 2a in a basic medium (Section
‘Alkylation of 3,5-dithioxo[1,2,4]triazepine 1 with dibromo-
methane 2a’), we have considered the first alkylation reaction
studying only the attack of the S50 center of anion 8 to one of the
two symmetrically substituted carbons of 2b. The activation

J. Phys. Org. Chem. 2008, 21 457–463 Copyright � 2008 John W

energy associated to the SN2 reaction via TS9 is 12.3 kcal/mol.
This energy is the same as that for the reaction of anion 8with 2a,
via TS2. Formation of intermediate 17 is slightly exothermic,
�6.6 kcal/mol.
The second step of this domino reaction is a SNi process


promoted by the nucleophilic attack of the anion generated by
deprotonation of 17, intermediate 18, to the bromo substituted
methylene in 17. After deprotonation of compound 17 at N4


nitrogen atom, the negative charge is delocalized into the
conjugated system of 18. Therefore, the subsequent SNi reaction
can take place at N4 or C6 positions of the anion intermediate 18.
The two reactive channels have been studied (as shown in
Scheme 6). The activation energies associated to these
SNi processes are 6.6 (TS10) and 19.0 (TS11) kcal/mol. These
energies indicate that the cyclization at N4 is clearly favored over
cyclization at C6, in good agreement with the experimental
results. Formation of both bicyclic compounds 4 and 19 are
exothermic in �27.9 and �32.2 kcal/mol, respectively. As for
the SN2 reactions, there is a clear kinetic control in
these SNi processes.

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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The geometries of the TSs involved in the domino reaction
between anion 8 and 2b are given in Fig. 4. The lengths of the
S—C forming and C—Br breaking bonds at TS9 are 2.468 and
2.543 Å, respectively. These lengths are similar to those found at
TS1. At TS9, the S—C—Br bond angle is 162.78. At the TSs
involved in the intramolecular alkylations, the lengths of the
forming and breaking bonds are 2.117 Å (N—C) and 2.477 Å
(C—Br) at TS10 and 2.287 Å (C—C) and 2.499 Å (C—Br) at TS11.
At these TSs, the X—C—Br (X——N, C) bond-angle values are
172.68 at TS10 and 170.18 at TS11.
Finally, the BO values of the S—C forming and C—Br breaking


bonds at TS9 are 0.45 and 0.46, respectively. At the TSs associated
with the intramolecular alkylations, the BO values of the forming
and breaking bonds are 0.34 and 0.52 at TS10 and 0.32 and 0.49
at TS11, respectively. The SNi processes via TS10 and TS11 are
more asynchronous than the SN2 one via TS9.

CONCLUSIONS


The chemo- and regioselective alkylation reactions of
3,5-dithioxo-[1,2,4]triazepine 1 in a basic medium with a,v-
dibromoalkanes 2a–c Br(CH2)nBr (n¼ 1–3) have been investi-
gated experimentally and theoretically. These reactions
afford several products depending on the length of the
a,v- dibromoalkane. Thus, dibromomethane 2a, n¼ 1, leads to
alkylation on the sulfur atom at position 5 with 40% yield. In the
presence of a large excess of 2a, triazepine 1 is subsequently
alkylated at position 3. In contrast, the use of 1,2-dibromoethane
2b, n¼ 2, and 1,3-dibromopropane 2c, n¼ 3, leads to the
formation of a new five- and six-membered fused heterocycles
via an intermolecular alkylation on the thioxo sulfur atom at
position 5, followed by an intramolecular alkylation at the
nitrogen atom of triazepine 1 with 80% yield. All these products
were characterized using NMR and mass spectroscopy.
Theoretical calculations have been carried out at the B3LYP/


6-31G* level for geometries and the B3LYP(benzene)/6-311þG*//
B3LYP/6-31G* level for energies in order to rationalize the
experimental observations. Analysis of the potential energy
surfaces for these alkylation reactions indicates that the more
favorable reactive channels correspond to the alkylation on the
thioxo sulfur atom at position 5 of triazepine 1 via a SN2
mechanism. Formation of the fused bicyclic compound 4, using
1,2-dibromoethane 2b, is a domino reaction that is, initialized
by the intermolecular alkylation on S50 atom, followed by
deprotonation and an intramolecular alkylation on N40 atom.
Analysis of the Fukui functions for an electrophilic attack at the
anions involved in these alkylation reactions indicates that the
thioxo sulfur atom at position 5 is the more nucleophilic site of
the deprotonated triazepine.

EXPERIMENTAL


Melting points were taken on a Buchi 510 apparatus and were
uncorrected. The 1H NMR spectra were recorded with the
following instruments: Bruker WP 400 CW and AC 250. TMS was
used as an internal reference. The 13C NMR spectra were
measured on a Varian FT 80 (300.0MHz). The IR spectrum
was obtained using Perkin-Elmer 683 apparatus. Mass spectrum
was recorded with a Jeol JMX DX 300. Column chromatography

www.interscience.wiley.com/journal/poc Copyright � 2008

was carried out using E-Merck silica gel 60F 254. Reagents and
solvents were purified in the usual way.


General procedure for the alkylation reactions of
3,5-dithio[1,2,4]triazepine 1 with a,v-dibromoalkanes 2a,b


The alkylation reactions were carried out by means of the
phase transfer technique from a solution of 2,7-dimethyl-3,
5-dithioxo[1,2,4]triazepine 1 (0.0046mol) in benzene (10ml).
Triethylammoniumbenzylchloride (0.013mol) was used as a
catalyst. When the mixture was stirring for 15min, a solution of
3 g of NaOH in 3ml of H2O and the a,v-dibromoalkanes 2a,b
were added. After stirring for 6 h at room temperature, the
mixture was diluted with water and extracted with benzene. The
organic layers were dried over anhydrous sodium sulfate,
concentrated under reduced pressure. The crude was chromato-
graphied on a silica gel column (eluent: hexane/ether) to give
compounds 3, 4, and 5.


5-Bromomethylthio-2,7-dimethyl-2,3-dihydro-4H[1,2,
4]triazepin-3-one 3


Yield¼ 40%. m.p: 87–88 8C (EtOH). 1H NMR (CCl4): dppm: 1.93 (s,
3H, C7—CH3); 3.31 (s, 3H, N2—CH3); 5.0 (s, 1H, ——C6—H); 5.23 (s,
2H, S—CH2—Br), 6.5 (s, 1H, NH). 13C NMR (CDCl3): dppm: 22.7
(C7—CH3); 43.8 (N2—CH3); 52.2 (S—CH2—Br), 102.2 (C6), 157.7
(C7), 167.8 (C——O), 188.0 (C5). IR, ncm


�1: 1690 (C——O).
Mass spectrum m/z: 263 (Mþ).


6,8-Dimethyl-5-thioxo-2,3,4,5-tetrahydro-6H[1,3]thiazolo[4,
5-d][1,2,4]triazepine 4


Yield 80% (oil). 1H NMR (CDCl3): dppm: 1.98 (s, 3H, C8—CH3); 3.42
(s, 3H, N6—CH3); 4.56 (t, 2H, J¼ 7.6Hz, N4—CH2—), 3.10 (t, 2H,
J¼ 7.6Hz, S—CH2—); 5.52 (s, 1H,¼C9H).


13C NMR (CDCl3): dppm:
22.4 (C8—CH3), 29.1 (S—CH2), 44.8 (N6—CH3), 55.7 (N4—CH2),
105.4 (C9), 155.3 (C8), 168.3 (C9a), 188.7 (C5¼ S).
Mass spectrum: m/z: 213 (Mþ, 100%), 198, 185, 180, 172.


7,9-Dimethyl-6-thioxo-2,3,4,5,6,7-
hexahydro[1,3]thiazino[5,6-d][1,2,4]triazepine 5


Yield 85%; m.p.: 92–93 8C (EtOH). 1H NMR (CCl4): dppm: 1.92 (s,
3H, C9—CH3), 2.23 (m, 2H, C2—CH2—C4), 2.85 (m, 2H, SCH2), 3.23
(N7—CH3), 3.92 (m, 2H, N5—CH2), 5.55 (——C10H), 6.1 (s, 1H, NH).
13C NMR (CDCl3): dppm: 21.2 (C8—CH3), 23.8 (C2—CH2—C4), 26.5
(S—CH2), 43.5 (N7—CH3), 48.1 (N5—CH2), 114.5 (C10), 156.6 (C9),
166.4 (C10a), 194.2 (C6——S).
Mass spectrum: m/z: 227 (Mþ, 100%), 212, 199, 194, 186, 185.


Computational techniques


Quantum chemical calculations were performed with the use of
the Gaussian 03 set of programs.[30] All structures were fully
optimized with the density functional theory (DFT) using Becke’s
three parameter hybrid method[31] and correlation functional of
Lee–Yang–Parr (B3LYP)[32] in conjunction with the 6-31G* basis
set.[33] The stationary points were characterized by harmonic
vibrational frequency analysis in order to verify that minima and
transition structures have zero and one imaginary frequency,
respectively. The intrinsic reaction coordinate (IRC)[34] path was
constructed in order to verify further its identity and also map out
a minimum energy reaction pathway. The optimization was
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carried out using the Berny analytical gradient optimization
method.[35,36] The Wiberg bond indices[29] have been computed
by using the NBO analysis.[37,38] Solvent effects on the energies
were considered by B3LYP/6-311þG* single-point calculations on
the B3LYP/6-31G* gas-phase structures using a self-consistent
reaction field (SCRF)[39–41] based on the polarizable continuum
model (PCM) of the Tomasi’s group.[42–44] Since these reactions
are carried out in benzene, we have selected its dielectric
constant at 298.0 K, e¼ 2.25. This methodology is refereed as
B3LYP(benzene)/6-311þG*//B3LYP/6-31G*.
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Kinetic study of nitrosation of guanidines
I. Fernándeza, P. Hervésa* and M. Parajób

The kinetics of the nitrosation reaction of three gu
guanidine have been studied. The nitrosation rate

J. Phys. Or

anidines, dicyandiamide, N,N(-dimethyl-N00-cyanoguanidine and
is first order with respect to both the guanidine and acid


concentration. The absence of catalysis by nucleophilic anions, the observed general acid–base catalysis and the
observed deuterium isotope effect lead us to proposemechanism for the nitrosation of guanidines similar to that which
operates in the case of the amides and ureas, in which a slow proton transfer is the rate determining step. From this
mechanismwewere able to obtain the values of the rate constants for the nitrosation and denitrosation processes. The
catalytic constants in presence of buffers were also obtained and the analysis of the Brönsted slopes suggests a process
with a transition state more similar to reactants than products. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The chemistry of nitroso compounds has attracted considerable
research effort mainly due to their important biological relevance.
A wide variety of structurally related compounds possessing the
N-nitroso-N-alkyl functionality have demonstrated a cancer
chemotherapeutic potential.[1,2] However, perhaps the greatest
interest in nitrosation reactions, and nitroso transfer, arises from
the important role that nitric oxide plays in regulating several
important physiological functions[3–6] such as the widening of
blood vessels. Due to this widespread significance of nitrosation
reactions, knowledge of their mechanisms and kinetics[7] is of
much importance.
Themechanisms of nitrosation of amides and ureas in an acidic


medium have been exhaustively investigated[8–14] and a large
number of differences have been found between nitrosation of
these compounds and amines. In the case of amines the attack of
the nitrosating agent on the free amine is rate determining, while
for amides and ureas this first step is fast, the slow step being a
proton transfer from an intermediate to the reaction medium. In
the latter case the reaction seems to occur initially on the oxygen
atom, and a fast internal rearrangement leads to the thermo-
dynamically more stable N-nitrosoamide. The reason for this
seems to be related to the much lower basicity of amides,
compared to amines.
Guanidines (Gs) can be considered nitrogenated analogues of


ureas. However, their peculiar structure makes them compounds
of great basicity, and in this sense, more similar to amines than
ureas. This situation makes the kinetic study of the nitrosation of
Gs, molecules that combine characteristics of both functional
groups, very interesting and provides a bridge between amines
and ureas. In fact a study of the nitrosation of clonidine[15] (a
guanidine with hypotensive properties) has shown than in acid
medium, the mechanism shows parallels with that found for
ureas. However, in basic medium, the kinetic behaviour is similar
to that exhibited by amines. In the present work we report the

g. Chem. 2008, 21 713–717 Copyright �

results of a kinetic investigation in acidmedia of the nitrosation of
three Gs (as shown in Chart 1), dicyandiamide (DCDA),
N,N0-dimethyl-N00- cyanoguanidine (CG) and guanidine (G).


Chart 1:


EXPERIMENTAL


CG and N,N0-dimethyl-N-nitroso-N00-cyanoguanidine (NCG) were
obtained from the Zeneca laboratories (UK). DCDA and G (as
guanidine hydrochloride) were Fluka products. All other reagents
(from Fluka or Sigma) were of the highest available grade and
usedwithout further purification. Nitrosation of CG gives only one
product as observed by HPLC. This was shown to be identical to
the sample of NCG, which was prepared and authenticated
independently.[16] Kinetic runs were monitored following the
change in absorbance (l¼ 250–280 nm) due to the formation of
the N-nitroso compound using a Agilent 8453 Diode-Array
UV–Vis spectrophotometer equipped with a multiple cell carrier

2008 John Wiley & Sons, Ltd.
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Table 1. Values of the kinetics parameters for the nitrosation and denitrosation of guanidines


Guanidine pKa kn¼ k3K2 (M
�1 s�1) kd¼ k�3 (M


�1 s�1) KNO K¼ K1KNO (M�1) a b


DCDA �0.73 5.0� 104 2.1� 10�3 2.4� 107 7.2 0.82 0.16
CG �0.25 8.0� 105 1.6� 10�3 5.0� 108 150 0.77 0.25
G 13.6 5.5� 103 9.2� 10�4 5.9� 106 1.8 0.78 0.23
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thermostatted by circulating water. All experiments were carried
out at 25.0 8C. In all kinetic experiments NaClO4 was used to fix
the ionic strength of the medium at 1.0M. All kinetic experiments
were performed under pseudo-first-order conditions keeping
in deficit the nitrite concentration ([NO�


2 ]¼ 2� 10�4M in the
experiments with CG and [NO�


2 ]¼ 3� 10�3M when we used G or
DCDA). In all cases the absorbance-time data fitted accurately the
corresponding first-order integrated rate equations. The
observed first-order rate constants, kobs were reproducible within
5%. In the experiments to study the effect of buffers, different
amounts of buffer solutions were added to mixtures that already
contained the amount of acid required to achieve the desired pH.

RESULTS


Gs are traditionally viewed as strong organic bases with the pKa
for guanidinium (H2N)2C¼NHþ


2 being 13.6 in water.[17] However,
N-substitution by a strongly electron withdrawing group such as
cyano dramatically reduces the basicity such that the pKa value
for the corresponding cyano-guanidinium ions of DCDA in
water[18,19] is �0.63. We have measured the pKa (BH


þ) of CG and
DCDA using a spectrophotometric method.[20] The values
obtained for DCDA – similar to literature values[18,19] – and CG
(as shown in Table 1) indicate to us that these compounds are in
their neutral form while the G exist mainly in the protonated form
under the experimental conditions used in this study
(Hþ¼ 2.5� 10�3� 0.5M).
The influence of the concentration of the Gs on kobs was


studied at three different constant Hþ concentrations (0.1, 0.2
and 0.3M) and Gs concentrations ranging from 0 to 0.5M.
Figure 1 shows the influence of the [DCDA] concentration on the
observed rate constant. The plots are all good straight lines with

Figure 1. Influence of dicyandiamide concentration upon kobs, (*)


[Hþ]¼ 0.1M, (*) [Hþ]¼ 0.2M, (&) [Hþ]¼ 0.3M


www.interscience.wiley.com/journal/poc Copyright � 2008

significant positive intercepts. The values of both the slopes
and intercepts increase with increasing [Hþ]. This behaviour is
indicative of a first order term with respect to [DCDA] and
shows that the nitrosation of DCDA is an equilibrium reaction.
Similar behaviour was observed for CG and G (shown in
Figures S1 and S2 of supplementary material)


HNO2 þ guanidine NO � guanidine þ H2O (1)


Figure 2 shows the influence of acidity upon the reaction rate
at constant concentration of Gs. The plot is a good straight
line that passes through the origin for the three Gs studied,
indicative of a first order dependence on the concentration of Hþ.
In order to explore the apparent differences between amines


and Gs, we studied the influence of the usual catalysts of the
nitrosation process on the rate of the reaction. These catalysts
(halides, thiocyanate, etc.) considerably accelerate the rate at
which the amines[7] and amino acids[21] nitrosate by providing
important concentrations of new and effective nitrosating agents
(ONCl, ONBr, ONSCN, etc.). However, nitrosation of amides and
related compounds[7] is not susceptible to this type of catalysis.
Table 2 show the effect of the addition of X� to the reaction
media on the rate constant for the nitrosation of G. As can be
observed, there is no trace of catalysis (similar results were
observed for the other Gs studied, as shown in Table S1 of
supplementary material). Halide ions at these concentrations
produce substantial catalytic effects in the nitrosation or
diazotisation of amines. This result seems to rule out a
mechanism for the nitrosation of Gs similar to that which
operates in the case of the amines, that is, a mechanism whose
slow step is reaction between the nitrosable substrate and the
nitrosating agent. Thus, towards nitrosation, Gs behave much
more like an amide or urea.

Figure 2. Influence of [Hþ] upon kobs in the nitrosation of (~)


[G]¼ 0.1M, (&) [CG]¼ 3.3� 10�3M and (*) [DCDA]¼ 0.1 M
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Table 2. Influence of X� concentration on kobs for the nitro-
sation of guanidine [Hþ]¼ 0.1M (NaCl) and [Hþ]¼ 0.44M
(NaBr), [G]¼ 0.1M


102[NaCl] (M) 104 kobs (s
�1) 102[NaBr] (M) 104 kobs (s


�1)


0 1.45 0 6.50
5 1.14 19 6.77
7 1.67 21.75 6.92
9.75 1.52 37 6.61
25 1.33


Scheme 1.


Figure 3. Influence of the total concentration of buffers dichloroacetic


acid – dichloroacetate on kobs, for the nitrosation of dicyandiamide
[DCDA]¼ 0.1M (*) pH¼ 1.50, (*) pH¼ 1.16, (&) pH¼ 0.71
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The mechanism for the nitrosation of Gs is show in Scheme 1.
The first step, the pre-equilibrium formation of the nitrosating
agent (NOþ) through protonation of nitrous acid (K1), is followed
by a fast equilibrium reaction between the nitrosating agent and
the G (K2), leading to the formation of a protonated intermediate
(GNOþ). The final step is a reversible rate limiting transfer of a
proton from (GNOþ) to the reaction medium to give the
nitrosoguanidine (GNO). This mechanism leads to the next
expression for the observed first-order rate constants (Eqn 2)
which explain the influence of concentration of G and [Hþ] on the
reaction rate, and the absence of catalysis by X� (the derivation of
this equation has been included in the supplementary material)


kobs ¼ k3K2K1½guanidine�½Hþ� þ k�3½Hþ� (2)


The value of the overall equilibrium constant (K) for the
nitrosation reaction can be obtained from the relation between
the slopes and the intercepts of each straight line of Fig. 1 and
Figures S1 and S2 of supplementary material. The values of K are
showed in Table 1.
The observed rate equation (Eqn 2) is similar to that found in


the nitrosation of amides and ureas.[9,10,13,14] The values of
the bimolecular rate constant were calculated taking a value
of 3� 10�7M�1 for K1,


[22] (although there is considerable
uncertainty over the correct value of this equilibrium constant,
with measured values ranging[23,24] from this value and
1.2� 10�8M�1). The values obtained for the nitrosation process
kn¼ k3K2, and for the denitrosation process kd¼ k�3 for the three
Gs studied are showed in Table 1. In all cases the values for the
nitrosation process are lower than that found in the nitrosation of
urea[25] and very far from the encounter controlled limit
(7� 109M�1 s�1 for neutral substrates).[7] This behaviour differs
from that of most amines, whose basicity causes them to be
mostly protonated and react with nitrosating agents through the
free base, more nucleophilic than neutral Gs, leading to much

J. Phys. Org. Chem. 2008, 21 713–717 Copyright � 2008 John W

higher values for the nitrosation bimolecular rate constants and
close to the diffusion controlled limit. G is in solution in the
protonated form, but the observed rate equation indicates that
protonated G, of very low basicity, is the reactive species. This
situation, which is impossible in the case of amines, becomes
possible for G because it has more than one nuclephilic
centre. The reaction via neutral G cannot be detected because
its concentration is so low that the reaction rate of this process is
much lower than that resulting from the less basic and less
reactive, but more abundant protonated G.
In order to confirm the proposed mechanism and studied the


process in more detail, the possibility of the existence of general
base catalysis, of the type found in the nitrosation of amides and
ureas, was investigated. For this, buffers of monochloroacetic,
dichloroacetic and trichloroacetic acid were employed. Figure 3
shows the influence of the total concentration of dichloroacetic
acid on the observed rate constant, kobs, for the nitrosation of
(DCDA). We can see as the reaction rate increases as increase the
concentration of the buffer at all pH studied (similar results were
obtained with the other buffers and the others Gs studied, as
shown in Tables S2–S4 of supplementary material). The results
obtained are indicative of significant buffer catalysis that
indicates that the reaction is subject to a general base–acid
catalysis, and strongly support the mechanism outlined in
Scheme 1, in which a slow proton transfer is the rate determining
step, as occurs in the nitrosation of amides and ureas. From
Scheme 1, it is easy to obtain the following rate equation (Eqn 3)
in presence of buffers, where kcat and k0cat are the catalytic
constants for the nitrosation and denitrosation of Gs, respectively.
In absence of buffers Eqn (3) can be simplified to Eqn (2):


kobs ¼ knK1½guanidine�½Hþ� þ kcatK1½guanidine�½Hþ�½A��
þ kd½Hþ� þ k0cat½AH�


(3)


From Eqn (3) and taking into account that Ka is the dissociation
constant of the buffers used, we obtain Eqn (4), which is in terms
of the total concentration of buffer and explain the experimental
behaviour observed in Fig. 3:


kobs ¼ðknK1½guanidine� þ kdÞ½Hþ�


þ kcatKaK1½guanidine� þ k0cat
Ka þ ½Hþ�


� �
½Hþ�½Buffer�T


(4)
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Figure 4. Fit of Eqn 5 to experimental results for the nitrosation of DCDA.
(~) MCA, (&) DCA and (*) TCA. The inset shows a blow-up of MCA data


Figure 5. Brönsted plot for (A) base catalysed nitrosation and (B) acid


catalysed denitrosation of (*) DCDA, (&) CG and (~) G
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In accordance with this equation, reciprocals of the slopes from
Fig. 3 (and Tables S2–S4) have to show a linear dependence on
concentration of Hþ, as predicted


½Hþ�
slope


¼ Ka
kcatKaK1½guanidine� þ k0cat


þ ½Hþ�
kcatKaK1½guanidine� þ k0cat


(5)


In Fig. 4 we show the result obtained for the three buffers
studied in the nitrosation of DCDA. From this plot the values for
the dissociation constants of mono-, di- and trichloroacetic acids
were obtained (pKa¼ 2.36, 1.32, 0.70, respectively) in good
agreement with literature values at this ionic strength. These
results indicate the validity of the model being applied.
Catalytic constants (kcatand k0cat) for the three buffers for the


nitrosation and denitrosation of Gs were obtained from Eqn (5),
and taking into account the values of the equilibrium constant for
the nitrosation process KNO, (as shown in Table 1) defined by


KNO ¼ k3K2
k�3


¼ kn
kd


¼ ½GNO�½Hþ�
½guanidine�½NOþ�


(6)


and its relationship with the acidity constant of the buffers
used:


kcat
k0cat


¼ ½GNO�½AH�
½guanidine�½NOþ�½A�� ¼


KNO
Ka


(7)


Table 3 summarises the catalytic constants for nitrosation and
denitrosation of the Gs for all buffers used and Fig. 5 shows
the Brönsted plots relating the catalytic efficiency and the pKa of
the catalysts for all Gs studied. It is clear that these plots are

Table 3. Values of the catalytic constants for nitrosation and den


CG


kcat (M
�2 s�1) k0cat (M


�1 s�1) kcat (M
�2 s�1)


MCA 1.07� 107 5.37� 10�5 8.30� 104


DCA 4.44� 106 4.88� 10�4 3.91� 104


TCA 3.54� 106 1.55� 10�3 3.12� 104


www.interscience.wiley.com/journal/poc Copyright � 2008

essentially straight lines. From the slopes of the plots we can
calculate the values of the Brönsted exponents (a and b) for the
three Gs studied, (as shown in Table 1). These values are very
similar for our Gs and we can see that aþb is approximately
the unit for all cases, as correspond to a reversible process. The
practice of identifying the degree of proton transfer in the
transition state with the value of the Brönsted slope allow us to
estimate that the transition state of the slow process for the
nitrosation occurs early along the reaction coordinate (b� 0.20)
and late for the denitrosation reaction (a� 0.80), it means that
protonation of nitrosoguanidine is nearly complete in the
transition state.
One last indication that the slow step is a proton transfer was


obtained when the reaction was carried out in D2O and the
corresponding solvent isotope effect was measured. The results
obtained and its comparison with the reaction in presence

itrosation of the guanidines for all buffers used


G DCDA


k0cat (M
�1 s�1) kcat (M


�2 s�1) k0cat (M
�1 s�1)


3.47� 10�5 7.65� 105 7.12� 10�5


3.58� 10�4 5.03� 105 1.02� 10�3


1.14� 10�3 4.46� 105 3.62� 10�3
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Figure 6. Influence of CG concentration upon kobs [H
þ]¼ 0.204M, (*)


in H2O, (*) in D2O


KINETIC STUDY OF NITROSATION OF GUANIDINES

of H2O is shown in Fig. 6 for the case of CG. The observed
deuterium isotope effect for the nitrosation reaction knK1(H)/
knK1(D) is 1.6 (1.7 for G) and for the denitrosation reaction, kd(H)/
kd(D) is 1.2. Once again, these results confirm that Gs behave like
an amide or urea and not like an amine, which should show
inverse solvent isotope effects (typically 0.3).[26] Besides, taking
into account the mechanism outlined in Scheme 1, the observed
value for the isotope effect for the nitrosation reaction includes
the influence of the isotopic substitution on the equilibrium
constants K1 and K2 and on the rate constant for the slow step k3.
Replacement of water by deuteriated water increases the value of
K1 2.55 times.[26] Assuming that there is a negligible isotope effect
upon K2, because it does not involve a proton transfer, then the
value of the kinetic isotope effect on the slow step, k3(H)/k3(D),
can be estimated as 4.1. This result is consistent with the
proposed step being a slow proton transfer from an acidic species
to the water. The magnitude of the isotope effect can be related
to the degree of symmetry of the transition state.[27] Thus, both
the values of the Brönsted slopes and of the solvent isotope effect
on the slow step suggest a process with a transition state more
similar to reactants than products.
In spite of the restricted set of Gs used in this study we can try


to analyse the substituent effects on the nitrosation process. The
presence of an electron-withdrawing group on the iminic
nitrogen of Gs (as cyano group), increases the reaction rate.
The value of kn (as shown in Table 1) for DCDA is around 10 times
higher than for G. Electron withdrawing groups increase the
rate of nitrosation process because of enhanced acidity of
the protonated N-nitroso guanidine (GNOþ) and then increase
the value of k3. The value of the nitrosation rate constants kn for
CG is also 10 times higher than for DCDA. In this case the
presence of electron donating groups also increases the reaction
rate. The substituent effects can be understood keeping in mind
the mechanism proposed in Scheme 1. Electron donating groups
will favour the formation of the protonated nitrosoguanidine (K2)
and disfavour the proton transfer from this intermediate to the
medium (k3). Opposite effects will exert electron withdrawing
groups. Substituent effects will arise from the balance between
these two processes.
The study of the nitrosation reaction of these Gs lead us to


confirm that kinetic behaviour is similar to that exhibited by
amides and ureas, the slow step is a proton transfer from an

J. Phys. Org. Chem. 2008, 21 713–717 Copyright � 2008 John W

protonated intermediate to the reaction medium. It can be
concluded that the basicity of the reactive form is the main factor
determining the mechanistic behaviour of Gs towards nitrosating
agents. In our acidic medium, DCDA and CG react through the
neutral form, whose basicity is low and similar to that of ureas and
amides. In the case of G, it is the protonated form of G, of very low
basicity, which reacts. This fits in to the pattern of behaviour
found for other nitrogen nucleophiles of low basicity, such as
ureas and amides, which is quite different to that found for the
much more basic amines. Interestingly the much less basic
2,4-dinitroaniline[25] behaves more like an amide or urea. Finally,
the analysis of the Brönsted slopes suggest that in the transition
state the protonation of nitrosoguanidine is nearly complete.
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Thioenols and thioamides substituted by two
b-EWGs. Comparison with analogous amides
and enols
Ahmad Basheera and Zvi Rappoporta*

Condensation of organic isothiocyanates with active
their isomeric thioenols RNHC(SH)¼CYY( for substr

J. Phys. Or

methylene compounds gave nine thioamides RNHCSCHYY( or
ates in which Y and Y( are electron-withdrawing groups (EWG).


These included derivatives of Meldrum’s acid (MA) which showed 100% thioenol in all solvents. For other compounds
the percentages of thioenol in CDCl3 when R¼Ph are 100% when Y¼CN and Y(¼CO2Me or Y(¼CO2CH2CCl3, 6%
when Y¼ Y(¼CO2CH2CF3, and 0% when Y¼ Y(¼CO2Me. The chemical shift of SH (highest values 12.0–16.0 ppm)
served as a probe for the thioenol structures and also for the extent of hydrogen bonding to the SH group. In
contrast to simple ketones and thioketones in which thioenolization is favored over enolization by factors as large
as 106, for intramolecular competition KThioenol/KEnol ratios are much lower than for systems not substituted by
b-EWGs. X-ray crystallography of the 5-anilido-MA derivative shows a hydrogen-bonded thioenol structure. d(OH),
d(NH), KEnol, and crystallographic data for analogous thioenol and enol systems are compared. Copyright� 2008 John
Wiley & Sons, Ltd.

Supplementary electronic material for this paper is avai

lable in Wiley InterScience at http://www.mrw.interscience.wiley.com/
suppmat/0894-3230/suppmat/


Keywords: enolization; thioenolization

INTRODUCTION


Enols of carboxylic acid amides (1) are relatively unstable
compared with the amides (2).
In the last decade we have succeeded in stabilizing these enols


and other enols of carboxylic acid derivatives by substituting
the Cb carbon atoms with electron-withdrawing groups (EWGs) Y
and Y0 capable of delocalizing negative charge by resonance.[1–13]


This is due to the higher stabilization of the delocalized
zwitterionic contributing structure 1b of the enol than of the
amide contributing structure 2b by Y,Y0 (Eqn (1)). The latter is
usually regarded as the reason for the low extent of enolization of
the amides. As a part of our studies of enolization of carboxylic
acid amides we recently studied the enolization of cyano
malonamides 3[12] to their enols 4a or 4b and compared the
extent of enolization in terms of the equilibrium constant

* Institute of Chemistry and the Lise Meitner Minerva Center for Computational


Quantum Chemistry, The Hebrew University, Jerusalem 91904, Israel.


E-mail: zr@vms.huji.ac.il


a A. Basheer, Z. Rappoport


Institute of Chemistry, The Hebrew University, Jerusalem 91904, Israel 4

KEnol¼ [enol]/[amide] to that of cyano monothiocarbonylmalo-
namides 5.[13] For the compounds with structure 5 both
enolization to the enol–thioamides 6 with KEnol¼ [6]/[Ami-
de–thioamide], and thioenolization to the amide–thioenols 7
tautomers with KThioenol¼ [7]/[5] were observed. Two compari-
sons were made:

g. Chem. 2008, 21 483–491 Copyright �

(a) of KEnol for 3 with KEnol for 5, which compares the influence
of a nonenolizing C——O versus C——S on the extent of enolization
of two different analogous systems, and (b) of KEnol for 5 versus
KThioenol for 5 which compares competing enolization and
thioenolization.

2008 John Wiley & Sons, Ltd.
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The observed results are that KEnol(3)> KEnol(5), so that the
combination of Y,Y0 ¼CN, CSNRR0 is less efficient in promoting
enolization than CN, CONRR0.[12,13] Comparison of KEnol(5) with

KThioenol(5) shows that KEnol is mostly higher, although when R is
an aromatic group, the extent of enolization and thioenolization
is approximately similar, and the latter is sometimes even slightly
higher.[13]


This is not the case for enols and thioenols which are not
activated by b-EWGs. On comparing such ‘simple’ systems (i.e.,
substituted only by alkyl or aryl groups) the thioenolization is
more extensive by several orders of magnitude.[14–20] This is also
the case for enols of carboxylic acid esters and thioesters,[21,22] as
discussed below.
In the present paper we compare a few examples of the


previously investigated amides 8/enols 9 activated by b-EWGs
and the corresponding thioamides 10/thioenols 11. Systems 8/9
include ‘formal’ (‘formal’ is used to emphasize that the amides
appear frequently in mixtures with their enols or thioenol
tautomers) amides substituted by Meldrum’s acid (MA) moiety
(e.g., 8a,[1] for which the structure of the enol 9a is shown) or
by combination of a CN group with an ester group such
as CO2CH3 (8b)


[2] or CO2CH2CCl3 (8d)
[9] or a combination of two


ester groups, for example, CO2CH(CF3)2 and CO2CH2CF3.
[6]


Two CO2CH2CF3 groups (8d/9d) generate a relatively stable enol
(KEnol¼ 6.7),[6] whereas two CO2Me groups (8e/9e) give a low
KEnol of 0.1.


[1] For the thioamides 10/thioenols 11 we determined
the percentage of thioenol as a function of the solvent, the
thioenols’ NMR chemical shifts and their structures.

RESULTS


Reactions of five active methylene compounds CH2YY
0 12 where


Y,Y0 are two ester groups or a cyano and an ester group, with
organic isothiocyanates (13) in the presence of dry Et3N or Na

www.interscience.wiley.com/journal/poc Copyright � 2008

gave nine thioamides (10a-i)/ thioenols (11a-i) or their mixture
(Eqn (2)), depending on Y, Y0, R, and the solvent. Compounds
11a,[23] 11d[24], and 11i[25] are known.

The MA derivatives 11a–c were prepared with the expec-
tation that similarly to the MA activated enols of amides, the
enolization will not take place on the ester carbonyls,[1,7] but on
the 5-C——S group. Indeed, as shown in Fig. 1 this the case and
11a is the first example of an X-ray structure of a noncyclic
thioenol of a thioamide activated by two b-EWGs. 11a is also
exclusively the thioenol in all solvents (as shown below). The
solid state parameters of 11a are compared with those of the
analogous enol 9a, R¼ Ph[1] in Table 1. The C—S single bond
length is 1.739(2) Å, compared with 1.693 Å for a double C——S
bond of thioamides,[26] and the ‘enolic’ double bond of
1.425(3) Å, is only slightly shorter than the other Ca—Cb bonds.
The C——O bond lengths are longer than those in normal esters
and the slightly longer bond (1.229(3) Å) of the C——O cis to the
SH indicates a stronger C——S. . .H—O hydrogen bond than of
the C——O. . .H—N bond (with C——O bond length of 1.220(3) Å).
The S1—H bond length and the hydrogen bonded O2���H
distance are 1.22(4) Å and 1.76(4) Å, respectively, with S1���O2
non-bonding distance of 2.9026(18) Å and SHO angle of 152(3)8.
Another intramolecular hydrogen bond is N1—H���O1 with
N—H, O���H, and N���O length and distances of 0.84(3), 1.90(3),
and 2.604(2) Å, respectively. The doubly hydrogen bonded
system with S1—H���O2 and N1—H���O1moieties can thus serve
as a model for an activated thioenol. For other data refer to
Supplementary data.

Structure in solution: NMR spectra, configuration,
and KThioenol values


Dissolution of substrates 10/11 in different solvents establishes
immediately an equilibrium between the amide and thioenol
species, which did not change with time, that is, the equilibration
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Figure 1. ORTEP drawing of 11a
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is instantaneous under our conditions. The 1H and 13C NMR
spectra were recorded for all systems investigated. Selected
1H and 13C NMR spectral parameters are given in Table 2.
The complete NMR data are given in Tables S1 and S2 of the
Supplementary data. The SH chemical shifts (in CDCl3 or CCl4) are
at a lower field than in many aliphatic and alicyclic thioenols
(2.13–2.85 ppm),[27–31] in Ph2C——C(SH)Ph (3.28 ppm),[15] or in
polyfluorinated thioenols (3.6–4.1 ppm).[31] In our systems the
d(SH) values for the MA derivatives 11a–c are the highest at
12.02–16.04 ppm (12.02–14.17 ppm in CDCl3; d¼ 9.81 for 11b in
DMSO-d6 is an exception). These values are ascribed to strong
S—H. . .O——C hydrogen bonds. Only for the cyano ester 11d–f
configurational isomers are possible since in 11g–i the two
b-ester groups are identical and there are both S—H. . .O and
N—H. . .O hydrogen bonds to their cis-CO2R groups (Scheme 1).
The hexafluoromalonic ester derivatives 11g and 11h in which
the hydrogen bonds are weaker display moderate d(SH) values at
4.95–7.40 ppm. Since the geometry does not allow
intramolecular CN. . .H—S hydrogen bonds, the d(SH) values are
lower (4.61–4.83 ppm) in the cyanoesters 11d–f. The
N—H. . .O hydrogen bonds are stronger than S—H. . .O bonds,
and in 11d–f the former is the only hydrogen bond formed. The
d(SH) have the lowest values of 4.61–4.83 ppm and the structure

Table 1. Comparison of selected X-ray data for Meldrum’s acid de


Lengths (Å)


Bond 11a 9a


C(1)–C(2) 1.425 (3) 1.426 (5)
C(1)–N(1) 1.324 (3) 1.333 (4)
C(1)–S(1) 1.739 (2) —
C(1)–O(1) — 1.300 (4)
C(2)–C(3) 1.445 (3) 1.414 (5)
C(2)–C(4) 1.436 (3) 1.420 (5)
C(3)–O(1) 1.220 (3) 1.221 (4)
C(4)–O(2) 1.229(3) 1.240 (4)
S(1)–H(S1) 1.22 (4) —
O(1)–H(O1) — 1.125
N(1)–H(N1) 0.84 (3) 0.942
O(2)���H(S1) 1.76 (4) —
O(2)���H(O1) — 1.385
O(1)���H(N1) 1.90 (3) 1.939
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is that of the E-thioenol (Scheme 1), with the SH group weakly
associated with the solvent. The higher values in DMSO-d6 are
due not to the d(SH), but to the proton formed on ionization of
the thioenol, as found for enols in this high dielectric constant
solvent.[5] The NH signals for all the enols appear at
11.26–12.97 ppm, with the highest values for the MA derivatives.
Their small range is consistent with the presence of
N—H. . .O hydrogen bonds in all of them and an E-configuration
in 11d–f.
Indeed, in b-thioxoesters HSC(R1)¼CHCO2R


2 the intramole-
cular S—H���O—— hydrogen-bonded Z-isomer displays d(SH) at
5.68–8.19 ppm, whereas for the E-isomer the d(SH) is at ca. d
3.80 ppm.[32]


Table 3 displays the product distributions for all the 10/11
isomers in several solvents and the derived KThioenol values. For
comparison, the previously obtained KEnol values of the
analogous 8/9 isomers[1,2,6,7] are given. For ‘formal’ thioamide
systems 10a–i, complete thioenolization was obtained for theMA
and the cyanoester derivatives 11a–f were obtained, similarly to
the analogous enol derivatives 8/9a,b.[1,2] For the trifluoroethyl-
malonic esters, the percentages of thioenol in CDCl3 are 13% for
11h and 6% for 11g, compared with 87% for the analogous enol
9d.[6] No thioenolization was obtained for the dimethyl malonate
system 11i in CDCl3, whereas the analogous amide enolized in
5–10%.[1] Consequently, enolization is more extensive than
thioenolization for these systems.
There are limited data for the solvent effect on the


thioenolization (Table 3), since the reaction is complete for
several systems in all solvents. Where data are available KThioenol
decreases in the order CDCl3>CD3CN>DMSO-d6 as found
earlier for enol systems[1–3,6–9,11–13] and this is attributed to the
higher polarity of the amide than of the hydrogen bonded enol.


DISCUSSION


Enolization on C——O versus thioenolization on C——S


The relative ease of enolization versus thioenolization was
previously compared. Qualitatively, on comparing structurally

rivatives 9a (R¼ Ph)[1] and 11a (R¼ Ph) at room temperature


Degree (8)


Angle 11a 9a


S(1)–C(1)–N(1) 115.27 (17) —
O(1)–C(1)–N(1) — 118.4 (4)
S(1)–C(1)–C(2) 123.85 (16) —
O(1)–C(1)–C(2) — 120.1 (3)
N(1)–C(1)–C(2) 120.88 (19) 121.5 (3)
C(1)–C(2)–C(3) 118.74 (18) 122.4 (3)
C(1)–C(2)–C(4) 122.60 (19) 117.2 (3)
C(2)–C(3)–O(1) 126.52 (19) 126.1 (3)
C(2)–C(4)–O(2) 127.1 (2) 116.9 (3)
C(1)–N(1)–C(8) 125.44 (19) 130.3 (3)
S(1)–H���O(2) 152 (3) —
O(1)–H���O(2) — 158.24
N(1)–H���O(1) 141 (3) 138.54


— — —
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Table 2. Selected 1H (CH, SH, NH) and 13C (CH, Cb, C——S, Ca) chemical shifts for systems 10/11 in several solvents at room
temperature


Compd. R Solvent Species CH SH NH CH or Cb C——S or Ca


10a/11a Ph CDCl3 Thioenol — 12.02 12.93 83.11 178.71
THF-d8 Thioenol — 13.72 12.97 83.26 179.98
CD3CN Thioenol — 12.79 12.25 83.48 179.23
DMSO-d6 Thioenol — 12.67 11.52 84.11 179.59


10b/11b 1-Np CDCl3 Thioenol — 13.16 11.44 83.44 179.79
THF-d8 Thioenol — 13.17 13.09 83.50 180.99
CD3CN Thioenol — 12.97 11.72 83.90 179.81
DMSO-d6 Thioenol — 9.81 12.86 84.53 181.41


10c/11c i-Pr CDCl3 Thioenol — 14.17 11.33 81.85 177.99
THF-d8 Thioenol — 16.04 11.31 82.29 180.63
CD3CN Thioenol — 14.32 11.26 82.07 178.50
DMSO-d6 Thioenol — 12.43 11.31 82.40 178.56


10d/11d Ph CDCl3
b Thioenol — 4.71 11.68 72.55 169.40


10e/11e 1-Np CDCl3 Thioenol — 4.61 11.91 72.62 170.72
CD3CN Thioenol — 4.69 11.73 72.38 169.62
DMSO-d6


c Thioenol — 8.76 12.26 76.20 179.83
10f/11f Ph CDCl3 Thioenol — 4.83 11.48 71.88 171.04


DMSO-d6
c Thioenol — 11.19 11.83 72.32 Not observed


10g/11g Ph CDCl3 Thioamide 5.31 — 10.33 65.89 (d, J¼ 141.8 Hz) 185.01 (d, J¼ 5.7 Hz)
Thioenol — 4.95 11.95 a a


CD3CN Thioamide 5.25 — 10.26 65.63 (d, J¼ 134.2 Hz) 188.75 (d, J¼ 6.5 Hz)
10h/11h 1-Np CDCl3 Thioamide 5.49 — 10.53 65.36 (d, J¼ 141.2 Hz) 187.69 (d, J¼ 5.8 Hz)


Thioenol — 6.75 12.24 87.56 174.01
THF-d8 Thioamide 5.54 — 11.12 65.57 (d, J¼ 135.4 Hz) 190.41 (d, J¼ 6.7 Hz)


Thioenol — 7.40 11.59 a a
CD3CN Thioamide 5.50 — 10.47 65.04 (d, J¼ 135.2 Hz) 191.61 (d, J¼ 6.9 Hz)
DMSO-d6 Thioamide 5.68 — 12.24 64.63 (d, J¼ 131.5 Hz) 191.72 (d, J¼ 7.1 Hz)


10i/11i Ph CDCl3 Thioamide 5.05 — 10.68 66.74 (d, J¼ 142Hz) 186.80 (d, J¼ 5.5 Hz)
DMSO-d6 Thioamide 5.15 — 11.90 66.53 (d, J¼ 143.8 Hz) 190.32 (d, J¼ 6.8 Hz)


a The percentage of thioenol is low, not enabling to record its 13C signals.
b The compound ionizes to the thioenolate ion in both CD3CN and DMSO-d6.
c Ionizes in DMSO-d6.


Scheme 1. Configurations of and hydrogen bonding in compounds 11
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analogous systems with one enolization site R0RCH—C——X (X——
O, S), thioenolization is much more facile than enolization. Simple
thioenols are observable species[14] whereas the corresponding
enols are less stable than their carbonyl tautomers.[33] Only

www.interscience.wiley.com/journal/poc Copyright � 2008

recently a few quantitative data were obtained for such
competition. The triarylethenethiols, 14, X——S, Ar¼ Ph, p-An
do not isomerize to the thioketones at 60 8C in hexane after 2
weeks and KThioenol of� 100 in hexane was estimated.[15] In
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Table 3. Effect of Y, Y0, R and the solvent on KThioenol for 10/11 systems, compared with KEnol for the 8/9 systems


Compd. R Solvent (%) TAa (%) TEb KThioenol Compd. (%) Enolc KEnol


10a/11a Ph CDCl3 0 100 �50 8a/9a 100 �50
THF-d8 0 100 �50 — �50
CD3CN 0 100 �50 100 �50
DMSO-d6 0 100 �50 100 �50


10b/11b 1-Np CDCl3 0 100 �50 — —
THF-d8 0 100 �50 — —
CD3CN 0 100 �50 — —
DMSO-d6 0 100 �50 — —


10c/11c i-Pr CDCl3 0 100 �50 8c/9c 100 �50
THF-d8 0 100 �50 100 �50
CD3CN 0 100 �50 100 �50
DMSO-d6 0 100 �50 0 �0.02b


10d/11d Ph CDCl3 0 100 �50 8d/9d 100 �50
DMSO-d6 0 100 �50 0 �0.02


10e/11e 1-Np CDCl3 0 100 �50 — —
DMSO-d6 0 100 �50 — —


10f/11f Ph CDCl3 0 100 �50 8f/9f 100 �50
CD3CN 85 15 0.18 50 1
DMSO-d6 0 100 �50 0 �0.02b


10g/11g Ph CDCl3 94 6 0.07 8g/9g 87 6.7
CD3CN 100 0 �0.02 5 0.05
DMSO-d6 100 0 �0.02 0 �0.02


10h/11h 1-Np CDCl3 87 13 0.15 — —
THF-d8 100 0 �0.02 — —
CD3CN 100 0 �0.02 — —
DMSO-d6 100 0 �0.02 — —


10i/11i Ph CDCl3 100 0 �0.02 8i/9i <10 �0.1
DMSO-d6 100 0 �0.02 0 �0.02


a Thioamide.
b Thioenol.
c From previous work on systems 8/9.
dThe anion was obtained.
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contrast, KEnol for Ph2C——C(Ph)OH at 295 K is ca. 0.06 in DMSO,
the best enol stabilizing solvent.[16] It is estimated that KThioenol/
KEnol for 14, Ar¼ Ph is� 106.[16] A similar ratio was extrapolated
for the PhC(R)——C(XH)CH2Ph, X¼ S, O systems.[17] Table 4 gives
these and all the other ratios known to us for the thionoester/
ester 15,[21] the mesityl derivatives 16,[18] the benzo[b]-2,3-
dihydrothiophene-2-thione system 17,[22] and the estimated
value for the MeC(——X)OR system.[20]


The much higher extent of thioenolization than of enolization
is ascribed[34] to differences in bond energies. A rough estimate
which is based on identical C—C and C—H bond energies in the
ketone and thioketone or the C——C bond energies in the enol
and thioenol and disregard the effect of the C——C bond on the
O—H and S—H bonds is based on the following bond energies in
kcal/mol: C—S, 61 S—H, 82, C——S, 115; C—O, 88, O—H, 110, C——
O, 177.[35–38] From these values the thioenolization equilibrium is
7 kcal/mol more favored than the enolization, in agreement with
the KThioenol/KEnol ratios of 10


4:106 in Table 4.
A drawback of this approach is that the O—H and S—H bond


energies are those for saturated and not for vinylic systems.
Indeed, for compounds like 14, Ar¼ Ph, p-An, X——O, the O—H
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BDE is ca. 80 kcal/mol,[39] much lower than the value quoted
above. Two approaches can circumvent this problem. First,[40]


since the DHf(PhX)�DHf(vinyl-X) difference is almost indepen-
dent of X, the hypothetical reaction 5 (using experimental
DHf ’s),


[41] where thiocamphor and camphor represent C——S and
C——O species, is useful. The exothermic DHf of 8.3� 1.2 kcal/mol,
fits the values derived from the bond energies.


Thiocamphor þ PhOH ! Camphor þ PhSH


DHfðkcal=molÞ �6:0 �23:9 �63:9 þ26:6


¼ �8:3 ð5Þ


The second approach is based on theoretical calculations.
Extensive calculations[34] show that the differences in the
enolization energies for CH3CH——X, X¼ S, O depend on the
level of theory, but thioenolization (DH¼�5.5–8 kcal/mol) is
always favored over enolization (DH¼ 5–7 kcal/mol). For
(CH3)2C——X, the DDH value is 8.8 kcal/mol at B3LYP/6-31G**. In
less extensive calculations the DDH values were 8–11 kcal/mol.[42]


For systems substituted by two strong EWGs the KThioenol/KEnol
ratios differ from those in the first seven entries of Table 4.
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Table 4. Collected literature pKEnol and pKThioenol values and KEnol/KThioenol ratios for various systems (X¼O, S)


System Solvent pKEnol pKThioenol KThioenol/KEnol Reference


Ph2C——C(Ar)XH, 14 Ar——Ph Hexane, DMSO-d6 1.22a ��2b �106b [15, 16]
FlC(——X)OMe,c 15 H2O


d 5.80 104 [21]
MesC(——X)Me,e 16 H2O 6.92 0.94 106 [18, 19]
MeC(——X)OR H2O 18.5f 13.2g �105 [20]
, 17 H2O 3.62 �1.3 �105 [22]
PhC(R)——C(XH)CH2R, R¼H, Ph — — �106 [16] h


(RR0CH)2C——X, R¼ R0 ¼Me, R¼H, R0 ¼ i-Pr — — �106 [16] h


RNHC(——X)CH(CN)CONMe2 R¼ p-An, Ph 3/5 CDCl3 �0.10 0.60 �0.57 �0.60 0.06 0.07 [13]
RNHC(——X)CH(CN)CONHMe R¼ p-An, Ph 3/5 CDCl3 0.95 0.95 1.15 1.10 1.57 1.39 [13]
RNHC(——X)CH(CN)CONHMe R¼ p-An, Ph 3/5 THF-d8 0.72 0.72 �0.57 �0.44 0.05 0.07 [13]
RNHC(——X)CH(CN)CONHMe R¼ p-An, Ph 3/5 CD3CN 0.12 �0.03 �0.68 �0.68 0.16 0.19 [13]
RNHC(——X)CH(CN)CONHMe R¼ i-Pr, t-Bu 3/5 CDCl3 1.06 0.72 �0.32 �0.32 0.04 0.09 [13]
RNHC(——X)CH(CN)CONH2 R¼ i-Pr, t-Bu 3/5 CDCl3 �1.7 �1.7 �0.38 �0.54 �0.008� 0.07 [13]
i- PrNHC(——X)CH(CN)CONHPr-i 3/5 CDCl3 0.91 �0.49 0.04 [13]


a Estimated in hexane.
b In DMSO-d6.
c Fl¼ Fluorenyl.
d Value not given, the ratio is estimated in Reference [21].
eMes¼Mesityl.
f R¼OMe.
g R¼ SEt.
h Data estimated in Reference [16] from literature data.
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Comparing the KThioenol values of the cyano monothiocarbonyl-
malonamides 5 with the KEnol values for cyano malonamides 3
give substituent and solvent-dependent KThioenol(5)/KEnol(3)
ratios. As shown in the last seven entries of Table 4 the ratios
are mostly< 0.2 and only two of them are 1.4–1.6.
Considering the approximate agreement between the values


based on the extensive calculations and the bond energy
calculations and the first entries of Table 4, it could be expected
that the comparisons in Table 3 will give similar results. The
strong effect of the EWGs on both the amides and the thioamides
caused a ‘complete’ enolization (within the limit of detection
of< 1–2% of one of the species by our NMR method), for 10a–c/
11a–c and 8a–b/9a–b, whereas 8c/9c in DMSO-d6 gave the
enolate anion. However, disregarding other data for the 8/9
systems in DMSO-d6 since enolate ion may also be formed,
KThioenol/KEnol for 8g/9g–10g/11g is ca. 0.01 in CDCl3, still small
in CD3CN and is ca. 0.2 for 8i/9i–10i/11i. Consequently, for the
limited data available the values of< 1 are lower than those in the
top entries of Table 4. They roughly resemble those at the bottom
of Table 4 for systems activated by two EWGs.
The significant differences in KThioenol/KEnol ratios for com-


pounds substituted and unsubstitted by EWGs may be due either
to (i) the fact that our systems are thioenols of carboxylic acid
amides, (ii) to the presence of the two EWGs, or (iii) to the
presence or absence of hydrogen bonds of different strengths.
Since the ratios for carboxylic esters and thionoesters lead to the
high KThioenol/KEnol ratios characteristic of ‘simple’ ketones and
thioketones shown in Table 4, so that, for example, Ph2CHC(——
S)OR undergoes complete thioenolization whereas the oxygen
analog does not enolize,[43] explanation (i) is excluded.
Explanation (ii) seems to contribute to the different ratios. The
data of Table 1 show an extensive change in bond lengths,
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especially in elongation of C(1)—C(2), caused by the two EWGs
(cf. structure 1b). Since bond lengths are correlated with their
strengths, we believe that the calculations mentioned above,
which are approximately applicable to the unactivated systems,
should not necessarily apply to systems activated by EWGs. We
note however that the C——C bond elongation is the same in both
the thioenol 11a and the enol 9a (Table 1).
Intramolecular hydrogen bonds are absent in the systems


unactivated by EWGs, but S—H. . .O and O—H. . .O bonds are
present in the b-ester activated systems. The importance of the
O—H. . .O versus O—H. . .S and O. . .H—S hydrogen bonds is
demonstrated in the thioenol/enol equilibrium in the
2—SH-substituted tropone system 18a. The equilibrium with
the enol 2-OH-tropothione 18b (Eqn (6)) was reported to favor
18b in solution[44] and in the solid.[45] This indicates that in a
direct enol/thioenol competition the enol with the
O—H. . .S hydrogen bond is favored over the thioenol with an
S—H. . .O hydrogen bond.


However, structure 18a is stabilized by O—H. . .O hydrogen
bonds with [Ph2C(OH)C��C]2 in a 2:1 clathrate,[46] with
O. . .O distances of 2.824 Å. Hence, an O—H. . .O bond is preferred
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over an O. . .H—S bond. This should decrease the KThioenol/KEnol
ratios. We conclude that explanations (ii) and (iii) account
qualitatively for the KThioenol/KEnol ratios.


Comparison of the solid state structures of Meldrum’s acid
derivatives of the enol 9a, R¼Ph and the thioenol 11a


The C(1)—C(2) bond lengths of 1.426 (5) Å in 9a, R¼ Ph[1] and the
almost identical 1.425 (3) Å in 11a (Table 1) are longer than a
normal C——C double bond, but shorter than a single C—C bond
(see below). The C(4)—O(2) bond of 1.229 (4) Å for 11a is
0.011 Å shorter than for 9a, R¼ Ph[1], and this is ascribed to a
weaker O���H—S than O���H—O hydrogen bond. The correspond-
ing C(3)—O(1) bond difference is just 0.001 Å, indicating a similar
O���H—N hydrogen bonding for both derivatives. In both of them
the C(4)—O(2) bond is longer than the C(3)—O(1) bond due to
stronger C——O���H—O and C——O���H—S than C——O���H—N
hydrogen bonds. As expected, the O—H and O���H lengths are
shorter than the respective S—H and S���H lengths and
angle<OHS is �OHO, while the <NHN angles are closer
(Table 1). The C(2)C(4)O(2) angle for the thio derivative is 127.18,
10.28 larger than for the oxo derivative with the stronger C——
O���H—O hydrogen bond, while the C(2)C(3)O(1) angles are
almost identical (126.528 for 11a and 126.18 for 9a, R¼ Ph),
because of the similar N—H���N bonds. Most of the angles around
the C(1)—C(2) bond are close to 1208 (Table 1). We conclude that
both derivatives are enolic and that the hydrogen bond in the
thioenol is weaker than in the enol.
In the up to August 2007 version of CSD we found X-ray


structures of only 5 non-aromatic compounds with the C——
C—S—H moiety derived from thioketones. These include (i) a
clathrate of two molecules of 2-monothiotropone associate
hydrogen bonded to 1,1,6,6-tetraphenylhaxa-2,4-diyne-1,6-diol
with a C——C—S bond length of 1.384 Å and a S—H. . .O hydrogen
bond;[46] (ii) dithiotropone with C——C—S bond length of 1.389 Å
and an unsymmetrical S—H. . .S hydrogen bond;[47] (iii)
(3,4,5-triphenyl-3,4-dihydro-2H-thiopyran-2-ylidene)methanethiol
with a C——C—S bond length of 1.338 Å;[48] (iv) N-phenyl-2,
3-dithiomaleimide, a dithioenol having a O——C—C(SH)——
C(SH)— moiety, with a C——C—S bond length of 1.327(8) Å;[49]


(v) triphenylethenethiol, with a C——C—S bond length of
1.356(5) Å.[15]


Consequently, all the C——C bond lengths in these cases
are< 1.389 Å, compared with the bond length of 1.425 Å for 11a.
This difference reflects the effect of conjugation of the C——C
bond with additional C——C bonds, phenyl group, or a single
EWGs in systems (i)–(v), compared with the much stronger
delocalizing ability of the two b-EWGs in 11awhich is reflected in
contributing structure 1b. 11a is therefore a record holder of the
C——C bond length among the known thioenols.
The d(SH) values and the relative strengths of the O����H—O,


O����H—S, and O����H—N hydrogen bonds served as probes for
the thioenol structures. Both intermolecular and intramolecular
competition between enolization and thioenolization in thioa-
mides substituted by two b-EWGs shows that enolization is more
extensive than thioenolization, in contrast to simple ketones and
thioketones in which thioenolization is favored over enolization
by large factors.
The solid state structure of the 5-anilido-MA derivative 11a is


the first X-ray structure of a noncyclic thioenol of a thioamide
activated by two b-EWGs and the doubly hydrogen bonded
system with S1—H���O2 and N1—H���O1 moieties can serve as a

J. Phys. Org. Chem. 2008, 21 483–491 Copyright � 2008 John W

model for activated thioenols. Comparison of the solid state
structures of MA-substituted thioenol and enol show a stronger
hydrogen bond in the enol than in the thioenol.

EXPERIMENTAL


General methods


Melting points, 1H and 13C NMR and IR spectra were measured as
described previously.[50] All the commercial precursors and
solvents were purchased from Aldrich.


Reaction of Meldrum’s acid with phenyl, 1-naphthyl, and isopropyl
isothiocyanates to form 11a–c


To a mixture of MA (0.72 g, 5mmol) and triethylamine (1.5ml,
10mmol) in dry DMF (5ml), 1-naphthyl isothiocyanate (926mg,
5mmol) was added. Themixture was stirred at room temperature
(RT) for 4 h, poured into an ice-cold 6% HCl solution (100ml) and
the yellow solid formed was filtered and washed with cold water,
giving 1.45 g (88%) of the thioenol of 5-(1-naphthylamino-
thiocarbonyl)-2,2-dimethyl-1,3-dioxane-4,6-dione 11b, mp 150–
151 8C (dec). Anal. Calcd for C17H15NO4S: C, 62.01; H, 4.56; N, 4.26.
Found: C, 62.20; H, 4.53; N, 4.50. 1H NMR (CDCl3, 298 K, 400 K) d:
1.81 (6H, s, Me), 7.51–7.60 (3H, m, Ar-H), 7.83–7.95 (4H, m, Ar-H),
11.44 (1H, s, NH), 13.16 (1H, s, SH). 13C NMR (CDCl3) d: 26.39 (q,
J¼ 128.7 Hz, Me), 83.44 (s, Cb), 103.40 (m, J¼ 4.8 Hz, CMe2),
121.89, 125.08, 125.13, 126.98, 127.54, 128.31, 129.00, 129.48,
132.32, 134.27, 165.65(C——O), 167.59(C——O), 179.79 (Ca).
The thioenol of 5-(1-phenylaminothiocarbonyl)-2,2-dimethyl-


1,3-dioxane-4,6-dione 11a, mp 113–114 8C, was similarly
obtained in 2.21 g (79%) from MA (1.44 g, 10mmol) and phenyl
isothiocyanate (1.2ml, 10mmol). The thioenol of 5-(1-isopro-
pylaminothiocarbonyl)-2,2-dimethyl-1,3-dioxane-4,6-dione 11c,
mp 100–102 8C, was obtained in only 13% yield (0.33 g) from
MA (1.44 g, 10mmol) and isopropyl isothiocyanate (1.08ml,
10mmol). Spectral and analytical data are given in Tables S1–S3
in the Supplementary data.


The thioenols (11e) of methyl (1-naphthylaminothiocarbonyl)
cyanoacetate (10e), and (11d) of methyl
1-phenylaminothiocarbonyl) cyanoacetate (10d)


To a stirredmixture of methyl cyanoacetate (0.25 g, 2.5mmol) and
dry Et3N (0.75ml, 5mmol) in dry DMF (3ml), 1-naphthyl
isothiocyanate (463mg, 2.5mmol) was added and the mixture
was stirred for 24 h at RT giving a white solid. The solid was
filtered and washed with dry ether, giving 0.68 g (71%) of the
ammonium salt of 11e [C15H11N2O2S]


�Et3N
þH. 1H NMR (DMSO-


d6, 298 K, 400Hz) d: 1.16 (9H, t, J¼ 7.3 Hz, CH3CH2N), 3.08 (6H, q,
J¼ 7.3 Hz, CH3CH2N), 3.62 (3H, s, OMe), 7.46 (1H, t, J¼ 7.7 Hz,
Ar-H), 7.49–7.56 (2H, m, Ar-H), 7.69 (1H, d, J¼ 8.5 Hz, Ar-H), 7.92
(1H, d, J¼ 7.3 Hz, Ar-H), 7.98 (1H, d, J¼ 8.1 Hz, Ar-H), 8.25 (1H, d,
J¼ 7.3 Hz, Ar-H), 8.82 (1H, br s, [Et3NH]), 12.25 (1H, s, NH). A
solution of the salt in DMF (5ml) was added dropwise during
10min to a stirred ice-cold 6% HCl solution (5.0ml). The pure
white precipitate formed was filtered, washed with cold water
(100ml) and dried to give 0.43 g (60%) of 10e, mp 139–140 8C.
Anal. Calcd for C15H12N2O2S: C, 63.38; H, 4.23; N, 9.86. Found: C,
63.47; H, 4.26; N, 10.09. 1H NMR (CDCl3, 298 K, 400 K) d: 3.87 (3H, s,
OMe), 4.61 (1H, s, SH), 7.49 (1H, d, J¼ 7.3 Hz, Ar-H), 7.53 (1H, t,
J¼ 8.0 Hz, Ar-H), 7.56–7.64 (2H, m, Ar-H), 7.87–7.96 (3H, m, Ar-H),

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


8
9







A. BASHEER AND Z. RAPPOPORT


4
9
0


11.91 (1H, s, NH). 13C NMR: 51.95 (q, J¼ 147.9 Hz, Me), 72.62 (s, Cb),
127.16, 127.72, 128.51, 129.38, 129.53, 133.04, 134.26, 168.24,
170.72.
The phenyl derivative 11d, mp 132–133 8C, was similarly


obtained in 53% yield, but no ammonium salt was obtained in the
first step. Spectral and analytical data are given in Tables S1–S3 in
the Supplementary data.


The thioenol (11f) of 2,2,2-trichloroethyl
(1-phenylaminothiocarbonyl) cyanoacetate (10f)


A mixture of 2,2,2-trichloroethyl cyanoacetate (0.54 g, 2.5mmol),
dry Et3N (0.75ml, 5mmol), and phenyl isothiocyanate (0.3ml,
2.5mmol) in DMF (5ml) was stirred for 1 h at RT, and poured into
an ice-cold 6% HCl solution (50ml). The oily solid obtained
solidified on cooling overnight in a refrigerator, giving 0.46 g
(52%) of 10f as a yellow solid, mp 130–131 8C. Anal. Calcd
for C12H9Cl3N2O2S: C, 40.97; H, 2.56; N, 7.97. Found: C, 41.27; H,
2.64; N, 8.04. 1H NMR (CDCl3, 298 K, 400 K) d: 4.83 (1H, s, SH), 4.86
(2H, s, CH2), 7.29 (2H, d, J¼ 8.1 Hz, Ph-H), 7.40–7.51 (3H, m, Ph-H),
11.48 (1H, s, NH). Spectral and analytical data are given in Tables
S1–S3 in the Supplementary data.


Bis(2,2,2-trifluoroethyl) (1-phenylaminothiocarbonyl)malonate
(10g) and bis(2,2,2-trifluoroethyl)
(1-naphthylaminothiocarbonyl)malonate (10h)


To a stirred mixture of bis(2,2,2-trifluoroethyl)malonate (1.34 g,
5mmol) and dry triethylamine (1.5ml, 10mmol) in dry DMF
(10ml), phenyl isothiocyanate (0.6ml, 5mmol) was added and
the stirring continued overnight at RT. The solution was added
dropwise with stirring into an ice-cold 6% HCl solution (100ml)
and the yellow precipitate was filtered, washed with cold water
and dried in air to give 0.89 g (68%) of 10g/11g, mp 75–76 8C.
Anal. Calcd for C14H11F6NO4S: C, 41.69; H, 2.73; N, 3.47. Found: C,
41.16; H, 3.12; N, 3.45.


1H NMR (CDCl3, 298 K, 400 K) Thioamide 10g (94%) d: 4.51–4.75
(4H, m, CH2CF3), 5.31 (1H, s, CH), 7.31 (t, J¼ 7.6 Hz), 7.43 (t,
J¼ 8.0 Hz), 7.70 (d, J¼ 8.0 Hz), 10.33 (1H, s, NH). Thioenol 11g
(6%): 4.34–4.52 (0.25 H, m, CH2CF3), 4.95 (0.07 H, s, SH), the phenyl
signals overlap the 9g signals, 12.24 (0.07 H, s, NH).
The 1-naphthyl derivative 10h, mp 78–80 8C, was similarly


obtained in 79% yield. Spectral and analytical data are given in
Tables S1–S3 in the Supplementary data.


Dimethyl (1-phenylaminothiocarbonyl)malonate (10i)


Dimethyl malonate (2.64 g, 20mmol) in dry THF (20ml) was
added dropwise with stirring during 10min to a dispersion of Na
(0.48 g, 21mmol) in dry THF (50ml). On stirring overnight, all the
Na reacted. Phenyl isothiocyanate (2.4 g, 20mmol) in dry THF
(30ml) was added dropwise to the stirred mixture during 30min
and the mixture was refluxed for 3 h. The solvent was evaporated,
the remaining sodium salt was dissolved in DMF (5ml) and the
solution was poured into ice-cold 6% HCl solution (100ml) with
stirring. The oily product obtained was extracted with a 4:1
hexane/ether mixture (300ml), washed with ice-cold water
(3� 100ml) and dried (Na2SO4). The solvents were evaporated
under reduced pressure, leaving 2.83 g (53%) of 10i as a red,
heavy oil. Anal. Calcd for C12H13NO4S: C, 53.93; H, 4.87; N, 5.24.
Found: C, 53.49; H, 5.01; N, 5.54. 1H NMR (CDCl3, 298 K, 400 K) d:
3.74 (6H, s, Me), 5.05 (1H, s, CH), 7.18 (1H, t, J¼ 7.7 Hz), 7.31 (2H, t,
J¼ 7.7 Hz), 7.70 (2H, d, J¼ 8.0 Hz), 10.68 (1H, s, NH). Spectral and

www.interscience.wiley.com/journal/poc Copyright � 2008

analytical data are given in Tables S1–S3 in the Supplementary
data.

SUPPLEMENTARY DATA


Tables S1 and S2 with complete 1H and 13C NMR data and Table
S3 with analytical data are available online. The full crystal-
lographic data for compound 11a is given as a cif.

Acknowledgements


We are indebted to the Israel Science Foundation for support and
to Dr. Shmuel Cohen for the X-ray structure determination.

REFERENCES


[1] J. K. Mukhopadhyaya, S. Sklenak, Z. Rappoport, J. Am. Chem. Soc.
2000, 122, 1325.


[2] J. K. Mukhopadhyaya, S. Sklenak, Z. Rappoport, J. Org. Chem. 2000,
65, 6856.


[3] Y. X. Lei, G. Cerioni, Z. Rappoport, J. Org. Chem. 2000, 65, 4028.
[4] Z. Rappoport, Y. X. Lei, H. Yamataka, Helv. Chim. Acta 2001, 84, 1405.
[5] J. Song, Y. X. Lei, Z. Rappoport, J. Org. Chem. 2007, 72, 9152.
[6] Y. X. Lei, G. Cerioni, Z. Rappoport, J. Org. Chem. 2001, 66, 8379.
[7] Y. X. Lei, D. Casarini, G. Cerioni, Z. Rappoport, J. Phys. Org. Chem. 2003,


16, 525.
[8] Y. X. Lei, D. Casarini, G. Cerioni, Z. Rappoport, J. Org. Chem. 2003, 68,


947.
[9] A. Basheer, Z. Rappoport, J. Org. Chem. 2004, 69, 1151.
[10] M. Mishima, M. Matsuoka, Y. X. Lei, Z. Rappoport, J. Org. Chem. 2004,


69, 5947.
[11] J. Song, H. Yamataka, Z. Rappoport, J. Org. Chem. 2007, 72, 7605.
[12] A. Basheer, H. Yamataka, S. C. Ammal, Z. Rappoport, J. Org. Chem.


2007, 72, 5297.
[13] A. Basheer, Z. Rappoport, Org. Biomol. Chem. 2008, 6, 1071.
[14] F. Duus, in: Comprehensive Organic Chemistry, Vol. 3, Chap. 11 (Eds:


D. H. R. Barton, W. D. Ollis, D. Neville Jones) Pergamon Press, Oxford,
1979, pp. 373–487.


[15] T. Seltzer, Z. Rappoport, J. Org. Chem. 1996, 61, 5462.
[16] E. Rochlin, Z. Rappoport, J. Am. Chem. Soc. 1992, 114, 230.
[17] P. E. Allegretti, M. M. Schiavoni, M. S. Cortizo, E. A. Castro, J. J. P.


Furlong, Int. J. Mol. Sci. 2004, 5, 294.
[18] A. J. Kresge, O. Meng, J. Am. Chem. Soc. 1998, 120, 11830.
[19] A. J. Kresge, N. P. Schepp, J. Chem. Soc., Chem. Commun. 1989, 1548.
[20] J. P. Richard, G. Williams, A. C. O’Donoghne, T. L. Amyes, J. Am. Chem.


Soc. 2002, 124, 2957.
[21] Y. Chiang, J. Jones,, Jr. A. J. Kresge, J. Am. Chem. Soc. 1994, 116, 8358.
[22] A. J. Kresge, O. Meng, J. Am. Chem. Soc. 2002, 124, 9189.
[23] M. Augustin, E. Guenther, Monatsh. Chem. 1990, 121, 1005.
[24] J. Ross, J. Am. Chem. Soc. 1933, 55, 3672.
[25] F. C. V. Larsson, S. O. Lawesson, Tetrahedron 1974, 30, 1283.
[26] F. H. Allen, J. E. Davies, J. J. Galloy, O. Johnson, O. Kennard, C. F. Macrae,


E. M. Mitchell, G. F. Mitchell, J. M. Smith, D. G. Watson, J. Chem. Inf.
Comput. Sci. 1991, 31, 187.


[27] O. P. Strausz, T. Hikida, H. E. Gunning, Can. J. Chem. 1965, 43, 717.
[28] M. Demuynck, J. Vialle, Bull. Soc. Chim. Fr. 1967, 2748.
[29] D. Paquer, Int. J. Sulfur Chem. B 1972, 7, 269.
[30] W. Ando, T. Ohakati, T. Suzuki, Y. Kabe, J. Am. Chem. Soc. 1991, 113,


7782.
[31] B. Floris, in: The Chemistry of Enols, Chap. 4 (Ed.: Z. Rappoport,) Wiley,


Chichester, 1990.
[32] B. Floris, in: The Chemistry of Enols, Chap. 4 (Ed.: Z. Rappoport,) Wiley,


Chichester, 1990. p. 293.
[33] J. Toullec, in: The Chemistry of Enols, Chap. 6 (Ed.: Z. Rappoport,) Wiley,


Chichester, 1990. p. 323.
[34] S. Sklenak, Y. Apeloig, Z. Rappoport, J. Chem. Soc. Perkin Trans. 2 2000,


2269.
[35] J. March, Advanced Organic Chemistry, 4th edn. Wiley, New York,


1992, p. 24.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 483–491







��EWGS-SUBSTITUTED THIOENOLS AND -AMIDES

[36] C. C. Price, S. Oae, Sulfur Bonding, Ronald Press, New York, 1962, pp.
1–7.


[37] E. Schaumann, in: The Chemistry of Double Bonded Functional Groups,
Supplement A, Vol. 2, Chap. 17 (Ed.: S. Patai,) Wiley, Chichester, 1989,
pp. 1269–1274.


[38] For calculated C¼S and C–S energies P. v. R. Schleyer, D. Kost, J. Am.
Chem. Soc. 1988, 110, 2105.


[39] F. G. Bordwell, S. Zhang, I. Eventova, Z. Rappoport, J. Org. Chem. 1997,
62, 5371.


[40] We are grateful to Prof. J.F. Liebman, from the University of Maryland,
Baltimore County for this suggestion.


[41] M. V. Roux, P. Jimenez, J. Z. Davalos, R. Notario, J. L. M. Abboud,
J. Chem. Thermodyn. 1999, 31, 1457.

J. Phys. Org. Chem. 2008, 21 483–491 Copyright � 2008 John W

[42] X. M. Zhang, M. Malick, G. A. Petersson, J. Org. Chem. 1998, 63, 5314.
[43] P. E. Allegretti, D. Asens, M. M. Schiavoni, R. D. Bravo, E. A. Castro, J. J. P.


Furlong, ARKIVOC 2003, 15, 134.
[44] T. Nozoe, M. Sato, K. Matsui, Proc. Jpn. Acad. 1952, 28, 407.
[45] T. Nozoe, M. Sato, K. Matsui, Sci. Rep. Tohoku Univ. Ser. I 1953, 37, 211.
[46] F. Toda, K. Tanaka, T. Asao, Y. Ikegami, N. Tanaka, K. Hamada, T.


Fujiwara, Chem. Lett. 1988, 509.
[47] B. Krebs, G. Henkel, W. Stuecker, Z. Naturforsch. B 1984, 39, 43.
[48] A. R. Katritzky, G. N. Nikonov, E. L. Moyano, N. G. Akhmedov, P. J. Steel,


ARKIVOC 2003, 4, 121.
[49] S. G. Bodige, M. A. Mendez-Rojas, W. H. Watson, J. Chem. Cryst. 1999,


29, 57.
[50] J. Frey, Z. Rappoport, J. Am. Chem. Soc. 1996, 118, 5169.

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


4
9
1








Research Article

Received: 27 May 2007, Revised: 26 September 2007, Accepted: 27 October 2007, Published online in Wiley InterScience: 14 January 2008

(www.interscience.wiley.com) DOI 10.1002/poc.1304

Acid catalyzed 1, 2 Michael addition reaction:
a viable synthetic route in designing fullerene
core starlike macromolecule
Rachana Singha and Thakohari Goswamia*

J. Phys. Or

The paper describes a comprehensive investigation to establish the heterophase acid-catalyzed 1, 2 Michael addition
reaction between fullerenol (nucleophile) and substituted acrylates (R¼H, CH3, Ph)/vinyl acrylates (electron deficient
olefins). The main emphasis is to evaluate structure–property relationship and establish a mechanism for tuning the
structure in different operating conditions, which could be useful while adapting this reaction in designing of
fullerene core starlike macromolecules. The effect of substituents on the rate of formation of the product is another
important aspect covered in the present paper. The most significant outcome of the present investigation are (i) the
nature of the product formed has direct bearing with operating process, whereas, (ii) rate of reaction and the
properties of the end-products depends on the nature and position of substituents attached to olefins. Adopting
heterogeneous phase reaction scheme, the reaction can be easily controlled at 1, 2 Michael addition stage which
otherwise proceeds further to provide cyclic product in single-phase reaction. The nature of the substituent at
b-carbon of the olefins have the inverse effect on the rate of the reaction. The steric rather than electronic effect of
substituents governs the rate of reaction. However, the significant influence of b-substituents on the properties of the
Michael addition products are observed in amore classical manner. The phenyl substituent at the b-positionmeasured
the slowest rate of reaction but imparts highest thermal stability. In such systems, the vinyl substitution on esteric
carbon further reduces both the reaction rate and the thermal stability. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The conjugative addition of nucleophiles to electron-deficient
alkenes is an important synthetic method with wide applications
in organic chemistry.[1] Addition reaction of active methylene
compounds to a, b-unsaturated carbonyl compounds in
presence of an acid or base is known as Michael addition
reaction.[2] Mechanistically, the acid and base catalyzed Michael
addition reactions proceed in two different path ways following
sequence of steps (Scheme 1). Although the Michael addition
originates from addition of an active methylene compound to a,
b-unsaturated carbonyl compound, the domain has now being
widened to include a, b-unsaturated sulfones,[3] nitriles and the
other activated double bonds.[4] Several hetero-atom nucleo-
philes[5] (alkoxy, cyano, amines etc.) are also being used. Thus, not
only for the synthesis of carbon–carbon bond, the Michael
addition can be used in carbon-hetero atom bond forming
reaction simply by selecting heteroatom nucleophiles. Although
these addition reactions are normally carried out in an organic
solvent in the presence of strong base[6] or acid,[7] the formation
of organometallic complexes[5(c)] and the solvent-free,[9] catalyst-
free Michael type addition of amines to electron-deficient alkenes
are also reported.[10] The recent past also records the selection of
more innovative reagents and reaction conditions to endorse real
versatility in the Michael addition reactions.[11]

g. Chem. 2008, 21 225–236 Copyright �

The last decade had observed several interesting synthetic
approaches[12] to combine the unique properties of [60]full-
erene(s) with specific properties of addended materials to obtain
an easily processable C60-based products with an outstanding
combination of the properties of both the materials.[13] Fullerene
core starlike[14] and dendritic macromolecules[15] got special
attention due to globular three-dimensional structure and the
formation of monofunctional, monodisperse materials of known
molecular mass within molecular dimension range. Functiona-
lized fullerenes retain many of the main characteristics of the
pristine fullerene but are easier to dissolve in common organic
solvents and more amenable to further studies.[16] Many of these
potential materials have been investigated for wide range
applications; nonlinear optical absorbers for limiting pulse laser
radiation,[17] photoinduced electron-transfer redox system[18]


and medicinal chemistry.[12(j),19]
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Scheme 1. Acid and base catalyzed Michael addition reaction mechanism
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In combination with alkylation and condensation, the Michael
addition can be used to construct a wide variety of complex
molecules from relatively simple starting materials. Only recently,
we have explored the Michael addition reaction as a viable
synthetic route to obtain interesting water-soluble C60-based
materials.[20] The reaction of n-butyl acrylate with fullerenol in
presence of both acid and base interestingly yielded 1, 4-Michael
addition product for the base-catalyzed reaction, whereas the
acid-catalyzed reaction proceeds through 1, 2-Michael addition
followed by nucleophilic addition onto the carbonyl group to
form the cyclic ring structure. High solubility in water together
with its easy release of protons due to strong electrophilic
character of the fullerene cage (a new family of proton
conductors[21]) makes fullerenol[22] as an excellent nucleophile
to carry out these reactions. The generated fulleroxide (fol)n� can
undergo selective nucleophilic addition reaction on carbonyl
carbon[23] and help in design of macromolecular materials.[24]


Besides this, fullerenols have attracted extensive attention
because of their promising applications in diverse fields such
as solar energy conservation and storage,[25] fuel cells,[26]


piezoelectric[27] and medicinal chemistry.[28]


In the present work, a comprehensive investigation on the
Michael addition reaction has been carried out to throw light on
various perspectives and to examine the scope and applicability
of this reaction in designing various fullerene core starlike
macromolecular materials. The study mainly focuses on the effect
of reagents and process parameters which are essential for useful
application of this reaction; that is (i) optimum reaction
condition(s), (ii) effective concentration and nature of catalyst,
(iii) nature and the positional effect of substituents on the rate of
reaction and properties of the final product(s) etc. Detail
investigation reveals several interesting observations. The proper
selection of process parameters precisely controls the nature of
the product formed. The controlled acid catalyzed hetero-
geneous phase reaction thus, avoids the cyclization step to
restrict at 1, 2-Michael addition stage only. Rate of reaction and
properties of the final products, on the other hand, are influenced
by the nature of the substituents at the b-carbon of the electron

www.interscience.wiley.com/journal/poc Copyright � 2008

deficient olefins. Thus, in spite of strong �I and resonance effect,
phenyl at b-carbon (ethyl and vinyl cinnamate) records slowest
reaction rate, whereas the unsubstituted acrylate (methyl
methacrylate) shows the highest rate under similar reaction
conditions. Methyl (þI effect, ethyl and vinyl crotonate) on the
other hand, exhibits an intermediate effect. The vinylic
substitution on the esteric carbon further reduces the reaction
rate. Also, the thermal and absorption properties of the products
are greatly influenced by the substituent.

RESULTS AND DISCUSSION


Synthesis


Scheme 2 represents the Michael addition reaction of acrylates
(THF solution) with fullerenol in 15% aqueous HCl solution in
presence of tetra butyl ammonium hydroxide (TBAH) as phase
transfer catalyst. Table 1 listed the reaction parameters and
overall yield. The acrylates (1–5) used and the corresponding
Michael addition products (1a–5a) are represented in Fig. 1. The
following general procedure is adopted for acid-catalyzed
Michael addition reaction.
The THF solution of acrylates (1–5) (4mM in 1mL THF) was


added slowly to a mix aqueous solution of fullerenol (0.02mM in
10mL water) and HCl (10mL 15% aqueous solution) with the
addition of 2–3 drops of TBAH. The reaction mixture was stirred
vigorously at 50–558C for the required time (Table 1). Progress of
the reaction was monitored by TLC. On completion, the crude
red-brown solid product separated out of the reaction medium
and collected by centrifugation. Pure products were dried after
washing several times with chilled water (to remove the impurity
of acid and TBAH) and further washed with ether (to remove the
impurity of unreacted ester).


Identification of products


The acid catalyzed Michael adduct of fullerenol and acrylates are
red-brown solid powder (1a–5a) soluble in DMSO and methanol/

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 225–236







Scheme 2. Synthesis of acid catalyzed 1,2 Michael addition product by the reaction of fullerenol with acrylates


DESIGNING OF FULLERENE CORE STARLIKE MACROMOLECULE

water (Table 1). The red-brown solutions are homogeneous and
transparent.
The FTIR study not only monitors the chemical attachment of


acrylates onto the fullerene core but also identifies their mode of

Table 1. Reaction parameters and overall yield of acid catalyzed
acrylates


S. no. Reagent (4mM) Catalyst Temperature (8C)


1 1 15% HCl 50–55
2 2 15% HCl 50–55
3 3 15% HCl 50–55
4 4 15% HCl 50–55
5 5 15% HCl 50–55


Fullerenol¼ 0.02mM in all cases.
* All the products are soluble in DMSO.
M¼Methanol.
W¼Water.


J. Phys. Org. Chem. 2008, 21 225–236 Copyright � 2008 John W

attachment. The chemical attachment could be ascertained from
the disappearance of the typical fullerenol peaks at 1593, 1381
and 1068 cm�1 in the FTIR spectra of the products. The general
characteristic features of the 1,2 Michael addition reactions

Michael addition reaction between fullerenol and substituted


Time (h) Product Solubility* Yield (mg)


32 1a M 10
26 2a W 10
21 3a M 17
42 4a M 10
40 5a W 11
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Figure 1. Describes the various substituted acrylates/vinyl acrylates used as electron deficient olefins and their corresponding 1, 2 Michael addition
product


1It includes FTIR of 1a, 4a, 5a; 1H NMR of 3a, 4a, 5a; ESI-MS spectra of 1a, 2a, 4a,


5a; UV-vis spectra of 2a, 3a, 5a and TGA thermogram and first derivative TGA


trace of 1a, 3a, 4a, 5a.
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between acrylates and fullerenol are the disappearance of the
typical a, b-unsaturated double bond peaks of the unreacted
acrylates in the products. These alkene peaks generally appear at
around 3020 (n, ——C—H), 1650 (n, C——C) and 980 (d, ——
C—H) cm�1, respectively. On the other hand, the characteristic
carbonyl peaks (�1740 cm�1) and C—O (str) peaks of the ester
[i.e. —C(——O)—O at �1250 and C—O—R ester at �1150 cm�1]
will be retained in the products. In addition, the alcoholic C—O
(n)/O—H (d) peak of fullerenol should be shifted in the product
due to the formation of new ether (fol-O—C) bond on
nucleophilic addition.
The FTIR spectrum of the acid catalyzed methyl methacrylate


reaction with fullerenol gives a very clear evidence of 1,2 Michael
addition reaction (Fig. 2). The product 3a retains the carbonyl
peak (n, 1737 cm�1) along with other C—O (n) peaks of the esters;
that is C(——O)—O at 1271and C–O—CH3 at 1151 cm�1,
respectively of the unreacted methyl methacrylate (Fig. 2C). At
the same time, all the typical peaks of fullerenol (2B) and a,
b-unsaturated double bond peaks of unreacted acrylate (2A) are
disappeared in the product. As expected, the alkane C—H (n)
peaks at 2998 and 2954 cm�1 and methyl and methylene
bending peaks at 1484, 1449, 1389 and 754 cm�1 exist in the
product. Similarly, the C—O (n)/O—H (d) peak of the fullerenol is
shifted from 1068 to 1023 cm�1 (lower bond strength is nicely
reflected in thermal analysis data) due to the formation of
fol-O—CH2 ether linkage in the product. The situation becomes
little complicated for the acrylates having additional aromatic
and vinylic substituents. The presence of aromatic and vinylic
units partially obscures the actual FTIR results. In such cases, the
FTIR spectra will also recognize the aromatic/olefinic peaks in
addition to other typical peaks. Thus, the FTIR-spectra of 1a, 4a
and 5a show aromatic and/or olefinic peaks at 3027 (n, ——C—H),
1634 (n, C——C), 1453 (n, C——C aromatic), 870, 771 (d, out of plane
aroamtic C—H) and 686 (d, out of plane aromatic C——C) cm�1 for
1a and 3085 (n, aromatic C—H), 3060 (n, ——C—H), 1632 (n, C——C)
and 860 (d, out of plane vinylic C—H) cm�1 for 4a whereas
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product 5a shows peak at 1641(n, C——C) cm�1, respectively
(supporting information1).
These apparent anomalies in FTIR results can be easily resolved


out on analyzing the 1H NMR spectra of the corresponding
products. The noticeable difference in the chemical shift value
and splitting pattern of a, b-protons of unreacted acrylates to that
of the addended acrylate units on fullerenol in 1H NMR (due to
the lifting of a, b-double bond) give a clear view for the structure
of the products. In addition, the NMR can easily distinguish
the aromatic and olefinic protons as well as the olefinic protons of
the acrylic and vinylic units.
The 1H NMR spectra of ethyl cinnamate in unreacted form and


as Michael adduct are depicted in Fig. 3. The typical 1H NMR
spectrum of the unreacted ethyl cinnamate (inset) shows peaks
at d 1.3 (t, 3H, CH3), 4.19 (q, 2H, OCH2), 6.39 (d, 1H, ——CH—C——O),
7.3–7.2 (m, 5H, aromatic) and 7.64 (d, 1H, ——CH-Ph), respectively.
The peak position of a, b-unsaturated double bond protons of the
unreacted cinnamate are shifted significantly in the functiona-
lized fullerene (1a) due to the saturation of the double bond
(Fig. 3). Thus, ——CH—C——O (a-protons) peak at 6.39 ppm is
shifted to 2.8–2.7 ppm (d, 2H, —C(——O)—CH2) and the ——
CH—Ph (b-proton) at 7.64 ppm is shifted to 5.8 ppm (b, 1H,
—CH-Ph), respectively. The other proton peaks of the unreacted
cinnamate do not show any appreciable chemical shift in the
functionalized fullerenol also. Thus, the methyl and methylene
peaks of ethyl ester units appear at 1.24 (t, 3H,—CH3) and 4.16 (q,
-2H, O—CH2) respectively. The aromatic peaks also appear as
multiplets in the region of 7.5–7.7 ppm. The significant upfield
shifting of a- and b- protons in the functionalized fullerenol
definitely suggests the saturation of the double bond due to 1, 2
Michael addition reaction. The presence of aromatic proton peaks
in NMR spectrum also helps in verifying the C——C and C——C—H
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Figure 2. A comparative FTIR spectra of (A) Methyl methacrylate (B) Fullerenol and (C) 1, 2 Michael addition product of methyl methacrylate with
fullerenol (3a) showing the disappearance of typical double bond peaks and retains ester peaks of the acrylates. Fullerenol peaks have also disappeared


Figure 3. 1H NMR spectra of ethyl cinnamate 1, 2 Michael addition product (1a) describing upfield shifting of a, b-proton peaks. Aromatic proton peaks


are also observed. Inset showing the proton NMR of pure ethyl cinnamate
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Figure 4. 1H NMR spectra of ethyl crotonate 1, 2 Michael addition product (2a) presenting two methyl peaks and upfield shifting of a, b-proton peaks
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stretchings/bending peaks appearing in FTIR spectra due to
phenyl ring. Amore clear evidence of 1, 2 Michael addition can be
observed from the 1H NMR spectra of Michael addition product
of ethyl crotonate (2a, Fig. 4) where the resulting compound
does not have either aromatic or olefinic protons and the a,
b-protons have substantial upfield value compared to unreacted
acrylates. Themethyl (esteric and b-) groups could also be easily assig-
ned from their distinct chemical shift value and splitting pattern.
ESI-MS of the fullerenol-acrylate adducts have been recorded


either in methanol or water and the observed molecular ion peak
clearly indicates the attachment of variable number of addends.

Figure 5. ESI-MS spectra of methyl methacrylate-fullerenol adduct (3a) in m
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Representative ESI-MS spectrum of 3a recorded in methanol is
shown in Fig. 5. Molecular ion (Mþ) peak at m/z 3412 indicates the
attachment of 22 methyl methacrylate units (mass of MMA
unit¼ 117) onto a single fullerene core along with 7 unreacted
hydroxyl groups. This is the highest observable addended units
among the Michael adducts.


Absorption properties


The UV-vis spectra of acrylates (1–5) and corresponding Michael
addition products (1a–5a) are recorded at ambient temperature

ethanol.
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Figure 6. UV-vis spectra of 1, 2 Michael addition products, (A) 1a, (B) 4a recorded in methanol showing structured absorption bands in UV region and


extended tailing in the entire visible region
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(258C) either in methanol or in water at equal concentration. The
unreacted acrylates are transparent, colourless liquid and do not
show any significant absorption bands beyond 200 nm except for
cinnamates (1 and 4) which show three absorption bands at 204,
216 and 276 nm due to p–p* transition of the aromatic ring. The
Michael addition products also show a similar absorption spectral
profile but at higher wavelength compared to that of unreacted
acrylates and the short tailing of the unreacted acrylates have
been extended to the entire visible region due to the presence of
fullerene.[29] Thus, all other derivatives (2a, 3a and 5a) do not
show any absorption peak except ethyl and vinyl cinnamate
(1a, 4a Fig. 6) derivatives that show absorption at 218, 227, 274
and 218, 254, 281 nm, respectively. The steric and p–p repulsion
between aromatic ring and fullerene and/or vinylic double bond
possibly push the absorption bands of aromatic ring slightly
towards higher wavelength (lower energy) in the product
compared to unreacted acrylates.


Thermal properties


TGA thermogram and the first derivative TGA trace of Michael
adducts and their comparison with unreacted fullerenol[30] reveal
several interesting observations to ascertain chemical attach-
ment of acrylates and also to study the substituents effect on
thermal behaviour of the materials.
The typical TGA thermograms and first derivative TGA traces of


fullerenol and Michael adducts taken at a heating rate of 108C/
min in N2 atmosphere is depicted in Fig. 7 and thermal data are
summarized in Table 2. The initial weight loss observed up to
1508C in all the samples was due to the low boiling units
inherently present in the samples. The following typical
characteristics in thermal features distinguish fullerenol from
chemically modified fullerenol (Michael adducts):

(i) T

J. Ph

he first derivative TGA trace of Michael adducts show a
distinct step for dehydroxylation at higher temperature (crest
temperature appearing around 230–2508C) compared to
pristine fullerenol (2148C).

(ii) A

n additional step in first derivative TGA appears at higher
temperature (4808C or above) for all Michael adducts which is
absent in unreacted fullerenol.

(iii) P

2


ercentage weight loss due to addends in the temperature
range 150–5708C is higher in Michael adducts compared to

ys. Org. Chem. 2008, 21 225–236 Copyright � 2008 John Wiley

unreacted fullerenol except for the substituents which show
incomplete degradation due to higher bond strength for
fol-O-CHPh (1a and 4a).

The above observations clearly suggest chemical attachment
of acrylate units onto fullerene core. Chemical attachment of
acrylate units encapsulate the remaining hydroxyl groups
needing higher temperature for dehydroxylation (230–2508C)
of the residual hydroxyl groups compared to the free hydroxyl
groups. The additional degradation step at higher temperature
for Michael adducts is solely due to the contribution of acrylate
units attached to fullerenol. The variable bond strength of
Fol-O—CH2 in Michael adducts and the associated degradation
of the acrylate units are clearly identifiable as short but sharp
spikes superimposed over the Gaussian curve at higher
temperature. The increased formula weight (FW) of acrylate
units compared to hydroxyl groups expectedly and correctly
reflects the higher percentage weight loss due to addends in
Michael adducts.
Several interesting differences are also observed in thermal


behaviour among Michael adducts (Fig. 8). Except methyl
methacrylate, which shows a clear stage of degradation, all
the other Michael adducts show monotonic weight loss in TGA
thermogram similar to that of fullerenol. Similarly, all Michael
adducts show two step degradations (supporting information) in
the first derivative TGA trace except 2a which shows three steps
degradation. It has also been observed that 3a shows an
abnormally high weight loss within narrow temperature range
(�72% between 250–4508C) whereas, 1a and 4a show
incomplete degradation up to 5708C (�36 and 42% respectively).
The wide variation of crest temperature range (480–5908C) for
degradation of attached acrylate describes the variable thermal
behaviour due to substituents and bond strength for
Fol-O—CHR— (R¼H, Ph and CH3). It is apparent from the
thermal data that the absence of substituents at the b-carbon
drastically reduces the thermal stability of 3a whereas the
presence of phenyl group at the b-carbon atom significantly
improve the thermal stability of 1a and 4a. Methyl substituent at
b-carbon has amoderate thermal effect (2a and 5a). Interestingly,
the heterogeneous phase acid-catalyzed Michael addition
products follow the similar degradation pattern but peaks are
at different temperature range compared to that of hetero-
geneous phase base-catalyzed addition product.[20] The crest
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Table 2. Temperature range for thermal degradation and %
weight loss of Michael addition products recorded in N2-atm
at a heating rate of 108C/min


S. no. Product


Degradation


Crest
temp (8C)


Temp
range (8C)


%wt
loss


1 Fullerenol 150–570 36 214.5
2 1a 150–570 36.8 229.8,543.7
3 2a 150–570 62.4 255.5,361.5 573.2
4 3a 150–570 84 232.7,422.0
5 4a 150–570 42.4 246.8,589.0
6 5a 150–570 71.2 237.2,479.0


Figure 7. A representative TGA thermogram and first derivative TGA trace of (A) Fullerenol, (B) 2a show single degradation


step for fullerenol (crest temp 214.58C) and three stage degradation for 2a between the temperature range 150–5708C
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temperature (in the range of 235–2558C) appearing due to the
dehydroxylation of residual polyol in the modified fullerenols are
however, very close to each other and easily comparable to
base-catalyzed product suggesting similar thermal encapsulation
of residual hydroxyl groups in both the cases. The additional
degradation step appearing for 2a (crest temperature 361.58C) is
due to the elimination of esteric —O—C2H5 group as a separate
step.


Process design and steric versus electronic effect


The analyses of the above results help in apprehending the effect
of reaction parameters on the nature of the final product(s) and
substantial influence of substituents in controlling the rate of
reaction and properties of the final products. The retained
carbonyl and esteric peaks and disappearance of alkene peaks of
acrylates (due to a, b-unsaturated double bond) in hetero-
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Figure 8. TGA thermogram of (A) 1a, (B) Fullerenol, (C) 4a, (D) 2a, (E) 5a, (F) 3a recorded under N2 atmosphere at the heating rate of 108C/min
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geneous phase acid catalyzed reaction easily establish 1,
2-Michael addition reaction. In similar experimental condition,
the single-phase acid catalyzed reaction yielded cyclic pro-
ducts[20] due to successive 1, 2-Michael addition followed by
selective nucleophilic addition reaction to carbonyl carbon[23]


through vicinal hydroxyl group of fullerenol. The process
operation visibly guides the nature of final product. The
heterogeneous phase reaction provides better control of the
final product and the small alternation of reaction scheme could
thus produce two different products with same reagents and
reaction parameters.
The steric and electronic effect of the substituents on Michael


addition reaction can be evaluated from the acrylates (1–5)
selected in the present study. The ethyl cinnamate (1) and
crotonate (2) have phenyl and methyl substitution at b-carbon
respectively, whereas, the methyl position is shifted to a-carbon
in methyl methacrylate (3). Similarly, vinyl cinnamate (4) and
crotonate (5) have vinyl ether group attached to carbonyl carbon
(replacing ethyl group) compared to (1) and (2), respectively.
Electronically the phenyl has both �I and strong resonance
effect. Methyl, on the other hand, has þI effect only. The
presence of phenyl at b-carbon (1and 4) is, therefore, expected to
increase the electrophilic character (more electron deficient
centre) at the b-carbon and should facilitate Michael addition
reaction. Inversely, the presence of methyl at b-carbon (2 and 5)
should effectively reduce the addition rate. Methyl methacrylate
(3) has no substitution at b-carbon; the methyl group is attached
to both a-carbon and esteric oxygen. Interestingly, the experimental
results suggest that, contrary to the normal expectation, the acid
catalyzed 1, 2 Michael addition proceeds through some unusual
manner; slowest in the case of phenyl-substituted acrylates (1
and 4), slower for methyl-substituted acrylates (2 and 5) and
fastest with unsubstituted acrylate (3) (Table 1). A plausible
explanation may be obtained by comparing the steric versus
electronic effect of the b-substituent of the olefins. Although �I
and strong resonance effect of the phenyl group should create
more electron deficient centre (more carbonium character) at
b-carbon atom to facilitate the Michael addition reaction at faster
rate, the bulky phenyl group (1 and 4) at the same time is

J. Phys. Org. Chem. 2008, 21 225–236 Copyright � 2008 John W

expected to have maximum steric effect compared to methyl (2
and 5) and hydrogen (3). The methyl group at b-carbon, on the
other hand, have both the unfavoured electronic (þI effect) and
moderate steric effect compared to unsubstituted alkenes. The
nucleophile (fol)n� also contains bulky fullerene attached in close
proximity to hydroxyl group and the steric and p–p electronic
repulsion between bulky phenyl and fullerene must have
hindered the reaction. Predominance of the steric factor over
electronic effect is thus clearly visible from the slowest reaction
rate for phenyl-substituted acrylates (1a and 4a). On the other
hand, although highly unfavoured electronically, the moderate
steric effect of methyl (2a and 5a) provide a slightly better rate
compared to phenyl but slower compared to unsubstituted
acrylates (3a). The results also indicate that vinyl ether at esteric
carbon (4 and 5) further reduce the reaction rate.

CONCLUSION


The result demonstrates heterogeneous phase acid-catalyzed 1, 2
Michael addition reaction using fullerenol as nucleophile and
substituted acrylates as electron deficient alkenes. The nature of
substitution at b-carbon of the electron deficient alkenes has
significant influence on the reaction rate. The outcome of the
results suggests the predominance of steric-effect over electro-
nic-effect in controlling the reaction. The results also suggest that
vinylic unit at esteric carbon causes further slowing of the
reaction rate and vinylic double bond remains unperturbed
during the course of reaction. The absorption and thermal
property of the Michael addition products also have significant
influence of substitution. The phenyl substituted Michael adducts
exhibits highest thermal stability which is slightly reduced on
attaching vinylic units at the esteric position.
Detail investigation thus provides a new viable synthetic route


in designing various novel fullerene core starlike macromol-
ecules. The preference for Michael addition of fullerenol creates
further opportunities in designing macromolecules having
terminal functional groups and will also help to construct Vogtle
type dendrimers and polymeric materials. This scheme can be
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well extended to study the reaction in base-catalyzed condition
and also to examine the other electron deficient alkenes like
sulfones, nitriles, carbonyls, amides etc.

EXPERIMENTAL SECTION


Materials


[60]Fullerene was obtained from MER Co. (purity > 99.5%). The
sample quality was checked by Mass, UV-vis absorption, 13C NMR,
and was used without further purification. Different a,
b-unsaturated esters, sodium hydroxide, concentrated hydro-
chloric acid and TBAH (all analytical grade, E Merck/Lancaster/
Acros) were used as received. All solvents were purified and dried
before use following standard procedure.


Synthesis of C60(OH)26-28


Fullerenol was prepared by the reaction of [60]fullerene in
toluene and aqueous sodium hydroxide at 508C using TBAH as
phase transfer catalyst.[22] The structure of the resulting fullerenol
was characterized by elemental analysis and various spectro-
scopic methods (IR, 1H/13C NMR and ESI-MS).


1, 2 Michael addition product of ethyl cinnamate (1a)


The THF solution of ethyl cinnamate (1) (4mM in 1mL THF) was
added slowly to a mix aqueous solution of fullerenol (0.02mM in
10mL water) and 15% HCl solution (10mL) with the addition of
few (2–3) drops of TBAH. The reaction mixture was stirred
vigorously at 50–558C for 32 h. The solid product (1a) is collected
by centrifugation and dried after washing several times with
chilled water (to remove the impurity of acid and TBAH) till the
aqueous extract becomes neutral. The product was further
washed with ether to remove the impurity of unreacted ester
(yield¼ 10mg). Solubility: DMSO and Methanol. FTIR (KBr, cm�1):
3392 (n, O—H), 3027 (n, ——C—H aromatic), 2964, 2872 (n, C—H),
1714 (n, C——O), 1634, 1453 (n, C——C aromatic), 1373, 1313 (d, CH3),
1250 (d, (C——O)—O), 1181 (d,C—O—C ester), 1073 (d, C—O—C
ether), 870, 771, (d, out of plane aromatic C—H) and 686 (d, out of
plane aromatic C——C). 1H NMR (DMSO, d) 1.24 (t, 3H, —CH3), 2.7
and 2.8 (d, 2H, —CH2—C——O), 4.16 (q, 2H, —O—CH2—), 5.8 (b,
1H, —CH—), 7.4–7.7 (m, 5H, aromatic protons). ESI-MS (%,
fragment) m/z 3456 (C60þ 14 unitsþ 2OH), 3422 (5, C60þ 14
units), 2702 (12, C60þ 10 unitsþ 3OH), 2298 (10, C60þ 8
unitsþ 2OH). UV-vis (Methanol, nm) 218, 227 and 274 with
extended tailing in the entire visible region.


1, 2 Michael addition product of ethyl crotonate (2a)


Synthesis and purification steps followed as above using ethyl
crotonate (2) as substrate. Reaction time: 26 h. Yield¼ 10mg.
Solubility: DMSO and Water. FTIR (KBr, cm�1): 3388 (n, O—H),
2922, 2863 (n, C—H), 1726 (n, C——O), 1458 and 1379 (d, CH3), 1256
(d, (C——O)—O), 1178 (d,C—O—C ester), 1068 (d, C—O—C ether),
795, (d, CH2).


1H NMR (DMSO, d) 0.91 (b, 3H, —CH3 on b-carbon),
1.2 (t, 3H, —CH3), 2.7 and 2.8 (d, 2H, —CH2—C——O), 3.13 (b, 1H,
—CH—), 4.16 (q, 2H, —O—CH2—). ESI-MS (%, fragment) m/z
2546 (Mþ, 20, C60þ 13 units), 2462 (25, C60þ 12 unitsþ 10OH),
2426 (10, C60þ 12 unitsþ 8OH), 2392 (40, C60þ 12 unitsþ 6OH),
2342 (20, C60þ 12 unitsþ 3OH), 2312 (15, C60þ 11 unitsþ 9OH),
2298 (20, C60þ 11unitsþ 8OH), 2282 (100, C60þ 11 unitsþ 7OH),

www.interscience.wiley.com/journal/poc Copyright � 2008

2228 (10, C60þ 11 unitsþ 4OH), 2210 (10, C60þ 11 unitsþ 3OH),
2186 (20, C60 þ10 unitsþ 9OH), 2114 (35, C60þ 10 unitsþ 5OH),
2082 (30, C60þ 10 unitsþ 3OH), 2002 (10, C60þ 9 unitsþ 6OH),
1900 (15, C60þ 9 units), 1834 (10, C60þ 8 unitsþ 4OH). UV-vis
(Water, nm) structureless absorption with extended tailing in the
entire visible region.


1, 2 Michael addition product of methyl methacrylate (3a)


Synthesized and purified as above using methyl methacrylate (3)
as the electron deficient olefine. Reaction time: 21 h. Yield¼
17mg. Solubility: DMSO and Methanol. FTIR (Fig. 2C, KBr, cm�1)
3448 (n, O—H), 2998, 2954 (n, C—H), 1737 (n, C——O), 1484, 1449
and 1389 (d, CH3), 1271 (d, (C——O)—O), 1151 (d, C—O—C ester),
1023 (d, C—O—C ether), 754 (d, CH2).


1H NMR (DMSO, d) 0.86 (d,
3H,CH3 on a-carbon), 2.7 and 2.8 (d, 2H, b-CH2), 3.16 (1H,—CH—),
3.54 (s, 3H, —O—CH3). ESI-MS (%, fragment) m/z 3412 (Mþ,
10, C60þ 22 unitsþ 7OH), 3348 (60, C60þ 22 unitsþ 3OH), 3322
(100, 3412-5H2O), 2258 (10, C60þ 13 unitsþOH), 2122 (20, C60þ
12 units), 2007 (C60þ 11 units). UV-vis (Methanol, nm) structure-
less absorption with extended tailing in entire visible region.


1, 2 Michael addition product of vinyl cinnamate (4a)


The procedure adapted for synthesis and purification as
mentioned above using vinyl cinnamate (4) as substrate. Reaction
time: 42 h. Yield¼ 10mg. Solubility: DMSO and Methanol. FTIR
(KBr, cm�1) 3380 (n, O—H), 3085 (n, aromatic ——C—H), 3060 (n, ——
C—H), peaks between 2900–2800 (n, C—H), 1723 (n, C——O), 1632
(n, C——C), 1420 and 1384 (d, CH3), 1247 (d, (C——O)—O), 1157 (d,
C—O—C ester), 1070 (d, C—O—C ether), 860 (d, vinylic C—H out
of plane). 1H NMR (DMSO, d) 2.7 and 2.9 (d, 2H, —CH2—), 4.2 (b,
1H, —CH—), 6.5–6.6 and 6.7–6.8 (dd, 2H, vinylic ——CH2), 7.4 (b,
1H, vinylic—CH—— ), 7.6–8.0 (m, 5H, Ph). ESI-MS (%, fragment) m/z
4102 (10, C60þ 17 unitsþ 8OH), base peak 3862 (100, C60þ 16
unitsþ 5OH), 3602 (5, C60þ 15 unitsþOH), 3146 (12, C60þ 12
unitsþ 8OH), 2906 (15, C60þ 11 unitsþ 5OH), 2474 (5, C60þ 9
unitsþ 2OH). UV-vis (Methanol, nm) 204, 218, 254 and 281 with
extended tailing in the entire visible region.


1, 2 Michael addition product of vinyl crotonate (5a)


Synthesized and purified as above using vinyl crotonate (5) as the
electron deficient olefine. Reaction time: 40 h. Yield¼ 11mg.
Solubility in DMSO and water. FTIR (KBr, cm�1) 3377 (n, O—H),
peaks between 2900–2800 (n, C—H), 1719 (n, C——O), 1641 (n, C——
C), 1428 and 1380 (d, CH3), 1247 (d, (C——O)—O), 1068 (d, C—O—C
ether). 1H NMR (DMSO, d) 1.23 (b, 3H, CH3), 2.7 and 2.8 (d, 2H,
—CH2—), 3.3 (b, 1H, —CH—), 5.3 and 6.6 (two d, 2H, vinylic ——
CH2), 7.4 (d, 1H, vinylic —CH—— ). ESI-MS (%, fragment) m/z 2660
(Mþ, 60, C60þ 14 unitsþ 8OH), 2644 (10, C60þ 14 unitsþ 7OH),
2518 (50, C60þ 13 unitsþ 7OH), 2432 (25, C60þ 13 unitsþ 2OH),
2412 (100, C60þ 13 unitsþOH), 2304 (5, C60þ 12 unitsþ 2OH),
2256 (10, C60þ 11 unitsþ 7OH), 2172 (38, C60þ 11 unitsþ 2OH),
2158 (10, C60þ 11 unitsþOH). UV-vis (Water, nm) structureless
absorption with tailing in entire visible region.


Characterization Techniques


FT-IR spectra were recorded on a Nicolet Magna IR 750
Spectrometer, using KBr pellets. 1H NMR spectra were recorded
on Bruker Av 400 spectrometer operating at frequency of
400MHz in DMSO using TMS as the internal standard. The
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electrospray mass spectra (ESI-MS) were recorded on a
MICROMASS QUATTRO II triple quadrupole mass spectrometer.
The sample (dissolved in water/methanol) was introduced into
the ESI source through a syringe pump at the rate of 5mL per min.
The ESI capillary was set at 3.5 kV and the cone voltage was
20–25 V. The spectra were collected in 6 s scans and the print outs
are averaged spectra of 6–8 such scans. The UV-vis spectra of the
products were recorded on a Varian-CARY 500 UV-VIS-NIR
spectrophotometer in aqueous/methanolic solution at equal
concentration. Thermal properties were measured using a Hi-Res
TGA 2950 Thermogravimetric Analyzer (TA Instruments) attached
to a Thermal Analyst 2100 (Du Pont Instruments) thermal
analyzer, at a heating rate of 108C/min under N2 atmosphere.

Acknowledgements


Authors gratefully acknowledge the support extended by Direc-
tor and Divisional Head. Authors also sincerely acknowledge Dr
Santosh K. Tripathi for useful scientific discussion. Thanks are also
due to A. K. Pandey, Amitabh Chakravarty, A. K. Saxena and
Pushpa Bhargava for recording UV-vis, TGA and FTIR and the
institutes SGPGI and CDRI, Lucknow for recording NMR and Mass
respectively. One of the authors (Rachana Singh) is highly thank-
ful to DRDO for fellowship.

REFERENCES


[1] a) E. D. Bergmann, D. Ginsburg, R. Pappo, Org. React. 1959, 10, 179; b)
D. A. Hunt, Org. Prep. Proc. Int. 1989, 21, 705; c) M. Ihara, K. Fukumoto,
Angew. Chem. Int. Ed. Engl. 1993, 32, 1010; d) P. Perlmutter, Conjugate
Addition Reactions in Organic Synthesis, Pergamon Press, Oxford,
1992; e) R. D. Little, M. R. Masjedizadeh, O. Wallquist, J. I. McLoughlin,
Org. React. 1995, 47, 315; f ) N. Krause, A. Gerold, Angew. Chem. Int. Ed.
Engl. 1997, 36, 186; g) N. Krause, S. Thorand, Inorg. Chim. Acta 1999, 1,
296; h) N. Krause, C. Zelder, in The Chemistry of Dienes and Polyenes,
Vol. 2, (Ed.: Z. Rappoport ) Wiley, New York, 2000, 645–691; i) T. Ibuka,
Organocopper Reagents in Organic Synthesis, Camellia and Rose Press,
Osaka, 2000; j) P. Perlmutter, Conjugated Addition Reactions in
Organic Synthesis, Pergamon Press, Oxford, 1992, 114.


[2] a) A. J. Michael, J. Prakt. Chem. 1887, 35, 379; b) D. Rosenthal, G.
Braundrup, K. H. Davies, M. E. Wall, J. Org. Chem. 1965, 30, 3689; c) J.
Leonard, E. Diez-Barra, S. Merino, Eur. J. Org. Chem. 1998, 1998, 2051;
d) B. E. Rossiter, N. M. Swingle, Chem. Rev. 1992, 92, 771; e) S. G.
Davies, T. D. McCarthy, Synlett 1995, 1995, 700; f ) A. Boruah, M.
Boruah, D. Prajapati, J. S. Sandhu, Synth. Commun. 1998, 28, 653; g) H.
Maeda, G. A. Kraus, J. Org. Chem. 1997, 62, 2314.


[3] a) P. L. Fuchs, T. F. Braish, Chem. Rev. 1986, 86, 903; b) E. Ghera, E.
Ben-Yaakov, T. Yechezkel, A. Hassner, Tetrahedron Lett. 1992, 33, 2741;
c) I. O’Neil Ed Cleator, J. M. Southern, J. F. Bickley, D. J. Tapolezay,
Tetrahedron Lett. 2001, 42, 8251.


[4] a) G. R. Newkome, A. Mishra, C. N. Moorefield, J. Org. Chem. 2002, 67,
3957; b) The Chemistry of Enones, pt. 1; Wiley, New York, 1989, The
article by Boyd, pp. 281, Dival; Geribaldi, pp. 355; c) J. E. Murtagh, S. H.
McCooey, S. Cannon, J. Chem. Commun. 2005, 227; d) M. J. O’Donnel,
F. Delgado, E. Dominguez, J. deBlas, W. L. Scott, Tetrahedron Asymm.
2001, 12, 82.


[5] a) W. Friedman, J. Org. Chem. 1966, 31, 2888; b) T. Ring, J. Moore,
J. Org. Chem. 1967, 32, 1091; c) J.-M. Yang, S.-J. Ji, D.-G. Gu, Z.-L. Shen,
S. Y. Wang, J. Orgmet. Chem. 2005, 690, 2989; d) G. Bartoli, M.
Bartolacci, A. Giuliani, E. Marcantoni, M. Massaccesi, E. Torregiani,
J. Org. Chem. 2005, 70, 169.


[6] a) G. V. M. Sharma, V. G. Reddy, A. S. Chander, K. R. Reddy, Tetrahedron
Asymm. 2002, 13, 21; b) R. Ballini, G. Bosica, M. V. Gil, E. Roman, J. A.
Serrano, Tetrahedron Asymm. 2002, 13, 1773.


[7] A. Kamimura, N. Murakami, F. Kawahara, K. Yokota, Y. Omata, K.
Matsuura, Y. Oishi, R. Morita, H. Mitsudera, H. Suzukawa, A. Kakchi, M.
Shirai, H. Okamoto, Tetrahedron 2003, 59, 9537.

J. Phys. Org. Chem. 2008, 21 225–236 Copyright � 2008 John W

[8] a) J. d’Angelo, D. Desmaele, F. Dumas, A. Guingant, Tetrahedron
Asymm. 1992, 3, 459; b) Y. S. Kim, S. Matsunaga, J. Das, A. Sekine,
T. Ohshima, M. Shibasaki, J. Am. Chem. Soc. 2000, 122, 6506; c) N.
Krause, A. Hoffmann-Roder, Synthesis, 2001, 2001, 171; d) A. Alexakis,
C. Benhaim, Eur. J. Org. Chem. 2002, 2002, 3221; e) L. M. Urbaneja, A.
Alexakis, N. Krause, Tetrahedron Lett. 2002, 43, 7887; f ) J. Christoffers,
A. Baro, Angew. Chem. Int. Ed. 2003, 42, 1688; g) N. Halland, T.
Velgaard, K. A. Jorgensen, J. Org. Chem. 2003, 68, 5067; h) M.
Watanabe, K. Murata, T. Ikariya, J. Am. Chem. Soc. 2003, 125, 7508;
i) K. Majima, R. Takita, A. Okada, T. Ohshima, M. Shibasaki, J. Am.
Chem. Soc. 2003, 125, 15837.


[9] A. Boruah, M. Baruah, D. Prajapati, J. S. Sandhu, Synth. Commun. 1998,
28, 653.


[10] a) B. C. Ranu, S. S. Dey, A. Hajra, ARKIVOC 2002, vii, 76; b) V. Gallo, D.
Giardina-Papa, P. Mastrorilli, C. F. Nobile, G. P. Suranna, Y. Wang,
J. Organomet. Chem. 2005, 690, 3535.


[11] a) F. Denes, F. Chemla, J. Norman, Eur. J. Org. Chem. 2002, 21, 3536; b)
M. Rejzek, R. A. Stockman, Tetrahedron Lett. 2002, 43, 6505; c) N.
Prabagaran, S. Abraham, G. Sundararanjan, ARKIVOC 2002, vii,
212.


[12] a) R. C. Haddon, Acc. Chem. Res. 1992, 25, 127; b) P. M. Allemand, K. C.
Khemani, A. Koch, F. Wuld, K. Holczer, S. Donovan, G. Gruner, J. D.
Thompson, Science 1991, 253, 301; c) A. W. Jensen, S. R. Wilson, D. I.
Schuster, Bioorg. Med. Chem. 1996, 4, 767; d) J. C. Withers, R. O. Loutfy,
T. P. Lowe, Fullerene Sci. Technol. 1997, 5, 1; e) H. Imahori, Y. Sakata,
Adv. Mater. 1997, 9, 537; f ) M. Prato, J. Mater. Chem. 1997, 7, 1097; g)
R. E. Smalley, B. I. Yakobson, Solid State Commun. 1998, 107, 597; h) B.
Coq, J. M. Planeix, V. Brotons, Appl. Catal. A 1998, 173, 175; i) F.
Diederich, M. Gomez-Lopez, Chem. Soc. Rev. 1999, 28, 263; j) T.
Da Ros, M. Prato, Chem. Commun. 1999, 663.


[13] a) C. J. Hawker, Macromlecules 1994, 27, 4836; b) L. J. Dai, Macromol.
Sci. -Rev. Macromol. Chem. Phys. C 1999, 39, 273; c) F. Y. Li, Y. L. Li, Z. X.
Guo, Y. M. Mo, L. Z. Fan, F. L. Bai, D. B. Zhu, Solid State Commun. 1998,
107, 189; d) L. Pasimeni, L. Franco, M. Ruzzi, A. Mucci, L. Schenetti, C.
Luo, D. M. Guldi, K. Kordatos, M. Prato, J. Mater. Chem. 2001, 11, 981;
e) A. Hirsch, Adv. Mater. 1993, 5, 859.


[14] a) Y. Chen, W. S. Huang, Z. E. Huang, R. F. Cai, S. M. Chen, X. M. Yan, Eur.
Polym. J. 1997, 33, 823; b) B. C. Yu, Y. Chen, R. F. Cai, Z. E. Huang, Y. W.
Xiao, Eur. Polym. J. 1997, 33, 1049; c) E. T. Samulski, J. M. DeSimone,
M. O. Hunt, Jr, Y. Z. Menceloglu, R. C. Jarnagin, G. A. York, K. B. Labat,
H. Wang, Chem. Mater. 1992, 4, 1152; d) G. D. Wignall, K. A. Affholter,
G. J. Bunick, M. O. Hunt, Jr Y. Z. Menceloglu, J. M. DeSimone, E. T.
Samulski, Macromolecules 1995, 28, 6000; e) D. Stewart, C. T. Imrei,
Chem. Commun. 1996, 1383; f ) T. Cao, S. E. Webber, Macromolecules
1995, 28, 3741; g) C. E. Bunker, G. E. Lawson, Y. P. Sun,Macromolecules
1995, 28, 3744; h) A. G. Camp, A. Lary, W. T. Ford, Macromolecules
1995, 28, 7959; i) L. Y. Wang, V. Ananthraj, K. Ashok, L. Y. Chiang, Synth.
Met. 1999, 103, 2350; j) J. D. He, J. Hang, S. D. Li, M. K. Cheung, J. Appl.
Polym. Sci. 2001, 81, 1286.


[15] a) C. J. Hawker, K. L. Wooley, J. M. J. Frechet, Chem. Commun. 1994,
925; b) K. L. Wooley, C. J. Hawker, J. M. J. Frechet, F. Wudl, G. Srdanov,
S. Shi, C. Li, M. Kao, J. Am. Chem. Soc. 1993, 115, 9836; c) A. M.
KawaguchiIkeda, S. Shinkai, J. Chem. Soc. Perkin Trans. 1998, 1, 179; d)
B. Dardel, R. Deschenaux, M. Even, E. Serrano, Macromolecules 1999,
32, 5193; e) T. Nishioka, K. Tashiro, T. Aida, J.-Y. Zheng, K. Kinbara, K.
Saigo, S. Sakamoto, K. Yamaguchi, Macromolecules 2000, 33, 9182; f )
S. Campidelli, J. Lenoble, J. Barbera, F. Paolucci, M. Marcaccio, D.
Paolucci, R. Deschenaux, Macromolecules 2005, 38, 7915; g) W.-S. Li,
K. S. Kim, D.-L. Jiang, H. Tanaka, T. Kawai, J. H. Kwon, D. Kim, T. Aida,
J. Am. Chem. Soc. 2006, 128, 10527.


[16] a) M. Prato, M. Maggini, Acc. Chem. Res. 1998, 31, 519; b) A. Hirsch, B.
Nuber, Acc. Chem. Res. 1999, 32, 795; c) F. Diederich, R. Kessinger, Acc.
Chem. Res. 1999, 32, 537; d) L. Echegoyen, L. E. Echegoyen, Acc. Chem.
Res. 1998, 31, 593; e) N. Martin, L. Sanchez, B. Illescas, I. Perez, Chem.
Rev. 1998, 98, 2527; f ) A. Hirsch (Ed.), Fullerene and Related Structures,
Springer, Berlin, 1999; g) H. Al-Matar, A. K. Abdul-Sada, A. G. Avent,
P. W. Fowler, P. B. Hitchcock, K. M. Rogers, R. Taylor, J. Chem. Soc. Perkin
Trans. 2002, 2, 53.


[17] a) R. Signorini, M. Zerbetto, M. Meneghetti, R. Bozio, M. Maggini,
C. De Faveri, M. Prato, G. Scorrano, Chem. Commun. 1996, 1891;
b) M. Maggini, C. D. Faveri, G. Scorrano, M. Prato, G. Brusatin, M.
Guglielmi, M. Meneghetti, R. Signorini, R. Bozio, Chem. Eur. J. 1999, 5,
2501.


[18] a) H. Imahori, Y. Sakata, Eur. J. Org. Chem. 1999, 1999, 2445; b) D. M.
Guldi, Chem. Commun. 2000, 321; c) D. M. Guldi, M. Prato, Acc. Chem.

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


2
3
5







R. SINGH AND T. GOSWAMI


2
3
6


Res. 2000, 33, 695; d) D. Gust, T. A. Moore, A. L. Moore, Acc. Chem. Res.
2001, 34, 40.


[19] a) F. Kasermann, C. Kempf, Antiviral Res. 1997, 34, 65; b) T. H. Ueng, J. J.
Kang, H. W. Wang, Y. W. Cheng, L. Y. Chiang, Toxicol. Lett. 1997, 93,
29.


[20] T. H. Goswami,, R. Singh, S. Alam, G. N. Mathur, Chem. Mater. 2004, 16,
2442.


[21] a) Y. M. Li, K. Hinokuma, Solid States Ionics 2002, 150, 309;
b) K. Hinokuma, M. Ata, Chem. Phys. Lett. 2001, 341,
442.


[22] T. H. Goswami, R. Singh, in: Fullerene Research Advances, (Ed.: Carl N.
Kramer, ) NOVA Science Publishers, NY, 2007, Chapter 3 (ISBN:
1-60021-824-5).


[23] a) T. H. Goswami, B. Nandan, S. Alam, G. N. Mathur, Polymer 2003,
44, 3209; b) R. Singh, T. H. Goswami, Synth. Met. 2007, DOI:
10.1016/j.synthmet.2007.09.006


[24] a) L. Y. Chiang, R. B. Upasani, J. W. Swirczewski, J. Am. Chem. Soc. 1992,
114, 10154; b) L. Y. Chiang, L. Y. Wang, S. M. Tseng, J. S. Wu, K. H. Hsieh,

www.interscience.wiley.com/journal/poc Copyright � 2008

Chem. Commun. 1994, 2675; c) L. Y. Chiang, L. Y. Wang, C. S. Kuo,
Macromolecules 1995, 2, 7574.


[25] M. E. Rincon, H. Hu, J. Campos, J. Ruiz-Garcia, J. Phys. Chem. B 2003,
107, 4111.


[26] Y. M. Li, K. Hinokuma, Solid States Ionics 2002, 150, 309.
[27] J. Kyokane, K. Tokugi, D. Uranishi, M. Miyata, T. Ueda, K. Yoshino,


Synth. Met. 2001, 121, 1129.
[28] a) H. Jin, W. Q. Chen, X. W. Tang, L. Y. Chiang, C. Y. Yang, J. V. Schloss,


J. Y. Wu, J. Neurosci. Res. 2000, 62, 600; b) H. S. Lai, W. J. Chen, L. Y.
Chiang,World J. Surg. 2000, 24, 450; c) H. M. Huang, H. Ou, S. J. Hsieh,
L. Y. Chiang, Br. J. Pharmacol. 1999, 126, 778; d) Y. L. Lai, W. Y. Chiou,
F. J. Lu, L. Y. Chiang, J. Pharmacol. 1998, 123, 1097; e) T. H. Ueng, J. J.
Kang, H. W. Wang, Y. W. Chen, L. Y. Chiang, Toxicol. Lett. 1997, 93,
29; f ) Y. L. Lai, L. Y. Chiang, J. Auton. Pharmacol. 1997, 17, 229; g)
M. C. Tsai, Y. H. Chen, L. Y. Chiang, J. Pharm. Pharmacol. 1997, 49, 438


[29] Y. P. Sun, M. Bin, Chem. Phys. Lett. 1995, 233, 57.
[30] T. H. Goswami, R. Singh, S. Alam, G. N. Mathur, Thermochim. Acta.


2004, 419, 97.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 225–236








Special Issue


6
8
2


Received: 4 October 2007, Revised: 7 February 2008, Accepted: 8 February 2008, Published online in Wiley InterScience: 23 May 2008

(www.interscience.wiley.com) DOI 10.1002/poc.1356

Formylation of activated arenes by phenyl
formate: implications for the mechanism of
the Fries rearrangement of aryl formates
Alessandro Bagnoa, Willi Kantlehnerb and Giacomo Saiellic*

We present an NMR and DFT investigation of t

J. Phys. Or

he reaction of phenyl formate with 3-methoxyphenol and
3,5-dimethoxyphenol with excess BCl3. The products obtained (3-methoxy- and 3,5-dimethoxy-salicylaldehyde,
respectively) are the same as those resulting from the Fries rearrangement of 3-methoxy- and 3,5-dimethoxy-phenyl
formate. These results represent a novel regioselective synthetic route to aromatic aldehydes, using phenyl formate
as a source of formylating agent. They also unambiguously prove that the Fries rearrangement of aryl formates
(that we recently investigated in J. Org. Chem. 71, 9331–9340, 2006) is intermolecular: the intermediate formyl
chloride is released in situ and, in turn, it formylates the intermediate dichloroborate ester of 3-methoxy- and
3,5-dimethoxy-phenol in a second independent step. The —BCl2 moiety bound to the aryl oxygen of the substituted
phenol interacts with the formyl chloride strongly favouring the ortho substitution. Copyright � 2008 John Wiley &
Sons, Ltd.
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INTRODUCTION


The Fries rearrangement transforms an aryl ester into a
hydroxycarbonyl compound, typically a ketone.[1,2] Excess of a
Lewis acid is needed; whether the para or ortho isomer is
obtained it depends strongly on the experimental conditions like
temperature, substrate and, most important, the Lewis acid. In
the last decade new catalysts, such as heteropoly acids[3,4] and
metal triflates,[5] as well as new reaction methodologies, such as
microwave irradiation[6] and ionic liquids as solvents,[7] have been
successfully applied to the Fries rearrangement.
Despite the importance of the reaction in organic synthesis,


the details of the mechanism are still unclear. Intramolecular
mechanisms have been proposed, particularly in those cases
where the ortho isomer is the main or the only product,[8] as well
as intermolecular ones, particularly where the para isomer is the
dominant product.[9–13]


Recently, the Fries rearrangement has been extended to aryl
formates, thus providing a convenient route to the synthesis of
hydroxybenzaldehydes, as shown in Scheme 1.[14]


BCl3 and BBr3, under appropriate experimental conditions,
were found to be good catalysts for this reaction.[14] The choice of
the Lewis acid appears particularly important since earlier
attempts to perform the Fries rearragement of aryl formates
using BF3, AlCl3, HF, or polyphosphoric acid failed.[15–17]


We have been involved in a detailed mechanistic study of the
Fries rearrangement of aryl formates promoted by BCl3, using
NMR spectroscopy (1H, 2H, 13C, and 11B) and DFT calcu-
lations.[18,19] The general picture that emerged was the following:
the reaction, after the rapid complexation of the substrate at the
carbonyl oxygen (shown in Scheme 2), proceeds with two main
steps: in the first step, the aryl oxygen–carbon bond is cleaved
and formyl chloride is released in situ, together with the
formation of a dichloroborate ester of the corresponding phenol.

g. Chem. 2008, 21 682–687 Copyright �

Therefore the reaction is intermolecular. In the second step, a
Friedel-Crafts acylation takes place; nevertheless, only the ortho
product is obtained since the Ar—OBCl2 moiety of the
intermediate interacts with the formylating agent (formyl
chloride) driving the reaction through the ortho path. MP2
calculations (on DFT-optimized geometries) agreed with this
view: in fact, at the level of theory used in our previous work, the
para Wheland intermediate was not found on the potential
energy surface.[19]


Despite the clear-cut evidence collected in our previous work,
regarding the formation of formyl chloride as formylating agent,
the intermolecular nature of the reaction remained open to
doubt, for example, concerning the extent of separation of the
two intermediates in the solvent cage.
The proposed mechanism amounts to a formylation of


activated arenes (the intermediate obtained from the substrate
in the first step) using an aryl formate (the substrate itself ) as a
source of formyl chloride. It is then conceivable a ‘‘cross’’ Fries
rearrangement where the aryl formate providing the formylating
agent is different from the substituted phenol to be formylated.

2008 John Wiley & Sons, Ltd.







Scheme 1. Fries rearrangement of aryl formates


FORMYLATION OF ARENES BY PHENYL FORMATE

The outcome of such an experiment would be twofold: first, it
would provide further evidence of the proposed reaction
mechanism of the Fries rearrangement of aryl formates, definitely
supporting the intermolecular, regioselective, path; second, it
would represent a novel synthetic route to aromatic aldehydes
using a proper aryl formate as a source of the formyl group.

EXPERIMENTAL


Preparation of samples


The reaction mixtures were prepared by mixing the substituted
phenol and phenyl formate directly in the NMR tube with a
concentration of ca. 0.06M each (ca. 0.6ml), and then adding ca.
0.1ml of a 1M solution of BCl3 in heptane, that is, with a nominal
0.15M concentration of BCl3. This 2.5-fold excess is necessary in
order to allow for the consumption of one equivalent of BCl3 by
reaction with the phenol, thus leaving another equivalent to form
the complex with phenyl formate and still leaving some excess
free BCl3.
The reaction mixture was kept in ice during the first few


minutes before inserting the tube into the probehead, except for
the time needed to mix the reactants using a vortex and to insert
the tube into the spinner and wiping it. Usually the tube was
allowed to equilibrate for a few minutes before starting the
acquisition. The solution turns to a pale orange/yellow colour as

Scheme 2. The main steps of the Fries rearrangement of aryl formates as pro
substituent R


Scheme 3. Reaction of phenyl formate and 3-methoxyphenol with excess


J. Phys. Org. Chem. 2008, 21 682–687 Copyright � 2008 John W

soon as BCl3 is added and eventually it becomes dark red as the
substrate has completely reacted.


NMR spectroscopy


1H measurements have been run at 400MHz with a 5-mm
multinuclear BBI probehead and at 300MHz with a 5-mm
multinuclear BBO probehead. 11B NMR measurements have been
run with a 5-mm multinuclear BBO probehead at 96MHz.


DFT calculations


Dealing with boron compounds requires an appropriate
description of dative bonds. The MPW1K functional[20] has
proved to be effective, in conjunction with 6-311þG** basis set,
for boron compounds. This level of theory has been used in this
work for geometry optimization, frequency analysis, and for the
calculation of the Gibbs free energy corrections and ZPE
corrections at 298 K. The electronic energy has been calculated
at the MP2/6-311þG** level of theory, using the structures
optimized at the DFT level, and the final Gibbs free energy has
been calculated adding the thermal corrections calculated at the
DFT level, following the protocol of Reference [19]. Calculations
were run using the Gaussian 03 software package.[21]

RESULTS AND DISCUSSION


In order to get more insight on the reaction mechanism of the
Fries rearrangement of 3-methoxyphenyl formate we have
investigated the behaviour of a mixture of phenyl formate and
3-methoxyphenol with excess BCl3, shown in Scheme 3.
Phenyl formate, with excess BCl3, does not rearrange to the


Fries product: neither the para- nor the ortho-hydroxy-aldehyde
are observed.[14] Nonetheless, according to our proposed

posed in Reference [19]. The occurrence of the 2nd step depends on the


BCl3


iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


6
8
3







Figure 1. Final 1H NMR spectrum (300MHz, 283K, CDCl3) of the 1:1 mixture (0.06M) of phenyl formate and 3-methoxyphenol with excess (0.15M) of BCl3


Figure 2. Structure of the transition state for the formylation of


3-methoxyphenyl dichloroborate (MPW1K/6-311þG**). The B–O distance
(oxygen of formyl chloride) is 1.553 Å, while the C–C distance of the C–C


bond being formed is 2.192 Å. C blue; H grey; O red; Cl green; B purple
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mechanism, the first step of Scheme 2 takes place after the
pre-equilibrium, producing the intermediate phenol dichlorobo-
rate ester with the release of formyl chloride.[19] The latter, in
absence of a sufficiently reactive substrate to formylate,
slowly decomposes into CO and HCl. However, in the presence
of 3-methoxyphenyl dichloroborate, which is the intermediate
in the 1st step of Scheme 2 for the rearrangement of
3-methoxyphenyl formate, we should obtain 3-methoxysali-
cylaldehyde exactly as from the Fries rearrangement of
3-methoxyphenyl formate itself.
The initial spectrum of the equimolar mixture of phenyl


formate and 3-methoxyphenol with excess BCl3 is just the
superposition of the 1H NMR spectrum of the complex of phenyl
formate with BCl3 at the carbonyl oxygen (e.g., we observe the
formyl resonance at 9.23 ppm[19]) and the dichloroborate ester of
3-methoxyphenol.
In Fig. 1, we show the final 1H NMR spectrum of the same


reaction mixture. The formation of the Fries product
(3-methoxysalicylaldehyde) is clearly demonstrated by the
aldehyde resonance at 8.73 ppm with its typical broad, doublet-
like signal, due to long-range coupling with 10B and 11B, as
obtained from the direct Fries rearrangement of 3-metho-
xyphenyl formate.[19]


Also, the time evolution of the 11B NMR spectrum of the above
reaction mixture closely resembles the one observed for
3-methoxyphenyl formate with excess BCl3.


[19] The 11B signal
of the final product is observed at 8.3 ppm.
Therefore, the mixture of phenyl formate and


3-methoxyphenol with an excess of BCl3 yields the same product
as the Fries rearrangement of 3-methoxyphenyl formate under
the same experimental conditions.
One might reasonably wonder whether or not a transester-


ification occurs, in such acidic conditions, first producing
3-methoxyphenyl formate which then would undergo a Fries
rearrangement as observed in Reference [19]. In such a case, the
fact that the mixture of phenyl formate and 3-methoxyphenol
yields the same product as 3-methoxyphenyl formate would not
add any new information. However, we can safely discard this

www.interscience.wiley.com/journal/poc Copyright � 2008

occurrence. In fact, during the course of the reaction, only three
aldehyde signals (phenyl formate at 8.98 ppm, formyl chloride at
9.70 ppm and final product at 8.70 ppm) and twomethoxy signals
(3-methoxyphenol at 3.83 ppm and final product at 4.02 ppm) are
observed. More important, the aromatic region between 6.80 and
7.00 ppm, where most aromatic signals of the complex of
3-methoxyphenyl formate with BCl3 lie,[19] shows no new
resonances. It is likely that the quantitative reaction of
3-methoxyphenol with BCl3 (note that the phenol OH resonance
at 4.83 ppm disappears after the addition of BCl3) prevents any
nucleophilic attack of 3-methoxyphenol to phenyl formate.
In the proposed mechanism, an essential role is played by the


Ar—OBCl2 intermediate, where the tri-coordinated boron can still
act as Lewis acid, in coordinating formyl chloride and driving the
reaction through the ortho pathway.[15] The transition state for
the formylation that we identified in Reference[19], regarding
3-methoxyphenyl formate, is shown in Fig. 2.
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Figure 3. Final 1H NMR spectra of the reactionmixtures (0.06M in substrates) obtained from treatment with excess BCl3 (0.08M in the first two cases and
0.15M in the last case) of: (top) phenyl formate, 400MHz, 298 K, CDCl3; (middle) 3,5-dimethoxyphenyl formate, 300MHz, 301 K, CDCl3; 1:1 mixture of


phenyl formate and 3,5-dimethoxyphenol, 300MHz, 301 K, CDCl3


Figure 4. Time evolution of the normalized integrated intensity, I, of the
8.3 ppm signal of the salicylaldehyde in the 11B spectrum for the solution


of 1:1 mixture of phenyl formate (0.06M) with: (open circles)


3-methoxyphenol at 283 K, (open squares) 3,5-dimethoxyphenol at


268 K, and excess of BCl3 (0.15M). Dashed lines represent the best fit
to the function I(t)¼ 1�exp[�k (t�t0)] (however, this may not imply


first-order kinetics; see text)
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We note that the B—O bond is formed ahead of the C—C
bond. Therefore, the interaction of the oxygen of HCOCl with the
Lewis acid moiety is essential to lower the reaction barrier for the
formylation. Accordingly, we have investigated the reaction of a
1:1 mixture of phenyl formate and anisole with excess BCl3: in
agreement with the proposed mechanism, no anisaldehyde was
observed in the 1H NMR spectrum (as inferred from the lack of
resonances above 8 ppm), while the final 11B NMR spectrum
showed only the signal of free BCl3 (46.5 ppm) and phenyl
dichloroborate (31.8 ppm).
These results represent an unambiguous proof that the Fries


rearrangement of aryl formates proceeds via an intermolecular,
albeit highly regioselective, pathway. Phenyl formate, in the
presence of an excess of boron trichloride, behaves as a source of
formyl chloride which, in turn, formylates 3-methoxyphenyl
dichloroborate present in the mixture. This observation may be
exploited to devise a synthetic route to aromatic aldehydes using
phenyl formate as a source of formylating agent.
However, the substrate to be formylated needs to be activated


for electrophilic substitution: phenyl dichloroborate does not
react, in contrast to the analogous 3-methoxyphenyl dichlor-
oborate. Similarly, toluene was not formylated to tolualdehyde
under the same experimental conditions.[19] It is then interesting
to study the reaction of a substrate more reactive towards
formylation than 3-methoxyphenyl formate, like 3,5-dimethoxy-
phenyl formate.
In Fig. 3 we show the final 1H NMR spectra of solutions of (top)


phenyl formate, (middle) 3,5-dimethoxyphenyl formate and
(bottom) a 1:1 mixture of phenyl formate and 3,5-dimethox-
yphenol, all with an excess of BCl3. The last spectrum is clearly the
superposition of the first two, indicating that, also in this case, the
reaction of a mixture of phenyl formate and 3,5-dimethoxy-
phenol with excess of BCl3 leads to 3,5-dimethoxysalicylaldehyde
exactly as obtained from the Fries rearrangement of 3,5-
dimethoxyphenyl formate under the same experimental
conditions.

J. Phys. Org. Chem. 2008, 21 682–687 Copyright � 2008 John W

11B data can be fitted by first-order kinetics in the product
(Fig. 4). However, only the reaction of 3-methoxyphenol
with phenyl formate is sufficiently slow to allow for a reliable
collection of data points, leading to an effective rate constant
k¼ 9.4� 10�5 s�1. The reaction of 3,5-dimethoxyphenol is
significantly faster even at a lower temperature: by the time
the NMR tube has been inserted into the probe and equilibrated
about 2/3 of the product have already been formed, so that the
derived rate constant is only crudely estimated. These circum-
stances somewhat limit the mechanistic proposals that can be
drawn. At this stage, we can only make the following
observations. (a) A low concentration of HCOCl is maintained
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Figure 5. Gibbs free energy profile (with thermal corrections at 298 K) for the Fries rearrangement of (~) phenyl formate; (*) 3-methoxyphenyl
formate; (&) 3,5-dimethoxyphenyl formate (MP2/6-311þG**//MPW1K/6-311þG**)
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during the reaction;[19] (b) the reactivity of 3,5-dimethoxyphenol
is higher than that of 3-methoxyphenol. These two results
provide conflicting evidence, suggesting electrophile formation
or electrophilic attack to be the rate-determining step,
respectively. This contradiction can be reconciled assuming that
both steps have comparable rates, which may lead to a reaction
profile hardly distinguishable from first-order kinetics.
A systematic investigation of the kinetics, by varying the


relative concentrations of substrates and Lewis acid, and the
temperature, is needed to elucidate the details of themechanism.
QM calculations of the reaction profile are in agreement with


the experimental findings. Starting from the various structures
(reactants, intermediates, transition states and products) inves-
tigated in Reference [19] concerning 3-methoxyphenyl formate,
we have recalculated the reaction profile for the reaction of
phenyl formate and 3,5-dimethoxyphenyl formate focussing
on the two transition states identified therein. The first one
concerns the migration of the Lewis acid moiety from the
carbonyl oxygen to the aryl oxygen (after nucleophilic attack of
a chloride anion to the carbonyl[19]); the second is a standard
intermolecular Friedel-Crafts acylation. A summary of the
reaction profile is shown in Fig. 5.
The activation barrier for the first step (DGz of about 18 kcal/


mol) of the reaction is essentially unaffected by the substitution
of the aromatic ring. In fact, we recall that all the formates
investigated, in the presence of an excess of BCl3, undergo
ArO—CHO bond cleavage with the release of formyl chloride. In
contrast, the activation barrier for the second step, the Friedel-
Crafts acylation is, as one might expect, indeed influenced by
substitution. In particular, QM calculations predict that the
activation barrier for the formylation of phenyl dichloroborate is
rather high, DGz being more than 30 kcal/mol, while it is reduced
to about 26 kcal/mol for 3-methoxyphenol and further reduced to
22 kcal/mol for 3,5-dimethoxyphenol. Therefore, in this qualita-
tive scale, at least one methoxy group is necessary to activate the
aromatic ring together with the presence of an—OBCl2 moiety to
drive the reaction through the ortho pathway.

www.interscience.wiley.com/journal/poc Copyright � 2008

CONCLUSIONS


We have presented experimental and computational results
concerning the reaction of phenyl formate with activated arenes
with excess BCl3. The present study fully confirms the
intermolecular mechanism of the Fries rearrangement of aryl
formates proposed in our previous work.[19] Summarizing, the
Fries rearrangement promoted by BCl3 is understood to be a
typical Friedel-Crafts acylation where the acylating agent is
HCOCl generated in situ by cleavage of a formate ester. HCOCl is a
weak acylating agent, also because it decomposes rapidly.
However, despite the intermolecular pathway, high ortho
regioselectivity is achieved because HCOCl remains coordinated
to the —OBCl2 moiety present in the intermediate phenol ester,
thus driving the formylation towards the closest nucleophilic
ortho carbon.
On the other hand, the reaction investigated here may


represent a synthetically useful procedure for formylation of
activated arenes, using phenyl formate as a source of formyl
chloride, thereby avoiding the use of CO and HCl under high
pressure as in the well-known Gattermann-Koch method.[22]
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How can a chemical system act purposefully?
Bridging between life and non-life
Addy Prossa*

One of life’s most striking characteristics is its purpo

J. Phys. Or

seful (teleonomic) character, a character already evident at the
simplest level of life – a bacterial cell. But how can a bacterial cell, effectively an aqueous solution of an assembly of
biomolecules and molecular aggregates within a membrane (that is itself a macromolecular aggregate), act
purposefully? In this review, we discuss this fundamental question by showing that the somewhat vague concept
of purpose can be given precise physicochemical characterization, and can be shown to derive directly from the
powerful kinetic character of the replication reaction. At the heart of our kinetic model is the idea that the stability
that governs replicating systems is a dynamic kinetic stability, one that is distinctly different to the thermodynamic
stability that dominates the inanimate world. Accordingly, living systems constitute a kinetic state of matter as
opposed to the thermodynamic states that dominate the inanimate world. Thus, the model is able to unite animate
and inanimate within a single conceptual framework, yet is able to account for life’s unique characteristics, amongst
them its purposeful character. As part of that unification, it is demonstrated that key Darwinian concepts are special
examples of more general chemical concepts. Implications of the model with regard to the possible synthesis of living
systems are discussed. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Attempts to understand the relationship between animate and
inanimate matter have been the goal of much philosophic and
scientific thinking since ancient times. At the very heart of this
issue lies the problem of the origin of life, which stubbornly
remains one of the major scientific riddles still awaiting
resolution. This latter problem is not merely historical in nature,
namely, what was the specific path taken on the extended road
from inanimate to animate, but much more fundamental: what
laws of physics and chemistry are consistent with the
transformation of some prebiotic inanimate system into the
highly complex and dynamic system that is life? A number of
secondary questions, also unresolved, derive from the primary
problem. For example, given that living things are both
replicative and metabolic, what characteristic emerged first?[1,2]


Did some early replicator become metabolic, or did some
metabolic system become replicative, or possibly, did a system
that was simultaneously replicative and metabolic emerge at
some point? This lack of fundamental understanding has
far-reaching consequences. It means, for example, that not only
are we unable to synthesize life in practice, but that we are even
unable to offer a plausible theoretical scheme that in principle
could lead to the synthesis of a simple living system. Whitesides[3]


recently summarized the current state of understanding: ‘Most
chemists believe, as do I, that life emerged spontaneously from
mixtures of molecules in the prebiotic Earth. How? I have no idea.
Perhaps, it was by the spontaneous emergence of ‘‘simple’’
autocatalytic cycles and then by their combination. On the basis
of all the chemistry that I know, it seems to me astonishingly
improbable’.
Of course what makes life such a special chemical system is not


just its extraordinary complexity, but one particular characteristic
that is unique to living systems and places them in a totally

g. Chem. 2008, 21 724–730 Copyright �

different class to inanimate systems – living systems are
purposeful, or to use the scientific term coined by biologists,
teleonomic.[4–6] Kauffman[7] has expressed that behavior pattern
as follows: living systems are autonomous agents – they act on their
own behalf. Thus, in contrast to non-living systems, living systems
appear to operate according to some explicit agenda, rather than
merely obeying established laws of physics and chemistry. Given
the above comments, the problem of the emergence of lifemight
then be reformulated as follows: what laws of physics and
chemistry can explain the conversion of ‘regular’ chemical
systems, whose behavior can be understood solely on the basis of
the standard laws of physics and chemistry, into ones that of
course still obey those laws, yet somehow operate on their own
behalf, that seem ‘to do their own thing’. As we subsequently
discuss, teleonomic behavior is not just observed at the
organismic level – birds, bees, camels, and humans, but is
already starkly evident at the single cell level. Indeed, Monod[8]


termed the existence of this purposeful behavior of all living
systems, whether single-cell or multi-cellular, ‘the central problem
of biology’. As Monod pointed out, the essence of the scientific
revolution of the 17th century was the profound realization that
the laws of Nature are devoid of purpose, that the universe is
objective. That being the case, Monod was led to ask: how could
projective (purposeful) systems have emerged from an objective
universe?
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The need to address Monod’s paradox extends beyond
resolving philosophic issues regarding the nature of the universe.
Indeed, Monod’s question can be rephrased so as to give it amore
scientific focus: Can the teleonomic character associated with all
living systems be explained in chemical terms, that is, in the same
kinds of chemical terms that we use to explain the hardness of
crystals, the electrical conductivity of metals, or the immiscibility
of hexane and water? Is teleonomy a chemical characteristic of
certain material forms that can be specified in advance? If living
systems are characterized by their teleonomic character, it
follows that if we can specify that character in chemical terms,
one might obtain greater insight into the kinds of chemical
transformation that would have induced inanimate matter to
complexify into living systems. Just as we have today a
fundamental understanding of the physicochemical relationship
between solid, liquid, and gas phases, we should strive for a
similar level of understanding regarding the relationship
between animate and inanimate material forms. That, after all,
is a major goal of all scientific endeavor – to organize diverse
empirical data into ‘patterns of understanding’ – what we term
rules, and subsequently to unify localized rules into more
fundamental and more general patterns that we term laws.
Clearly, then a single unifying framework encompassing both
living and non-living could have far-reaching scientific implica-
tions. Its ultimate achievement – at present a distant dream –
would be to offer, at least in principle, a process by which
inanimate matter could be transformed into a living system, that
is, the outlines of a recipe for the synthesis of life.


DISCUSSION


The purposeful nature of living systems


In attempting to relate living and non-living, a sensible starting
point might appear to be to seek agreement on a broad
definition of life. However, as has become starkly evident over
recent years, such attempts are fraught with difficulty – all
definitions seem fallible in that exceptions are readily found.[9] To
illustrate the problem, consider one of the most widely cited
current definitions of life expounded by NASA, based on an
earlier formulation by Joyce:[10] ‘Life is a self-sustained chemical
system capable of undergoing Darwinian evolution’. However,
even putting aside minor questions regarding that particular
definition, there is one key aspect of living systems that the
definition overlooks, one that was strikingly obvious well before
Darwin. Any one of our early ancestors, faced with an attacking
predator, would have had an intuitive appreciation of what life
(and death) is about without knowing what was meant by a
self-sustained chemical system or having ever heard about
Darwinian evolution. Similarly, a 3-year-old child already has
some intuitive understanding of, say, the difference between a
living dog and a toy one,[11] without knowing anything about
nucleic acids, metabolism, entropy, or Darwinian selection. So, in
a very real sense defining life in terms of replicating Darwinian
systems seems to miss a key aspect of what life actually entails.
Even the characteristic of replication (reproduction), central to
most life definitions, may be less fundamental to characterizing
life than is generally believed. Is a replicating molecule that
undergoes mutation and Darwinian type selection, alive? We
would argue it is not. No single molecule can be reasonably
classified as alive just because under certain chemical conditions
it can catalyze the formation of copies of itself from appropriate

J. Phys. Org. Chem. 2008, 21 724–730 Copyright � 2008 John W

chemical building blocks. That reaction, like any other chemical
reaction, is governed by standard and well-established chemical
principles, and involves the reorganization of bonding between
atoms in the reactant molecules leading to their conversion into
product molecules. On the other hand, is a sterilized rabbit not
alive just because it cannot replicate? Clearly, a rabbit is alive for
what it is, irrespective of its fertility status. Hopefully, the above
discussionmakes clear that what is special about life is not merely
some historic aspect revolving around replication, mutation, and
selection, but a feature that is actual at any point in time – its
teleonomic character. In contrast to non-living systems, the
behavior of living systems can be categorized and understood in
terms of the system’s perceived agenda, an agenda that is
empirically readily recognizable. Non-living natural systems lack
that characteristic, and their behavior can only be categorized
and understood through general laws of physics and chemistry.


Are simple living systems teleonomic?


One might initially attribute teleonomic behavior to highly
evolved complex multi-cellular systems possessing a nervous
system. But it should be made clear that teleonomic behavior is
associated with even the simplest living systems, for example, a
single cell bacterium. If one looks at a bacterial cell, devoid of
even a nucleus, essentially each and every physicochemical
process within that living cell constitutes activity associated with
the cellular agenda – the multiplication of cells. Chemotaxis, the
process in which cells direct their motion according to the nature
of the chemicals in their environment, exemplifies the phenom-
enon. Thus, bacteria when placed in a glucose solution gradient
‘swim’ upstream to take advantage of the higher concentration of
nutrient available there.[12] Or, if glucose, the cell’s primary energy
source, is replaced by lactose, then the cell synthesizes the
enzyme necessary to break down the complex sugar into its
constituent simple sugars, glucose and galactose.[13] These are
just two examples out of a multitude of control and regulation
factors that operate in the cell and reflect its agenda of
multiplication. As Jacob[14] put it somewhat poetically – ‘the
dream of every cell – to become two cells’. So despite the fact that
a small crystal of sugar, a micelle, and a bacterial cell are all
examples of molecular aggregates of not dissimilar size, the
bacterial cell compared to the sugar crystal and the micelle are
fundamentally different: all physicochemical processes that
the crystal and micelle undergo can be understood solely on
the basis of physicochemical considerations (intermolecular
forces, kinetic, and thermodynamic considerations, etc.) in strik-
ing contrast to the bacterial cell, whose behavior can be un-
derstood in terms of the cellular agenda – the replication of cells.
One might at this point pose the following criticism: the cell is


not purposeful – the bacterium swims upstream in a glucose
solution gradient because of specific biochemical mechanisms.
The purposeful nature is something that we conceive in our
minds, is not an observable, and so does not exist in reality. Such
an argument is however unjustified and reveals some misunder-
standing as to the essence of the scientific method. Without
delving too deeply into this complex philosophical issue, let us
briefly address the question by considering a chemical example –
the reality of atoms in molecules. Most chemists would consider
atoms in molecules as ‘real’, but Parr[15,16] recently pointed out
that atoms in molecules are not well-defined physical entities,
and goes as far as to characterize them as noumenons, a
noumenon being defined as ‘an object knowable by the mind or
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intellect, not by the senses; specifically (in Kantian philosophy) an
object of purely intellectual intuition’. To quote Parr: ‘. . . the atom
in a molecule is a vital, central chemical concept, yet forever
elusive. Despite its utility, the atom in a molecule cannot be
directly observed by experiment’. In other words while atoms in
molecules might be thought of as ‘real’, the border separating
so-called real entities from conceptual ones is actually much
vaguer and less well-defined than experimental scientists would
like to believe. Thus, in the same sense that chemists build on the
concepts of atoms in molecules, biologists build on the concept
of teleonomy. Each concept provides the particular practitioner
with a conceptual framework that allows the organization of
diverse phenomena – chemical or biological, and provides that
practitioner with the ability to make predictions regarding
relevant systems in his/her area of study. One can conclude this
section therefore by stating that, despite the strengthening of the
mechanistic approach to biology brought about by Darwinism,
the concept of purpose in modern biology has been firmly
re-established over the past half century – teleonomy is now
recognized by leading biologists as a prime organizational
principle in biology.[5,6] Simply, without the noumenon of
teleonomy, much of functional biology ceases to mesh into a
meaningful whole.
Once we accept the concept of teleonomy as one that is


scientifically legitimate, we are faced with the challenge of
explaining that specific biological pattern of material behavior,
one that is empirically irrefutable, in more fundamental, more
physical terms. How can a chemical system such as a bacterial
cell, ostensibly an aqueous solution of chemicals and chemical
aggregates within a membrane (itself a chemical aggregate) act
on its own behalf? Can teleonomic character be reduced to
physics and chemistry in the same way that Kepler’s laws of
planetary motion can be reduced to Newton’s more general laws
of gravity? There is a common view that teleonomy is an
‘emergent property of complex systems’; however, a moment’s
consideration tells us that such an explanation (beyond its use of
two currently popular buzz words), does not really provide
genuine insight into the problem – complexity, as a concept, does
not of itself explain biological behavior. As Weinberg noted
recently:[17] ‘In the study of anything . . . including the study of
complexity, it is only simplicity that can be interesting’. In the
following sections, we attempt to provide a physicochemical
interpretation of teleonomy.


Defining purpose in chemical terms


One of the primary goals of chemistry is to explain global
properties of matter based on established chemical concepts.
Thus, we can explain why ice is hard, why water is soft, and, based
on that understanding, we can readily convert ice into water and
vice versa. In fact, the principles governing the physical
characteristics of the various states of matter and the relationship
between those states is a relatively well-understood area of
chemistry. In a similar vein, it would be most beneficial to be able
to characterize the purposeful nature of living systems in
conventional chemical terms. That would hopefully enable us to
specify the kinds of chemical systems that would exhibit such a
characteristic, as well as allowing us to specify the minimal
chemical requirements for a system to exhibit purposeful
behavior. That, ultimately, might even suggest possible paths
toward the ultimate Holy Grail – the synthesis of simple living
systems.

www.interscience.wiley.com/journal/poc Copyright � 2008

Let us begin by pointing out that when we speak about the
purposeful nature of living systems we are actually making a
statement about the chemical reactions of such systems that, at
least in their totality, exhibit purposeful character. What
chemically definable aspect of this complex set of reactions
has led to our classifying the reaction set as a whole as
purposeful? Before addressing this issue, let us briefly remind
ourselves what governs ‘regular’ chemical reactions – the ones
we characterize as non-purposeful.
The global explanation as to why any chemical reaction takes


place is provided by the Second Law of Thermodynamics, namely,
that any spontaneous irreversible chemical process takes
place because the process leads to a global increase in entropy.
Thus, the chemical explanation for why gasoline can react
spontaneously with oxygen to yield carbon dioxide and water is
that the reaction leads to an increase in global entropy.
On that basis, the reverse reaction cannot take place


spontaneously because it would lead to a decrease in global
entropy. Expressed in terms of an isolated system, we state that a
physicochemical system is driven toward its lowest Gibbs energy
(equilibrium) state. In other words, reactions that are explained by
the thermodynamic directive are considered non-purposeful.
Naturally, kinetic factors also affect chemical reactivity, but the
influence of those factors is secondary. If a chemical reaction is
disallowed thermodynamically, no combination of kinetic factors
will enable that reaction to proceed. The bottom line: chemical
reactions are governed by both thermodynamic and kinetic
directives, but the thermodynamic directives are primary, while
the kinetic directives are secondary.
Let us now consider the archetypal purposeful set of chemical


reactions – those involved in cell replication. Needless to say for
that reaction set the Second Law is fully obeyed. But as
Schrodinger already pointed out in his classic book,[18] ‘What is
life?’, there is something very puzzling about that reaction set.
Living systems do not tend toward equilibrium (death), but rather
maintain a far-from-equilibrium state. Furthermore, they can
maintain that far-from-equilibrium state without disobeying the
Second Law by the continuing exploitation of some external
energy source. In fact, that unusual thermodynamic behavior is
the reason we characterize that chemical system as purposeful –
because our understanding of why those reactions are taking
place is not based on the traditional thermodynamic explanation,
but rather on the cell’s agenda of multiplication. To exemplify, if
we ask why a bacterial cell swims upstream in a glucose solution
gradient, our initial answer is couched in teleonomic language
(seeking food for itself ), rather than in thermodynamic terms. In
other words the Second Law, though applicable to all cell
reactions, often provides little or no direct insight into the basis
for cell behavior. Categorizing and generalizing cell behavior is
more effective when it is based on teleonomic considerations,
rather than thermodynamic ones.
Having said that, scientific inquiry requires us to seek


understanding at its most fundamental level. So given the
evident teleonomic character that is associated with all living
systems, and which implies the operation of some directive that is
non-thermodynamic in nature, can that directive be identified and
understood in conventional physicochemical terms. As we now
discuss, closer examination of the set of chemical processes that
take place within a replicating cell can in fact reveal the nature of
that non-thermodynamic directive.[19]


A small sample of Escherichia coli bacteria, when placed in a
glucose solution with added salts, results in the rapid generation
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of billions of additional bacterial cells. That is the biological
perspective. In chemical terms, however, the view is quite
different. In chemical terms what has transpired is a series of
chemical reactions of glucose. Approximately 40% of the glucose
has been converted to (living) cellular material, the thermo-
dynamically less stable but kinetically preferred product, while
the remaining 60% of the glucose has been oxidized to carbon
dioxide and water, the thermodynamically more stable pro-
duct.[20] At first sight, this product bifurcation might seem to
signify competition between kinetically and thermodynamically
controlled reaction pathways of the glucose reactant, in that both
kinetic and thermodynamic products are formed. But this is not
the case. In reality, the process is strictly controlled by the kinetic
pathway and the two pathways are not in competition with one
another, but are actually coupled. The exergonic energy
producing process of glucose oxidation to carbon dioxide is
coupled to the endergonic process of cellular material production
enabling that latter, thermodynamically unfavored process to
take place. Thus, the biological process of cell multiplication
involves chemical processes in which just sufficient oxidation of
glucose to carbon dioxide occurs to cover the free energy
requirements of the complex process of cellular material synthesis.
In other words, for the process of cell multiplication, the primary
directive is kinetic rather than thermodynamic; the thermodyn-
amic component of the reaction pathway (carbon dioxide
formation) is secondary, and is present in just the right amount to
power the energetic requirements of the kinetic (replicative)
pathway. Thus, in contrast to what one finds for regular
(non-teleonomic) chemical reactions, the relative importance
of the kinetic and thermodynamic directives appears to have
inverted.[19] Whereas in regular chemical processes, the thermo-
dynamic directive is the primary one with kinetic directives
playing a secondary role, for cell replication it is the kinetic
directive that is primary, with the thermodynamic directive now
playing the secondary and supportive role. In some manner that
we will subsequently discuss, the process of emergence that led
from some simple prebiotic chemical system to the complex
chemical aggregates we term life, has inverted the relative
importance of the two physicochemical directives – kinetic and
thermodynamic. Note however that it is this inversion of kinetic
and thermodynamic directives that has induced the pattern in cell
behavior that we term purposeful. Thus, we believe we have
identified the non-thermodynamic directive in cell chemistry that
has led to the pattern of behavior we term purposeful – it is the
kinetic directive.
So how could a system, whose primary directive was


thermodynamic, become transformed into one whose primary
directive is now kinetic? In order address this key question, we
now need to consider the concept of stability in chemistry, and in
particular, to note that in the context of a chemical system there
are two distinct types of stability.


The nature of stability


In general usage, the term ‘stability’ means ‘persistent, unchan-
ging with time’, but from a chemical perspective there are two
kinds of stability which can give rise to persistent character.[21] In
the inanimate world, the stability we generally refer to is
thermodynamic stability. In that world, all chemical systems are
driven toward their thermodynamic sink, and their reactivity is
related to that type of stability – the more stable the system, the
less likely the system is to react. Of course, once a system has
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reached its thermodynamic sink it will cease to react – it has
reached its lowest Gibbs energy state.
However, as we have described previously, the stability of


replicating systems is of a distinctly different kind, one we would
term a dynamic kinetic stability.[21] Replicating systems are stable,
not because they do not react, rather because they do! They react
to make more of themselves and at a rate that may be
exponential. Thus, one single molecule that undergoes just
79 acts of replication would become a mole of material
(279� 6.1023). Of course, given this extreme kinetic driving force,
unchecked replication is unsustainable and, at best, the
replicating system at some point reaches a steady state, that
is, a dynamic state where the rate of generation and the rate of
decay more or less balance out.[22] A long-standing simple kinetic
Scheme [23] that describes that steady state situation is illustrated:


dX


dt
¼ kMX � gX (1)


where X is the replicator concentration, M is the concentration
of molecular building blocks from which X can be built up, and k
and g are the rate constants for replicator formation and decay,
respectively. The key feature of this equation (and others of its
kind) is that the replicator is undergoing competing processes of
formation (the kMX term) and decay (the gX term), with a steady
state being achieved if and when those two rates are equal (i.e.,
when dX/dt¼ 0). So the stability of replicating entities is also one
of persistent presence, but one that is dynamic, not static, much
like a water fountain that is persistently present (stable), but in
which the constituent water is constantly being turned over.
Accordingly, replicator stability applies in a population sense,
rather than in an individual sense. Note that dynamic kinetic
stability can be readily quantified – the larger the steady state
population of replicators, the greater their kinetic stability. The
size of the replicator population is thus a simple but effective
measure of its kinetic stability, at least at any given point in
time.[21]


Remarkably, dynamic kinetic stability, despite its dynamic
nature, can be high, and may easily surpass the static
thermodynamic stability of supposedly stable non-replicating
systems. Consider Mt Everest, for example. We might be inclined
to think that a mountain is a highly stable entity. Well, given that
Mt. Everest is thought to be some 60 million years old that view
would seem to be confirmed. But consider an ancient life form,
such as cyanobacteria. Cyanobacteria are believed to have
existed on earth for some 3.5 billion years with little change
having taken place in the species over that enormous period of
time.[24] Thus, one would have to conclude that the stability of
cyanobacteria is actually orders of magnitude greater than that
of Mt. Everest, as measured by the time these two entities have
existed. The conclusion is clear – dynamic kinetic stability, though
quite distinct in its nature to (static) thermodynamic stability, is an
important kind of stability and is therefore likely to govern the
nature of observable chemical entities. Eschenmoser et al.[25]


recently expressed the same basic idea: ‘Thermodynamic
functional selection (by base pairing) would appear as a
forerunner of kinetic functional selection (by replication),
exemplifying on the chemical level one of biology’s major
lessons, namely, that replication can substitute for thermodyn-
amic stability when continuance is at stake’. It is no wonder then
that when we look around us we see as many examples of
kinetically stable entities (life) as we do thermodynamically stable
ones (non-life). Based on this view, we can characterize life as a

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


2
7







A. PROSS


7
2
8


kinetic state of matter, in contrast to the thermodynamic states
that dominate the inanimate world. We believe this character-
ization to be of value in that it helps clarify what it is that unites
these two worlds, as well as what separates and distinguishes
them. As we now discuss, such characterization has dramatic
chemical consequences.


Selection rules for chemical change


We have noted above that the nature of stability for ‘regular’
chemical systems compared with replicating systems is funda-
mentally distinct. What that means however is that the selection
rules that govern chemical transformations for the two kinds of
systems in their respective spaces are also different.[26] In regular
chemical space, that is, the space that includes all inanimate
systems, the selection rule is familiar – from thermodynamically
less stable to thermodynamically more stable, in accordance with
the Second Law. But the selection rule in replicator space, the
space that includes all replicating systems, is based on kinetic
stability, that is, transformations in replicator space tend to be from
kinetically less stable to kinetically more stable. The role of
thermodynamics in such processes cannot, of course, be ignored
andwill be discussed subsequently, but let us just say at this point
that it has been delegated to a secondary role.
A simple illustration described by Lifson some years ago


exemplifies the kinetic stability selection rule.[27] Lifson pointed
out that two molecular replicators, X1 and X2, competing for the
same building blocksM, and each following the kinetic scheme of
Eqn (1) cannot co-exist – the value of either X1 or X2 drops to zero,
that is, the kinetically more stable replicator drives the second
replicator – the kinetically less stable one, into extinction. This
pattern whereby the kinetically more stable replicator drives the
less stable one into extinction is, of course, just the biological
process of natural selection at the chemical level. It suggests that
Darwinian ‘survival of the fittest’ is just the biological expression
of a more general chemical principle: when a number of
replicating systems – chemical or biological – compete for the
same limited resources, there will be a general tendency for
kinetically more stable replicators to replace kinetically less stable
ones. Thus, the biological term less fit to more fit, when translated
into physicochemical terminology, becomes kinetically less stable
to kinetically more stable. Furthermore, Darwinian natural
selection is just a specific form of chemical selection – kinetic
selection. Thus, biology can be viewed as a specialized area of
chemistry – replicative chemistry, whose detailed chemistry is
only now beginning to be explored.
Let us now clarify the special kinetic-thermodynamic interplay


as it applies to replicating systems, since kinetically directed
processes must necessarily take place under the watchful eye of
the Second Law. For molecular replication, the directive for the
reaction, as for any other individual chemical reaction, is
thermodynamic, meaning that a replicating molecule when
mixed with its building blocks will only replicate as long as the
reaction is thermodynamically allowed. Once equilibrium
concentrations of replicating molecule and its building block
components are reached, the reaction ceases. Thus, being under
thermodynamic control we would necessarily classify molecular
replication as non-purposeful. Both the reason that the molecular
begins to replicate, and the reason it ceases to replicate, are
expressed in thermodynamic terms.
In contrast, when we consider a cellular replicator we see a


system that is indeed highly kinetically stable through its

www.interscience.wiley.com/journal/poc Copyright � 2008

prodigious ability to make copies of itself. However, despite its
high kinetic stability, that particular chemical system is far from
equilibrium and hence thermodynamically unstable – without an
external source of energy it cannot maintain that far-
from-equilibrium state and would therefore rapidly decay (die).
The distinction then between the molecular replicator and the
cellular replicator is that the former follows the thermodynamic
directive, while the latter, being metabolic, and therefore less
constrained by thermodynamic factors, does not. By possessing
an energy-gathering capability, that replicating cell can ‘circum-
vent’ thermodynamic constraints. What this boils down to is that
the incorporation of a metabolic capability into a non-metabolic
replicating entity would convert it from being thermodynamically
directed to kinetically directed, from being non-purposeful to being
purposeful, at least as we have defined it.[19] What we believe this
means is, therefore, that teleonomic (non-thermodynamic)
behavior would have likely commenced the moment a metabolic
capability was incorporated into a non-teleonomic (thermodyn-
amic) replicator. But if indeed life emerged through the
transformation of a non-metabolic replicator (lacking purpose)
into a metabolic one (that acts purposefully), how would such a
transformation have come about? By what chemical principles
could such a transformation be explained? Being a historic event,
wemay never know the actual historic process that transformed a
thermodynamic replicator into a purposeful kinetic one (if that is
indeed what happened – see Reference [1]). But a model process
that would illustrate that transformation can be outlined, and in
particular, can reveal why in a general Darwinian scheme such a
process could be expected to occur.
Consider a molecular replicator XP formed by mutation from X


that also happens to possess photoacceptor properties
(P¼photoacceptor). XP, being both replicative and possessing
an energy-gathering capability, would be less bound by
thermodynamic constraints than X, a simple replicator. To the
extent that the replication reaction of XP would be assisted by
energy input, its structure would enable the necessary energy to
be gathered through photochemical excitation. In other words,
XP could be expected to be a more effective replicator, that is,
kinetically more stable than X due to its energy-gathering
capability. Accordingly, the transition from a pre-metabolic X to a
(mutated)metabolic XP would be expected to be kinetically selected
for – a favorable transition in replicator space leading to the
emergence of a kinetically directed system from a thermo-
dynamically directed one. But that particular structure, being one
that is kinetically, rather than thermodynamically directed, is one
we would now classify as teleonomic. It would no longer be the
thermodynamic factor that controls the reaction path of that
particular system. The significance of this crucial step cannot be
overstated: It would be through the incorporation of a metabolic
capability, whether chemical or photochemical, that would enable
thermodynamic impediments on replicative capability to be largely
circumvented, and would lead from an objective replicator to a
purposeful one. Importantly, since such a transformation would
lead to an increase in kinetic stability, it would be selected for.
In fact, once a replicating entity would have incorporated
an energy-gathering capability of whatever kind, the door to an
entire new region of replicator space would have opened up.
Given that the far-from-equilibrium regime of replicator space is
where the kinetically most stable replicators happen to be
located, access to that region of replicator space would lead to an
enormously wide range of successful, purposeful replicators –
what we term life.
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CONCLUDING REMARKS


This review has attempted to demonstrate that living and
non-living systems can be more readily accommodated within a
single unifying framework through a physicochemical analysis of
‘purpose’. By classifying living systems as dynamic kinetic states of
matter, we have attempted to show that a clearly defined
physicochemical relationship between animate and inanimate
can be established. Thus for inanimate systems, structural and
reactivity characteristics are primarily governed by thermodyn-
amic considerations, while the structural and reactivity charac-
teristics of animate systems are governed primarily by kinetic
considerations. The purposeful nature of all living systems can be
shown to derive directly from this fundamental difference. Thus
just as chemistry can explain the hardness, softness or shininess
of a substance, we suggest that the purposeful character of living
things can also be understood in standard chemical terms.
Key elements in our analysis may be summarized as follows:

(a) D

J. Ph

ue to the unique kinetic character of the replication reaction
(capable of exhibiting exponential growth rates), transform-
ations of replicating systems are likely to follow different
selection rules compared to transformations of ‘regular’,
non-replicative systems. The predominant selection rule in
replicator space, being kinetic rather than thermodynamic,
results in a number of distinct characteristics of replicating
systems. Of those various characteristics, purposeful charac-
ter is the most striking.

(b) T

he dynamic nature of the kinetic stability that is associated
with replicating systems explains a number of the special
characteristics of living things. In particular, why is the con-
version of a living system to a non-living one so facile, while
reversing the process (i.e., synthesizing life) is so deep within
the realms of the unknown? Some initial thoughts on this
conundrum can be offered. Life cannot be synthesized by
simply mixing the chemical ingredients from which life is
composed. Simple mixing of life’s molecular ingredients will
only create a thermodynamic aggregate (non-living), whereas
life is a dynamic kinetic aggregate and therefore quite distinct.
The distinction may be made clearer with a physical analogy.
What is the difference between a juggler juggling several
balls (a metaphor for life) and a juggler merely standing next
to those balls (a metaphor for non-life)? Compositionally, the
two systems are identical, but reflect two very different states
of the one system. How does one convert the non-juggling
state to the juggling state and vice versa? Needless to say,
converting the juggling state to the non-juggling state is easy
– a hefty push is all that is required. But the reverse process is
more complicated. One cannot create a juggler juggling
several balls by just giving all the balls to the juggler (the
equivalent of mixing). The juggling state in which all balls are
juggled simultaneously needs to be accessed in a precise,
step-wise manner. First, two balls are juggled, a third is then
added in a suitable manner, then a fourth, etc., until all balls
are in dynamic play. In order to achieve the dynamic juggling
state, that state has to be accessed in a deliberate, step-wise,
and controlled manner. Of course, at any point in time, the
low energy non-juggling state can be readily re-accessed –
the fragile and finely balanced juggling state is susceptible to
degradation to the non-juggling state at each and every step.
Accordingly, we suggest that any proposal for the synthesis of
the simplest living systemwill need to be based on the above

ys. Org. Chem. 2008, 21 724–730 Copyright � 2008 John Wiley

considerations, that is, on a step-wise process of kinetic aggre-
gation beginning with some simple replicator, from which
more complex ones would then be formed in a step-wise
manner, with a key step being the incorporation of a meta-
bolic capability, either chemical or photochemical, into the
replicating entity. Given the fragility of dynamic kinetic states
in general, it is evident that the difficulties in the synthesis of
life, on this score alone, will be formidable! The general role of
complexity in governing replicator kinetic stability was dis-
cussed in an earlier publication.[28]

(c) G

iven the difficulties in defining life, the question at what
point in time life began is clearly one that cannot be
answered with any precision. But considering the centrality
of purpose to the characterization of living systems, we
would propose a practical working description of minimal
life based on the teleonomy concept. Once a replicator that
we would classify as non-purposeful was transformed into a
purposeful one, we would venture to say that a non-living
system was transformed into a living one. On the basis of the
foregoing discussion, that transformation can be outlined in
chemical terms. The moment some thermodynamic replica-
tor would have acquired, through a process of kinetic selec-
tion, an energy-gathering capability, it would have become
‘alive’. At that point, a system that was capable of circumvent-
ing thermodynamic constraints in order to further the
‘dream’, would have been generated. That was the point in
time in which the replicating system, whose historic structure
we may never know, began to operate according to a
perceived agenda – the agenda of replication.

(d) D

espite recent attempts to argue that biology cannot be
reduced to physics and chemistry, that biology is an
autonomous science that rests on a separate philosophy of
biology,[5] the ultimate goal of unifying the sciences remains.
Just as we continually seek to reduce chemistry to physics,
there must be the parallel drive to reduce biology to chem-
istry, that ultimately biology must be an extension of chem-
istry. In that light, it is satisfying to note that our analysis
indicates that teleonomy, the most fundamental of all living
characteristics, can be given clear physicochemical expres-
sion. Moreover, all the fundamental Darwinian concepts that
lie at the heart of modern biology can be seen to derive
directly from basic chemical principles. Thus, Darwinian fit-
ness when translated into chemical terms is just dynamic
kinetic stability, survival of the fittest is just the drive toward
greater kinetic stability, and natural selection is just kinetic
selection. In a fundamental sense then, biology can indeed be
viewed as an extension of chemistry – a complex form of
replicative chemistry. One of the current challenges in chem-
istry is to map out this relatively unknown area of chemistry,
to delineate the rules governing simple replicating systems
beyond the single molecule, by which we mean small repli-
cating aggregates and minimal replicating networks. It is
precisely a detailed understanding of these minimally com-
plex replicating systems that may help bridge the yawning
conceptual chasm that still separates the living from the
non-living.
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Ionic liquids as an efficient bulk membrane for
the selective transport of organic compounds
Luı́s C. Brancoa,b*, João G. Crespob and Carlos A. M. Afonsoa*

The possibility of using ionic liquids (ILs) in bulk (n

J. Phys. Or

on-supported) liquid membranes for the selective transport of
organic molecules has been demonstrated. Recent publications have shown the potential usefulness of ILs in selective
transport application and separation processes. In this work, a systematic selective transport study was performed
using 1,4-dioxane, 1-propanol, 1-butanol, cyclohexanol, cyclohexanone, morpholine and methylmorpholine as a
7-component mixture of representative organic compounds, and 10 different ILs based on five cation structures such
as 1-n-alkyl-3-methylimidazolium cation (n-butyl and n-octyl), 1-n-butyl-2,3-dimethylimidazolium cation, 1-(2-hydro-
xyethyl)-3-methylimidazolium ([C2OHmim]R), 1-[2-(2-methoxy-ethoxy)-ethyl]-3-methylimidazolium ([C5O2mim]R)
and tetra-alkyl-dimethylguanidinium cation (alkyl¼ ethylbutyl and hexyl), combined with PFS6 and Tf2N


S anions.
These studies allowed us to understand the effect of cation–anion IL structures as novel liquidmembranes, and also to
conclude that IL polarity seems to be crucial in order to achieve high affinities and selectivities for a specific organic
substrate. In general, the use of ILs based on more polar cations containing ether or hydroxyl functional groups
increases their affinity for all organic compounds but also reduces the selective transport observed, especially for
secondary and tertiary amines. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Ionic liquids (ILs), namely the ones involving a 1,3-dialkylimi-
dazolium cation are attracting significant and growing interest
as a new media for different applications,[1–21] mainly due
non-volatile character and thermally stable.[22–32] Depending on
the alkyl group of the imidazolium cation and the anion selected,
the IL may solubilise supercritical CO2 (scCO2), alcohols, carbonyl
compounds, alkyl halides and also transition-metal complexes.
Simultaneously, the ILs can present low miscibility with dialkyl
ethers, alkanes and water, and for many ILs being insoluble in
scCO2.


[1–21,33–35] As a result of these properties, they are
emerging as an alternative recyclable reaction media for several
chemical transformations[1–21,36–47] especially for catalysis[37–47]


and biocatalysis processes.[48–55] Their use has been successfully
extended as a biphasic solvent system for homogeneous
catalysis,[37–47,56–58] as a potential stationary phase for gas
chromatography and selective gas absorption,[59–71] in dissol-
ution of cellulose,[72–76] in pervaporation[77–79] and for the
substitution of traditional organic solvents (OS) in aqueous OS
including selective extraction of metal ions[80–89] and for
OS–scCO2


[90–92] extractions. A specific IL containing a bis-imida-
zolium cation incorporating a short ethylene glycol spacer was
developed and used as the first example of pH dependent
partitioning and stripping of mercury from IL/aqueous two-phase
systems.[93]


Solute extraction and recovery by using supported liquid
membranes is one promising membrane-based process.[94–97]


The use of ILs as immobilised phases in supporting membranes is
particularly interesting, which we have studied in previous
work.[98] In the course of the systematic selective transport study
using representative organic compounds, we observed[98,99] an
extremely highly selective transport for secondary amines in
relation to tertiary amines (ratio of up to 55:1). This high
selectivity was due to the occurrence of preferential interactions

g. Chem. 2008, 21 718–723 Copyright �

of the secondary amine with the imidazolium ring, mainly due to
the formation of hydrogen bonds with the labile H—C(2) proton.
This property was also used to increase the selectivity for the
mono-N-alkylation of primary amines.[100] It is also assumed that
the 1,3-dialkylimidazolium IL is not a statistical aggregate of
anions and cations but instead a more organised structure
containing polar and non-polar regions due to the formation of
weak interactions, mainly as hydrogen bonds with the H—C(2)
proton of the imidazolium ring.[101]


In line to our prior study,[98,99] we have continued to explore
new applications of the ILs as potential efficient liquid
membranes in separation processes. Here, a transport study of
some representative organic compounds is presented using
different ILs based on imidazolium and guanidinium cations as
bulk liquid membranes between two organic phases.

RESULTS AND DISCUSSION


In order to study the potentialities of ILs as liquid membranes, we
performed several screening transport experiments using
U-shaped tubes with different ILs as a bulk liquid membrane

2008 John Wiley & Sons, Ltd.







Figure 1. Schematic diagram of the U-shaped tube used for non-
supported IL membrane experiments. (1) Ionic liquid phase (0.5ml), (2)


side A: diethyl ether phase (3ml) containing the mixture of compounds


1–7, (3) side B: diethyl ether phase (3ml), (4) septa


IONIC LIQUIDS AS BULK MEMBRANES FOR TRANSPORT STUDIES

(0.5ml) between the two sides of the tube filled with diethyl ether
(3ml for each side) (Fig. 1). For the selective transport study we
have selected a mixture of 1,4-dioxane 1, 1-propanol 2, 1-butanol
3, cyclohexanol 4, cyclohexanone 5, morpholine 6 and methyl-
morpholine 7, as a 7-model component mixture of representative
organic compounds, that were added to the side A and the
transport of each compound to the side B through the IL
membrane was monitored over time (24 h).
We tested 10 different ILs based on seven cation structures


(five imidazolium and one guanidinium cations) such as 1-n-
alkyl-3-methylimidazolium cation (n-butyl; [bmim] and n-octyl;

Figure 2. Schematic structure of ionic liquids (ILs) based on (a) methylimi


membranes for the selective transport of organic compounds
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[C8mim]); 1-n-butyl-2,3-dimethylimidazolium cation ([bdmim]);
1-(2-hydroxyethyl)-3-methylimidazolium cation ([C2OHmim]);
1-[2-(2-methoxy-ethoxy)-ethyl]-3-methylimidazolium cation
([C5O2mim]) and a more recent class of ILs based on tetra-alkyl
dimethylguanidinium cation (butylethyl, [(be)2dmg] and hexyl,
[(di-h)2dmg]) combined with PF�6 and Tf2N


� anions as shown in
Fig. 2. These studies allowed us to study the effect of cation/anion
IL structure as novel liquid membranes.
In order to simplify the data analysis, Table 1 presents the


percentage of recovery for each compound after 6 h of operation
in side B and in the IL phase (in brackets) for 10 ILs tested.


Ionic liquids based on imidazolium cations


In general, the percentage of each compound partitioned to the
IL membrane increases mainly during the first hour and after 6 h a
considerable amount of each substrate (from 39 to 99%) was
partitioned to the IL phase (Table 1). Particular exceptions are
1-butanol 3 (28.4%), cyclohexanol 4 (26.4%), morpholine 6
(23.1%) for [bmim] [PF6] (entry 1), cyclohexanone 5 (20.2%) and
dioxane 1 (5.6%) for [bdmim] [NTf2] (entry 4). Additionally, the
amount of each substrate transported to side B increases more
slowly with time, and after 6 h the percentage is still lower than in
IL phases (Table 1). However, remarkable differences were
observed for different compounds and ILs, which is due to affinity
of each substrate in the case of IL or diethyl ether phases.
Interestingly, we observed three exceptions where the


concentration of substrate in side B is higher than in the IL
phase after 6 h, morpholine 6 for [bmim] [PF6] (entry 1; 33 vs.
23%), dioxane 1 (entry 4; 54 vs. 6%) and cyclohexanone 5 (entry 4;
46 vs. 20%) for [bdmim] [NTf2]. In these cases, the concentration
of the substrates 1, 5 and 6 in the IL phase reaches maximum at

dazolium [mim] and (b) guanidinium [dmg] cations used as bulk liquid
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20–30min and then slowly decreases over time. In clear contrast,
there are other cases where the substrate presents a high affinity
to IL phase and the transport occurs slowly to the side B (or is
almost absent (�0.7%)) such as in the case of cyclohexanone 5 for
[bdmim] [PF6] (entry 3; 0.7 vs. 97%), methylmorpholine 7 for
[bmim] [PF6] (entry 1; 0.4 vs. 58%), [bmim] [NTf2] (entry 2; 0.6 vs.
78%), [C2OHmim] [PF6] (entry 6; 0.3 vs. 99.0%) and [C5O2mim]
[PF6] (entry 7; 0.01 vs. 99.9%).
For the alcohol series 2–4, the degree of recovery of each


substrate in side B increased with the length of the carbon chain
for [bmim] [PF6] (entry 1; 3.9, 7.5 and 13.7%), [bdmim] [PF6] (entry
3; 1.0, 3.5 and 4.7%). For ILs [bmim] [NTf2] (entry 2), [bdmim] [NTf2]
(entry 4) and [C5O2mim] [PF6] (entry 7), the recovery is higher for
1-butanol 3 than for cyclohexanol 4. Taking in consideration that
in this bulk liquid membrane the diffusion path in the IL
membrane phase is long (approx. 2.5 cm), and each phase was
not stirred, it is expected that selectivity would be determined
by diffusion of each compound in the IL, which implies
faster transport for smaller solutes. However, the observed
behaviour for many cases (more favourable transport for the
higher molecular weight compounds) can be rationalised by the
importance of the interactions that each compound establishes
with the IL phase.
The IL [bdmim] [PF6] possesses higher affinity for dioxane


(76.7%), propanol (92.8%), butanol (89.2%), morpholine (76.8%)
and cyclohexanone (97.1%) while the more polar IL [C5O2mim]
[PF6] has higher affinity for cyclohexanol (87.8%) and an
enormous affinity for methylmorpholine (99.9%), a fact we again
witness in the case of the IL [C2OHmim] [PF6]. In general, we
observed that the overall affinity of organic compounds (1–7) to
the IL phases increases with the polarity of the IL (78% for
[C5O2mim] [PF6] and 75% for [C2OHmim] [PF6] vs. 42% for [bmim]
[PF6]). For example a remarkable difference on the transport of
methylmorpholine to the IL phase was observed after 15min of
operation for [bmim] [PF6] (11.8%), [C5O2mim] [PF6] (99.0%) and
[C2OHmim] [PF6] (98.0%).
When we have modified the cation structure of [bmim]þ to


[C8mim]þ or to [bdmim]þ a considerable increase (2� higher) in
affinity for all organic compounds occurred, except for
methylmorpholine in the case of [bdmim] [PF6] and for
cyclohexanone in the case of [C8mim] [PF6]. The higher affinity
for all organic compounds, except cyclohexanone is facilitated
when we have used ILs based on more polar cations such as
[C2OHmim] [PF6] and [C5O2mim] [PF6].
In relation to the anion effect, for [bmim]þ by changing the


[PF6] to [NTf2], an increase affinity for all organic compounds was
observed. In contrast, we observed that in the case of [bdmim]þ


cation the samemodification of anion ([PF6] to [NTf2]) provoked a
reduced affinity for all organic compounds (especially in the case
of dioxane), except for cyclohexanol and methylmorpholine.
Figure 3 presents the percentage of morpholine 6 and


methylmorpholine 7 (Fig. 3a–d) in the side B (receiving phase)
and in the IL phase of several ILs, obtained by material mass
balance after determination of the concentration of each
compound in both sides A and B for the different ILs.
In the case of the amines morpholine and methylmorpholine,


a remarkable selectivity was observed for ILs [bmim] [PF6]
(entry 1; 83:1) and [bmim] [NTf2] (entry 2; 44:1). In contrast,
when we introduced a methyl group in position 2 of imidazole
ring, the selectivity was almost negligible for [bdmim] [NTf2]
(entry 4; 1:1) or significantly inverted for [bdmim] [PF6] (entry 3;
1:6).

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 718–723







Figure 3. Percentage of each compound in the side B (receiving phase)


and in the ionic liquid phase for several ILs membranes of the U-shaped
tube (relative to the initial amount of each compound in side A). Legend


of figures: (a) morpholine (in side B); (b) morpholine (in ionic liquid phase);


(c) methylmorpholine (in side B); (d) methylmorpholine (in ionic liquid


phase)
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Additionally, the amount of tertiary aminemethylmorpholine 7
transported to side B of the U-shaped tube is almost insignificant
for the ILs [bmim] [PF6] (entry 1; 0.4%), [bmim] [NTf2] (entry 2;
0.6%), [C2OHmim] [PF6] (entry 6; 0.3%) and [C5O2mim] [PF6] (entry
7; 0.01%).


Ionic liquids based on guanidinium cations


Analysing the results in Table 1 of the recovery for each
compound detected in side B of the U-shaped tube after 6 h of
operation, it is clear that guanidinium ILs allowed a significant
improve in the overall transport of organic compounds (1–7)
compared with imidazolium ILs.
In the case of IL [(di-h)2dmg] [NTf2] no significant selectivity


was observed. After 6 h a high affinity of 1-propanol and
1-butanol to the IL phase (entry 8; 45.2 and 64%, respectively) was
observed which is in contrast to the lowest percentages of the
others substrates to IL phase (lower than 20%).
Using the IL [(di-h)2dmg] [NTf2] as liquid membrane was


possible the best transport percentages for cyclohexanol (42.6%)
and methylmorpholine (45.6%).
The change of guanidinium cation structure from [(di-h)2dmg]


(symmetric structure) to [(be)2dmg] (no symmetric structure)
provoked a reduction in the overall transport of organic
compounds to side B after 6 h of operation, in particular in the
case of 1,4-dioxane and cyclohexanol.
In the same line observed for IL [bmim] (entries 1 and 2) using


[(be)2dmg] as liquid membrane (entries 9 and 10) provided some
selectivity for amines (morpholine 6:methylmorpholine 7).
Additionally, the amount of secondary amine morpholine 6
transported to side B of the U-shaped tube is the highest for the
ILs [(be)2dmg] [PF6] (entry 9; 65.1%), [(be)2dmg] [NTf2] (entry 10;
41.9%).
Concerning to the anion effect for the [(be)2dmg] cation, by


changing the anion [PF6] to [NTf2], no appreciable change of the
selectivity as well as a slight reduction of overall transport (33 vs.
24%) were observed for all organic compounds.

7


CONCLUSIONS


These studies demonstrate that ILs are potential media as liquid
membranes for the selective transport of organic molecules.
We performed a systematic study with different mixtures of
compounds of representative organic functional groups and
several ILs that allowed us to discuss the effect of the cation and
the anion on the IL behaviour as a novel liquidmembrane.We can
conclude that the appropriate combination of cation and anion is
crucial to achieve good affinities and selectivity for a specific
organic substrate.
In general, the use of more polar imidazolium ILs increases the


affinity and subsequent solubility capacity for all organic
compounds, but also reduces the selective transport observed,
especially for secondary and tertiary amines. The guanidinium ILs
allowed the best overall transport percentages for all organic
compounds. The experiments performed show clearly that the
nature of the structure of both the cation and the anion affect
strongly the selective transport phenomena.
The high preference observed for the transport of secondary


amines in comparison with tertiary amines in ILs based on the
[bmim]þ cation results from a high partitioning of the solute to
the liquid membrane phase that is rationalised mainly by the

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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formation of preferential substrate/H—C(2) hydrogen bonding
on the imidazolium cation.[98,99] This rationalisation is also
consistent with the inversion of selectivity observed for ILs based
on [bdmim]þ cation structure, where the H—C(2) proton is
absent.
It is also clear that to achieve a high transport and selectivity of


a given solute, the combination of the affinity of each solute to
the IL and subsequent partition to the receiving phase (side B) is
absolutely crucial. In fact, we observed that certain solutes are
almost instantaneously partitioned to the IL phase but they are
not transported further to the receiving phase (e.g. methylmor-
pholine for [C2OHmim] [PF6] and [C5O2mim] [PF6]) and others
that are efficiently transported to the receiving phase (e.g.
dioxane for [bdmim] [NTf2] and [(di-h)2dmg] [NTf2] and morpho-
line for [(be)2dmg] [PF6]). In terms of selectivity, it was observed in
general a higher, and in some cases inverted, selectivity for the
solutes in the receiving phase than in the IL phase, which
demonstrates the importance of the second partition step (IL to
side B) for the overall solute transport. This means that the nature
of the IL and of the OS in the feed (side A) and in the receiving
phase (side B) play an important role in the transport
phenomena. From this study, it is also clear that to achieve
the desired transport for a specific target solute, some prior
two-phase partition equilibrium and transport studies should be
performed by combination of ILs and immiscible organic or
fluorous solvents. In this context, the emergence of a
considerable number of new ILs,[1–21] including commercial
available ones, and tailored ILs if required,[93,102–104] will make it
possible to achieve the desired selectivity.

EXPERIMENTAL SECTION


All glassware was oven dried and cooled in a desiccator (P2O5


desiccant) prior to use. Commercially supplied reagents were
used as supplied.
The imidazolium ILs 1-n-butyl-3-methylimidazolium hexafluor-


ophosphate [bmim] [PF6], 1-n-butyl-3-methylimidazolium bis(tri-
fluoromethylsulfonyl)imide [bmim] [NTf2], 1-n-octyl-3-methyl-
imidazolium hexafluorophosphate [C8mim] [PF6], 1-n-butyl-2,
3-dimethylimidazolium hexafluorophosphate [bdmim] [PF6], 1-n-
butyl-2,3-dimethylimidazolium bis(trifluoromethylsulfonyl)imide
[bdmim] [NTf2], 1-(2-hydroxyethyl)-3-methylimidazolium hexa-
fluorophosphate [C2OHmim] [PF6] and 1-[2-(2-methoxy-ethoxy)-
ethyl]-3-methylimidazolium hexafluorophosphate [C5O2mim]
[PF6] were prepared following reported procedures.[105–108]


The guanidinium ILs tetra-hexyl-dimethylguanidinium bis(tri-
fluoromethylsulfonyl)imide [(di-h)2dmg] [NTf2], tetra-butylethyl-
dimethylguanidinium hexafluorophosphate [(be)2dmg] [PF6]and
tetra-butylethyl-dimethylguanidinium bis(trifluoromethylsulfo-
nyl)imide [(be)2dmg] [NTf2] were prepared as described else-
where.[109] Gas liquid chromatography (GLC) was carried out on a
Varian Star 3100 Cx gas chromatograph, using He as carrier gas
and capillary column Supelco C315602 SW-10. The bulk IL
membrane experiments were performed following the con-
ditions described elsewhere.[98]
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Hydrolysis of aliphatic naphthalene diimides:
effect of charge placement in the side chains
Michelle B. Kima and Dabney W. Dixona*


Water-soluble naphthalene diimides (NDIs) have found uses in a wide variety of applications including as electron
acceptors in electron transfer reactions and asmolecules that undergo spontaneous organization in aqueous solution.
Many studies have looked at their interaction with nucleic acids including work with DNA duplexes, triplexes,
quadruplexes, hairpins, and DNA–RNA heteroduplexes. In many of these interactions the NDIs serve as threading
intercalators. Herein we describe the reversible hydroxide-catalyzed hydrolysis of NDIs bearing aliphatic side chains,
with ring opening first to the monoimide and then to the diamide. Examples with N-methylpyrrolidinium groups
placed two (1) and three (5) atoms from the central core were studied. The Ka values for the first and second hydrolyses
for 1 were 2.5� 0.2� 105 and 2.0� 0.1� 102M�1, respectively; for 5 they were 1.4� 0.1� 105 and 44� 2M�1,
respectively. NDI 1 hydrolyzed 6.8 times faster than 5. The rates for the first and second ring opening of 1 in 100mM
hydroxide measured by stopped-flow were 17.0� 0.2 and 0.53� 0.01 s�1, respectively. Capillary electrophoresis in
borate buffer showed separation of the diimide and monoimide with the former eluting first. Nuclear magnetic
resonance (NMR) showed both the syn and anti isomers of the diamide species. Overall, the rate of hydrolysis of the
NDI is increased when the cationic charge is moved closer to the NDI core. Copyright � 2008 John Wiley & Sons, Ltd.


Supplementary electronic material for this paper is available in Wiley InterScience at http://www.mrw.interscience.wiley.com/
suppmat/0894-3230/suppmat/


Keywords: hydrolysis; naphthalene diimide; diimide; kinetics; base catalyzed


INTRODUCTION


Water-soluble naphthalene diimides (NDIs) have found uses in a
wide variety of applications. They are excellent electron acceptors
in aqueous solutions;[1–3] the photophysics of these species has
been well studied in water.[4–9] Photolysis of NDIs has been used
to reduce heme proteins;[10] photoactivation of hydroperoxy
derivatives has been used to oxidize both proteins[4,11,12] and
DNA.[13–15] Selected NDI derivatives are examples of molecules
that undergo spontaneous organization in aqueous solution.[16–18]


The majority of studies of NDI in aqueous solution have
involved binding to nucleic acids. NDI derivatives have been
known formany years to intercalate in duplex DNA.[19–21] Study of
NDI binding to DNA is now extensive; leading references to
studies in the last 10 years include those of binding to bulged
duplexes,[22] triplexes,[23,24] quadruplexes,[25–27] hairpins,[23] and
DNA–RNA heteroduplexes.[28] Molecules with the NDI moiety
have been shown to thread into DNA, with the diimide groups
intercalating and the side chains or conjugating moieties lying in
the grooves.[29–33] The NDIs can carry reactive groups to the DNA
including metal centers[34,35] and alkylating agents.[36] NDIs have
been used to conjugate other nucleic acid binding species, thus
increasing their binding,[37,38] and have been employed to
stabilize DNA hairpins.[39] Diimides intercalated into or covalently
bound to DNA have been used extensively in studies of
photoinduced charge separation and charge recombination
processes; leading references are given.[40–45] The facile reduction
of NDI bound to DNA has allowed these species to be used in the
electrochemical detection of DNA.[46–48]


In general, studies of NDIs with nucleic acids involve cationic
substituents on the NDI side chains to favor electrostatic


interactions between these side chains and the phosphate
groups of the nucleic acid. Side chains with a methylene group
adjacent to the imide nitrogen are necessary to prevent a steric
clash between the side chains of the NDI and the DNA. A cationic
center no farther than three atoms away from the central core
prevents self-stacking in aqueous solution,[49] which can
complicate DNA-binding measurements.
Recently, we have synthesized four new NDI derivatives (1–4)


with the cationic center two atoms away from the central core
(Fig. 1). Although such types of structures appear to be stable in
neutral aqueous solution,[3,19,22,50,51] we find that they are quite
sensitive to base. It has been known for some time that the
diimide ring system can react with alkali.[52–55] Attack of
hydroxide opens first one of the imide rings, and then the
other, to give a diacid–diamide structure. Under forcing condi-
tions, reaction of the diimide with base can lead to loss of CO2


and contraction of one of the rings.[56,57]


Herein, we present a study of the base-catalyzed hydrolysis of
NDI derivatives with the cationic center both two and three
atoms away from the central core. The former is more labile to
base both kinetically and thermodynamically. Stopped-flow and
UV–visible absorbance studies as well as nuclear magnetic
resonance (NMR) data show the two sequential hydrolyses.


(www.interscience.wiley.com) DOI 10.1002/poc.1334
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RESULTS


Synthesis


The NDI derivatives (Fig. 1) were synthesized via condensation of
one equivalent of naphthalene-1,4,5,8-tetracarboxylic dianhy-
dride and two equivalents of the starting amine. The mixture was
refluxed in toluene using a Dean Stark trap for 3 h.
The NDI derivatives were alkylated with iodomethane. Solvents


including acetonitrile, chloroform, DMF, and ethanol were used.
Generally, the best results were achieved with a large excess of
iodomethane in chloroform with overnight stirring at room
temperature. The morpholine derivatives, however, alkylated
more slowly in chloroform. After stirring overnight at room
temperature, the CH2CH2-morpholine derivative gave a mixture
of the dialkylated (4, singlet at 8.96 ppm) and the monoalkylated
(AB quartet at 8.83 ppm) products, as seen from appropriate
peaks in the 1H NMR spectrum in D2O. Consistent with the NMR
spectrum, capillary electrophoresis (CE) showed two peaks at
15.8 and 16.4min with baseline separation. Complete alkylation
for the CH2CH2-morpholine derivative was achieved in aceto-
nitrile with a large excess of iodomethane at 608C for 12 h.[34] For
the CH2CH2CH2-morpholine derivative, complete dialkylation did
not occur after 2 days in a large excess of CHCl3 and iodomethane
at 608C. Isolation of 4 was achieved by dissolving the mixture
after alkylation in hot water and removing the residue by
filtration.


Hydrolysis followed by UV–visible absorbance spectroscopy


The hydrolysis of the rings of 1 was followed by UV–visible
absorbance spectroscopy. The starting diimide had two bands at
360 and 380 nm. In a borate buffer solution at pH 9.0, these bands
decreased in intensity over time with three isosbestic points at
271, 306, and 352 nm (Fig. 2).


In a second experiment, increments of NaOH were added to a
sample in 50mM phosphate buffer to give pH values of 8.0–13.1.
As the base was added, the spectra were first seen to change from
the diimide to a species with a broad peak from 350 to 370 nm,
assigned as the monoimide. Further addition of base gave
conversion of the monoimide to the diamide, with a peak
centered at 308 nm. An isosbestic point at 326 nm was observed
for this second transition. The maximum concentration of the
monoimide occurred at pH 10.2. Figure 3 shows the spectra of the
diimide, monoimide, and diamide.
Solutions of 1 were prepared at pH values ranging from 7.5 to


12.3. In each case, the system was allowed to reach equilibrium.
Figure 4 shows the fractions of the three species as a function of
the log of the concentration of hydroxide in the solution. The Ka
values for conversion of the diimide to the monoimide (Ka1) and
monoimide to the diamide (Ka2) were 2.5� 0.2� 105 and
2.0� 0.1� 102M�1, respectively. A similar experiment was
performed for 5, in which the cationic charge is separated by


Figure 1. NDI derivatives in this study


Figure 2. UV–visible absorbance spectra of 1 as a function of time
(50mM borate buffer at pH 9.0 with scans taken every 10min for 50min)


Figure 3. UV–visible absorbance spectra of the diimide, monoimide, and


diamide in 50mM phosphate buffer solution
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an additional methylene group from the imide center. The Ka
values were 1.4� 0.1� 105 and 44� 2M�1, respectively.


NMR and capillary electrophoresis studies


NMR spectra as a function of pH were consistent with the
proposed structures of the three species. For example, the
aromatic protons of the diimide 1 appeared as a singlet at
8.97 ppm in D2O. At a pH of approximately 12, the monoimide
was seen as two doublet of doublets at 7.62 and 8.28 ppm (Fig. 5).
The diamide was seen as a series of six peaks at approximately
7.4 ppm. Two singlets at 7.39 and 7.43 ppm were ascribed to the
syn isomer. An AB-quartet centered at 7.4 ppm with a coupling
constant of 7.2 Hz was ascribed to the anti isomer. At 308C the
compound was a 44/56 mixture of the syn and anti isomers. In
addition to the peaks above, small amounts of unidentified
hydrolysis products were observed. When the NMR tube was


allowed to stand at room temperature for 5 days, it was found
that the pH had decreased and that the monoimide concen-
tration had increased. This observation was consistent with
previous studies that ring opening is reversible.[52,53,58]


A sample of 1 at pH 9.0 was also evaluated by CE with diode
array detection. Two peaks were seen in the electropherogram
(Fig. 6). The peak with the shorter migration time was the diimide
and that with the longer migration time was the monoimide as
determined from their absorbance spectra.


Kinetics of ring hydrolysis: diimide to monoimide


The hydrolysis of 1 from the diimide to the monoimide was
followed by UV–visible absorbance spectroscopy as a function of
pH in borate buffer. A high concentration of buffer was used so
that the concentration of hydroxide would remain constant
throughout the experiment, thus allowing treatment of the
hydrolysis as a first-order reaction. At a pH of 9.6, the approximate
half-life was 5min at room temperature. The observed rate con-
stant kobs, calculated from the change in absorbance at 380 nm,
increased linearly with the concentration of hydroxide (Fig. 7).
Because the reaction is reversible, the kinetics are expressed in


Figure 4. Fractions of the diimide, monoimide, and diamide as a func-


tion of pH. Samples of 1 were equilibrated in a buffer containing 100mM


sodium phosphate and 100mM sodium tetraborate


Figure 5. 1H NMR at 600MHz of compound 1 in D2O at pH 12. The inset


is the set of peaks at 7.4 ppm which is the diamide species (see text)


Figure 6. Electropherogram of NDI 1 (15.0min) and its monoimide


(28.6min) using 25mM sodium tetraborate buffer, pH 9.0, 11 kV


Figure 7. Rates as a function of the concentration of hydroxide for the
first hydrolysis of NDI 1. Reactions were run at 258C in 100mM sodium


tetraborate buffer
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terms of the sum of the forward (kf ) and reverse (kr) rate
constants


kobs ¼ kf ½OH�� þ kr


A plot of kobs versus [OH
�] gave a second-order rate constant of


130� 3M�1 s�1. The intercept, corresponding to kr, was less
than 10�4 s�1. The reverse rate constant was also calculated from
the forward rate (kf ) and the fractions of diimide and monoimide
from the equilibrium data shown in Fig. 4. The average kr for the
five points shown in Fig. 7 was 5.2� 0.2� 10�4 s�1. The similarity
of these two methods of calculating kr indicates that the
contribution of water itself to the hydrolysis of the NDI is small.
A similar measurement for homolog 5 (Fig. 8) gave a


second-order rate constant of 20.0� 0.4M�1 s�1. The intercept
was less than 2� 10�5 s�1. The calculated reverse rate constant
was 8.6� 1.6� 10�5 s�1.


Kinetics of ring hydrolysis: monoimide to diamide


At the concentrations of hydroxide necessary to observe
significant amounts of the diamide (>0.005M), the hydrolysis
reactions are too fast to measure by conventional UV–visible


absorbance spectroscopy. Therefore, the reaction was studied
using a stopped-flow spectrophotometer. Figure 9 shows a plot
of the absorbance at 372 nm as a function of time at 100mM
NaOH in the absence of buffer. At this wavelength the absor-
bance changes for the diimide tomonoimide and themonoimide
to diamide are the same. Data are the average of nine individual
kinetic runs, fit to two consecutive first-order reactions. The
observed rates for the first (kobs1) and second (kobs2) hydrolysis
processes were 17.0� 0.2 and 0.53� 0.01 s�1, respectively.


DISCUSSION


The kinetics and equilibria of ring opening


In this work, we have compared the ring opening reactions of 1
and 5. The conversion of the diimide to the monoimide is 6.8-fold
faster for compound 1 with the charge closer to the NDI central
core. The faster reaction for 1 is presumably due to electrostatic
stabilization of the negatively charged transition state.
Equilibrium studies show that 1 converts from the diimide to


the monoimide with a Ka1 of 2.5� 0.2� 105M�1 and from the
monoimide to the diamide with a Ka2 of 2.0� 0.1� 102M�1.
Expressed as apparent pKa values, these are 8.6 and 11.8,
respectively. The conversion from the diimide to the monoimide
for NDI 5 had a Ka1 of 1.4� 0.1� 105M�1 and that from the
monoimide to the diamide had a Ka2 of 44� 2M�1. Expressed as
apparent pKa values, these values are 8.8 and 12.4, respectively.
Comparison of the equilibria for 1 and 5 shows that the
ring-opened form of 1 is favored by a factor of 1.8 for the first
hydrolysis and 4.5 for the second hydrolysis.
Our work may be compared with that of Kheifets and


Martyushina.[52] They reported an apparent pKa of 9.3 for the NDI
with CH2CH2CH2CH2CH2CO


�
2 side chains. They also reported that


neither the NDI with positively charged (CH2CH2CH2N
þMe3) nor


with negatively charged (CH2CH2CH2SO
�
3 ) aliphatic side chains


showed ring-opened forms at pH 7.5. In our study, 1 is about 3%
in the ring-opened form at pH 7.5. Thus, although the extent of
ring opening is small, the NDI is interconverting between the
ring-closed and ring-opened forms at physiological pH.
Aliphatic NDI derivatives are significantly more stable toward


base than their aromatic counterparts. For example, the
dicationic NDI with N-ethylpiperdinylphenyl [—C6H4—Nþ(Et)
C5H10] side chains was about half converted to the monoimide at
pH 6.7.[52] Themonoimide in turn was about half converted to the
diamide at about pH 9.9. The corresponding apparent pKa values
for the hydrolyses of the dianionic NDI (—C6H4—SO�


3 side chains)
were 7.0 and 10.4. Thus, the presence of a cationic center in the
side chain facilitates ring opening slightly in these systems; both
are significantly more prone to ring opening in basic solution
than are the aliphatic derivatives.
Our study is the first to measure the rate of ring opening of the


monoimide to the diamide. For 1 at 100mM hydroxide, the rates
of the first and second hydrolysis were 17.0� 0.2 and
0.53� 0.01 s�1, respectively. Thus, the first reaction is about
30 times faster than the second. A recent study of the hydrolysis
of naphthalene-1,4,5,8-tetracarboxylic dianhydride also showed
that the first hydrolysis was faster than the second; in this case the
difference was approximately a factor of 190.[59]


The calculated kr from the forward rate (kf ) and fractions of
each species from the equilibrium data were similar to the kr
derived from the intercepts of the plot of the rates as a function of


Figure 8. Rates as a function of the concentration of hydroxide for the


first hydrolysis of NDI 5. Reactions were run at 258C in 100mM borate
buffer


Figure 9. Stopped-flow trace of the absorbance of NDI 1 as a function of


log (time) in 100mM NaOH. Data were taken at 372 nm
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the concentration of hydroxide. This indicates that contribution
of water itself to the hydrolysis of the NDI is small. A similar
conclusion regarding the participation of water in the hydrolysis
was reached earlier.[53] A minimal contribution of water has also
been shown in the hydrolysis of the naphthalene-1,4,5,8-
tetracarboxylic dianhydride.[59]


Borate can sometimes act as a catalyst in hydrolysis reac-
tions.[60] The kinetics studies of 1 at 2.4� 10�6–5.6� 10�5M
hydroxide were run with borate buffer, whereas the stopped-flow
kinetics were run without buffer. Using the second-order rate
constant of 130� 3M�1 s�1 from the former data set, one can
calculate an expected rate constant of 13 s�1 at 0.10M hydroxide.
The measured value was 17 s�1. The similarity of these two
numbers argues that borate does not catalyze the ring opening in
this diimide system.[53]


Syn and anti isomers of the diamide


The hydrolysis reaction was freely reversible as has been obser-
ved previously.[52,53,58] NMR spectroscopy allowed visualization of
all three species in solution. In previous work, Kheifets and
Martyushina recorded NMR spectra of an NDI with an aromatic
side chain as a function of pH.[52] Data were difficult to interpret,
however, due to the overlap of the naphthalene protons and the
side chain protons at the 100MHz field then available. In the
current study, the NMR of 1 at 600MHz allowed clear visualization
of each of the aromatic peaks. The diimide and monoimide
were the expected singlet and AB quartet, respectively. The
diamide showed a series of six overlapping peaks, all of which
were resolved at 600MHz. The spectra were consistent with a
mixture of the syn and anti isomers of this compound. To our
knowledge, this is the first report of both isomers. The amounts of
the syn and anti isomers were similar, indicating that there is very
little energy difference between these two species.


Conclusions


The various uses of NDIs demandmany different structures of the
side chains. In some studies, for example, in some investigations
of NDI binding to nucleic acids, it is desirable that the molecules
should be freely water soluble. This in turn necessitates a charge
no further than three atoms away from the central core;
derivatives with charges further away tend to self-stack in
solution. In this report, we have shown that moving the cationic
charge closer to the NDI core by onemethylene unit increases the
rate of base-catalyzed hydrolysis. NDI 1 with an ethyl linker
hydrolyses 6.8-fold faster than the derivative with a propyl linker
5. The equilibrium constants for the reactions with hydroxide also
show 1 to be less stable than 5; at pH 7.5, 1 exists as 3% in the
monoimide form. This study provides fundamental reactivity data
which will aid the design of NDIs for a wide variety of applications.


EXPERIMENTAL


Materials


NMR spectra were recorded on Varian Unityþ 300 and 600MHz
spectrometers. NMR samples for the parent NDIs were prepared
in 0.5ml of CDCl3 (Aldrich) in 5mm NMR tubes. NMR samples for
alkylated derivatives were prepared in 0.5ml of D2O (Aldrich) in
5mm NMR tubes. CE was carried out on a Beckman PACE 5500
instrument on a fused-silica capillary (60 cm� 75mm i.d.) with a


P/ACE diode array detector. The voltage used for electrophoresis
was 11 kV and the sample was injected into the capillary using
high pressure injection for 6 s. Reverse polarity was used where
the sample was injected at the cathode. Amixture of NDI 4 and its
corresponding monoalkylated species was injected in deionized
water; the running buffer was 50mM sodium phosphate at pH
3.0. A mixture of NDI 1 and its monoimide was injected in 50mM
sodium tetraborate buffer at pH 9.0; the running buffer was
50mM sodium phosphate at pH 3.0. UV–visible absorbance
spectra were recorded on a Varian Cary 50 spectrophotometer.
The high resolution mass spectra were taken on a Micromass
Q-TOF spectrometer.


Determination of Ka


To determine the equilibrium constants, samples of 1 and 5 were
equilibrated in buffer containing 100mM sodium phosphate and
100mM sodium tetraborate at approximately 10 pH values.
Fractions of each of the diimide, monoimide, and diamide were
determined by taking linear combinations of the spectra of these
three species. The fraction of the monoimide as a function of
the concentration of hydroxide was fit using a nonlinear least
squares fitting algorithm (Kaleidagraph, version 4.01, Synergy
Software, Reading, PA) to determine Ka1 and Ka2 using Eqn (1).


½Monoimide�
¼ Ka1½OH��
� ½monoimide�0=ð1þ Ka1½OH�� þ Ka1Ka2½OH��2Þ (1)


Stopped-flow kinetics


A HiTech Scientific SF-61 DX2 Double Mixing Stopped-Flow
system equipped with temperature control was used to measure
the absorption as a function of time after mixing and to fit the
kinetic data. The temperature was equilibrated to 258C. A xenon
lamp was utilized to monitor absorbance at 372 nm. A solution of
0.2M NaOH was filtered twice using a 0.45mm Nalgene filter
(Rochester, NY) prior to use. Compound 1was dissolved in 18MV
water.


Synthesis of naphthalene diimide derivatives


The parent NDI derivatives were synthesized using naphthale-
ne-1,4,5,8-tetracarboxylic dianhydride (Alfa Aesar, Ward Hill, MA)
with the appropriate amine: N,N-di-n-propyl-ethylenediamine
(Karl Industries, Aurora, OH), 2-(N-piperidino)ethylamine (Karl
Industries), 4-(2-aminoethyl)morpholine (Alfa Aesar), N-(2-
aminoethyl)pyrrolidine (Alfa Aesar), 1-(3-aminopropyl)pyrrolidine
(Alfa Aesar), and N-(3-aminopropyl)morpholine (Fisher). Toluene
(99.9%, Fischer Scientific, Fair Lawn, NJ) was used as the solvent.
The parent NDIs were alkylated directly using iodomethane
(Aldrich) in the indicated solvent. The purity of the derivatives
was established using 1H NMR (see Supplementary Material).
Spectra in water were referenced to the HOD line at d 4.70.


N,N0-Bis[(2-N-pyrrolidinyl-N-methyl)ethyl]-1,4,5,8-
napthalenetetracarboxylic-1,8:4,5-diimide (1)


To a mixture of N,N0-bis[2-(N-pyrrolidinyl)ethyl]-1,4,5,8-naphtha-
lenetetracarboxylic-1,8:4,5-diimide[61] (0.10 g, 0.22mmol) and
acetonitrile (10ml), iodomethane (4.6 g, 32mmol) was added.
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After a few minutes, the orange–yellow mixture turned into a
red–orange solution which was allowed to stir overnight at room
temperature. The precipitate was filtered under vacuum and
washed with acetonitrile to give an orange solid.


1H NMR (D2O): d 2.46 [br s, 8H, Nþ(CH2CH2CH2CH2)], 3.47 [s,
6H, NþCH3], 3.86 [m, 12H, Nþ(CH2CH2CH2CH2)þNCH2CH2N


þ],
4.86 [t, 4H, NCH2CH2N


þ), 8.97 (s, 4H, Ar). HRMS (ESI): m/2z calcd.
for C28H34N4O4: 245.1290; found: 245.1298.


N,N0-Bis[(2-N,N-dipropyl-N-methylamino)ethyl]-1,4,5,8-
napthalenetetracarboxylic-1,8:4,5-diimide (2)


N,N0-Bis[(2-N,N-dipropylamino)ethyl]-1,4,5,8-napthalenetetracar-
boxylic-1,8:4,5-diimide[61] (0.12 g, 0.23mmol) was dissolved in
chloroform (10ml) and iodomethane (4.6 g, 32mmol) was added.
The dark brown solution was allowed to stir overnight at room
temperature. The precipitate was filtered under vacuum and
washed with chloroform; the resulting solid was dark red in color.


1H NMR (D2O): d 1.21 [m, 12H, Nþ(CH2CH2CH3)2], 2.06 [m, 8H,
Nþ(CH2CH2CH3)2], 3.39 [s, 6H, N


þCH3], 3.59 [m, 8H, Nþ(CH2CH2CH3)2],
3.79 [m, 4H, NCH2CH2N


þ], 4.77 (m, 4H, NCH2CH2N
þ), 8.94 (s, 4H,


Ar). HRMS (ESI): m/2z calcd. for C32H46N4O4: 275.1760; found:
275.1768.


N,N0-Bis[(2-N-piperidinyl-N-methyl)ethyl]-1,4,5,8-
naphthalenetetracarboxylic-1,8:4,5-diimide (3)


N,N0-Bis[(2-N-piperidinyl)ethyl]-1,4,5,8-napthalenetetracarboxylic-
1,8:4,5-diimide[61] (0.11 g, 0.23mmol) was dissolved in chloroform
(20ml). Iodomethane (4.6 g, 32mmol) was added to the light
brown solution which was allowed to stir overnight at room
temperature. The precipitate was filtered under vacuum and
washed with chloroform to give a purple solid.


1H NMR (D2O): d 1.90 [br s, 4H, Nþ(CH2 CH2CH2CH2CH2)], 2.16
[br s, 8H, Nþ(CH2CH2CH2CH2CH2)], 3.47 [s, 6H, NþCH3], 3.66 [m,
8H, Nþ(CH2CH2CH2CH2CH2)], 3.89 [m, 4H, NCH2CH2N


þ], presum-
ably under D2O peak (4H, NCH2CH2N


þ), 8.99 (s, 4H, Ar). HRMS
(ESI): m/2z calcd. for C30H38N4O4: 259.1447; found: 259.1441.


N,N0-Bis[2-(4-morphyl-N-methyl)ethyl]-1,4,5,8-
napthalenetetracarboxylic-1,8:4,5-diimide (4)


N,N0-Bis[2-(4-morpholinyl)ethyl]-1,4,5,8-napthalenetetracarboxylic-
1,8:4,5-diimide[62] (0.12 g, 0.24mmol) was suspended in aceto-
nitrile (10ml). Iodomethane (2.3 g, 16mmol) was added to the
orange mixture and the mixture was allowed to stir overnight at
608C. The mixture was filtered under vacuum and was washed
with acetonitrile to give a red-orange solid.


1H NMR (D2O): d 3.72 [s, 6H, NþCH3], 3.96 [m, 8H,
Nþ(CH2CH2OCH2CH2)], 4.25 [m, 4H, NCH2CH2N


þ], d 4.41 [br s,
8H, Nþ(CH2CH2OCH2CH2)], 4.95 [t, 4H, NCH2CH2N


þ), 9.09 (s, 4H,
Ar). HRMS (ESI): m/2z calcd. for C28H34N4O6: 261.1239; found:
261.1233.


N,N0-Bis[1-(3-pyrrolidinyl)propyl]-1,4,5,8-
naphthalenetetracarboxylic-1,8:4,5-diimide (precursor to 5)


Naphthalene-1,4,5,8-tetracarboxcylic dianhydride (0.61 g, 2.3mmol)
and N-(3-aminopropyl)pyrrolidine (1.2 g, 9.4mmol) were mixed in
toluene (75ml) and allowed to reflux with a Dean-Stark trap for
3 h. The orange–brown mixture was filtered and the filtrate was
removed under vacuum. The orange solid was recrystallized from
ethanol and dried.


1H NMR (CDCl3): d 1.65 [br s, 8H, N(CH2CH2CH2CH2)], 1.98 [m,
4H, NCH2CH2CH2N], 2.48 [br s, 8H, N(CH2CH2CH2CH2)], 2.61 [t, 4H,
NCH2CH2CH2N(CH2)4], 4.30 [t, 4H, NCH2CH2CH2N(CH2)4), 8.75 (s,
4H, Ar). UV (CHCl3): 360 nm (e) 21.4� 0.3� 103 and 380 nm (e)
26.3� 0.3� 103M�1 cm�1. HRMS (ESI): m/z calcd. for C28H33N4O4:
489.2502; found: 489.2490.


N,N0-Bis[1-(3-N-pyrrolidinyl-N-methyl)propyl]-1,4,5,8-
napthalenetetracarboxylic-1,8:4,5-diimide (5)


N,N0-Bis[1-(3-pyrrolidinyl)propyl]-1,4,5,8-naphthalenetetracarboxylic-
1,8:4,5-diimide[61] (66mg, 0.14mmol) was dissolved in chloro-
form (40ml). Iodomethane (3.4 g, 24mmol) was added to the
dark brown solution which was allowed to stir overnight at room
temperature. The precipitate was filtered under vacuum and
washed with chloroform to give an orange-red solid.


1H NMR (D2O): d 2.42 [br s, 8H, N
þ(CH2CH2CH2CH2)], 2.51 [m, 4H,


NCH2CH2CH2N
þ], 3.29 [s, 6H, NþCH3], 3.78 [m, 12H, NCH2


CH2CH2N
þþNþ(CH2CH2CH2CH2)], 4.50 [t, 4H, NCH2CH2CH2N


þ],
8.89 [s, 4H, Ar]. HRMS (ESI): m/2z calcd. for C30H38N4O4: 259.1447;
found: 259.1459.


N,N0-Bis[(3-morpholinyl-N-methyl)propyl]-1,4,5,8-
napthalenetetracarboxylic-1,8:4,5-diimide (6)


N,N0-Bis[N-(3-morpholinyl)propyl]-1,4,5,8-napthalenetetracarboxylic-
1,8:4,5-diimide[61] (0.47 g, 0.90mmol) was dissolved in chloroform
(60ml). Iodomethane (4.6 g, 32mmol) was added to the
red–orange mixture and was allowed to stir at 608C for 2 days.
The mixture was evaporated and washed with hot water (10ml).
An insoluble yellow solid was filtered and the filtrate was
collected and allowed to crystallize. The crystals were filtered to
give a yellow solid.


1H NMR (D2O): d 2.52 [m, 4H, NCH2CH2CH2N
þ], 3.43 [s,


6H, NþCH3], 3.75 [m, 8H, Nþ(CH2CH2OCH2CH2)], 3.90 [t, 4H,
NCH2CH2CH2N


þ], 4.27 [br s, 8H, Nþ(CH2CH2OCH2CH2)], 4.60 [t,
4H, NCH2CH2CH2N


þ), 8.97 (s, 4H, Ar). HRMS (ESI): m/2z calcd.
for C30H38N4O6: 275.1396; found: 275.1402.
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How broad band (from radio frequency to
microwaves) dielectric parameters describe
synthetic chemical reactions
Olivier Meyera*, Michel Delmotteb, Jean-Christophe Lacroixc,
Raphaël Weila, André Loupyd, François Maurelc and Arlette Fourrier-Lamera


Large differences in the dielectric responses of isolated molecules and associated reactive mixtures are observed over
awide frequency spectrum ranging from low tomicrowave frequencies. We present the results obtained for the curing
(cross-linking) of a resin mixed with a hardener. Electrical dipoles contribute to orientation polarization whose
responses lie in the 1 kHz to over 1GHz frequency range, which is predominantly higher than the 0.1Hz–10 kHz range
in which ionic conductivity is observed. It is the relaxation frequency of the reactivemixture that will be considered as
the reaction marker. We also describe the results obtained with the saponification of an ester in the presence of a
catalyst, with the reactive mixture containing – as in the previous case – electric dipoles and ions, but with responses
superimposed in the 1MHz–10GHz frequency band. In this case, and for simplification reasons, the low frequency
band ionic conductivity is the reaction marker. The aim of this paper is to translate synthetic chemical reactions into
electronic terms, in order to allow electronics engineers to understand the interaction between electromagnetic
waves and materials. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


This paper constitutes a summary of a series of analyses by broad
band dielectric spectroscopy – which ranges from low frequen-
cies to microwave frequencies – of isolated systems and reactive
mixtures in synthetic chemistry. Dielectric characterization down
to microwave frequencies enables molecular systems with
electric dipoles or ions present in the reactive medium to be
monitored as the temperature increases during the reaction
progress. In the first part, we present the results obtained for the
curing (cross-linking) of a resin mixed with a hardener. Electrical
dipoles contribute to the orientation polarization whose
responses lie in the 1 kHz to over 1 GHz frequency range, which
is markedly larger than the 0.1 Hz–10 kHz range in which ionic
conductivity is observed. It is the intrinsic relaxation frequency of
the reactive mixture that will be considered as the reaction
marker. In a second part, we describe the results obtained with
the saponification of an ester in the presence of a phase transfer
catalyst, with the reactive mixture containing – as in the previous
case – electric dipoles and ions, but with intrinsic responses
superimposed in the 1MHz–10GHz frequency band. In this case,
the low frequency band ionic conductivity will allow the
description of the reaction progress.
This method was applied in our laboratory first to conventional


heat treatment and then to microwave treatment, and will form
the subject of a third part in a future paper[1] to be published.
Previous papers[2,3] report more details on the conventional heat
treatment.
At present, we consider dielectric spectroscopy over very wide


frequency ranges, including microwaves, to be a valuable aid for


comparing behaviour and differentiating the reactive paths in the
two methods of heat treatment: using the Arrhenius law, the
activation energy of the relaxation phenomenon is calculated.
This parameter has to be obtained for the comparative study
described in the third part and needs microwave frequency for
greater accuracy.
Besides, our aim is to translate synthetic chemical reactions


into electronic terms: relaxation frequency instead of relaxation
time or viscosity, ionic conductivity instead of degree of
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conversion. This will allow electronics engineers to understand
the interaction between electromagnetic waves and materials
and, in a very near future, the interaction between electronic
devices and biological tissues in the case of ultra wide band
sources, in relation with radars.


THE DIPOLAR RELAXATION FREQUENCY
AS THE REACTION MARKER


State-of-the-art about the dielectric response of a pure resin
and a resin mixed with a hardener


Work similar to ours described in the literature concerns the
monitoring of curing reactions of diglycidyl-ether of bisphenol A
(DGEBA) resin over wide frequency ranges, down to microwave
frequencies. Firstly, the work of Mijovic et al.[4,5] concerns epoxy
systems of variable molecular weights, observed at discrete
frequencies from the MHz scale up to several tens of GHz. It is
noteworthy that the epoxy chains they used, unlike our resins,
contain OH groups that make the dielectric spectrum more
complex. These authors wanted to show how the intermolecular
arrangements were governed by the molecular and dielectric
structures, which we have also attempted to demonstrate using
just two resin/hardener mixtures, namely DGEBAþDDS and
DGEBAþDDM. The hardeners DDS and DDM have very different
overall dipolar moments and both are used in our industrial
environment. In subsequent articles, the authors performed a
modal analysis of the relaxation phenomena.[6–9] Similar systems
were studied by Williams et al.,[10] who modelled the relaxations
using Fuoss–Kirkwood[11] and Kohlrausch–Williams–Watts[12,13]


models. Rolla et al. finely analysed different polymers and DGEBA
relaxations at frequencies up to 3 GHz[10,14–17] and beyond,[18–21]


aided in this by calorimetric measurements. Kim and Char[22]


studied the curing of a DGEBAþDDM mixture jointly with
low-frequency dielectric measurements (0.1 Hz–100 kHz) and
calorimetric measurements, and associated the relaxation with
the curing rate.
Wewould stress the fact that our aimwas to study the curing of


a hardenable mixture during a temperature increase followed
by a step of constant temperature by conventional heat treat-
ment and define the process dielectric parameters in order to
subsequently compare this treatment method with microwave
heat treatment, for which dielectric characterization is a suitable
means of investigation. Consequently, we in no way considered
an isothermal polycondensation[23,24] during the whole curing
process, like in the studies of Mangion and Johari[25] and
Kranbuehl et al.[26] who have also worked at fixed low tempera-
tures and arbitrary low frequencies. When Parthun and Johari[27]


look at the dielectric behaviour of thermosets during their curing
under non-isothermal conditions, they use a fixed frequency
(1 kHz) during the ramp heating. In our paper, dynamic high
temperatures mean dynamic high relaxation frequencies for
molecular dipoles up to microwaves during the curing time.


Material studied: DGEBA, DDS, DDM, DGEBARDDS,
DGEBARDDM


The study focused on epoxy resin-based reactive systems and
two types of hardener.


DGEBA resin


DGEBA epoxy resin is solid at room temperature and becomes
liquid when heated to about 408C. The resin has to be in liquid
form to be introduced into the sample holder for dielectric
analysis.
The DGEBA molecule (Table 1) was modelled on the assump-


tion that it contained no OH group, which was subsequently
confirmed by infrared spectroscopy. Themain dipole is that of the
epoxy function—CH2CHO—. The Debyemoment of the localized
epoxy functions given in the literature was confirmed by the
MOPAC[28] software used in this study, and is mepoxy¼ 1.9 D
(1 D¼ 1/3� 10�29 C m). As concerns the overall Debye moment
of the DGEBA molecule in non-planar configuration, it varies
according to the configuration – that is the relative orientation of
the two epoxy groups – frommDGEBA¼ 2 to 0.3 D, values that were
obtained using the MOPAC software.


The DDS and DDM hardeners


The DDS (4,40-diaminodiphenyl sulphone) and DDM (4,40-
diaminodiphenyl methane) hardeners are powders at room
temperature.


The dipolar moments. Delocalization of electrons
The modelling of the DDS hardener (Table 1) shows that its
configuration is not planar. DDS carries two dipoles, namely
—NH2, a reactant, and —SO2, which we call the ‘actor’ given the
size of its dipolar moment which confers to the molecule a high
global Debye moment of mDDS¼ 7D.
The DDM hardener also carries two dipoles: one is the reactant


amine dipole—NH2, the same as that in DDS, while the other, the
actor, is —CH2. The modelling of DDM (Table 1) shows a virtually
planar molecule. Given that the methyl group —CH2 is very
weakly polarized, the DDM molecule has a low global Debye
moment of mDDM¼ 0.2 D.
As for the reactivity of the two hardeners, if we consider


DDS, SO2 is a very strong electron puller and delocalizes the
electrons of the benzene cycles and the free electrons of the
amino groups. Consequently, these groups are far less
nucleophilic in DDS than in DDM. Given that the curing reaction
is based on a nucleophilic attack by the —NH2 groups on the
epoxy functions, one can deduce that, all else being equal, the
reaction with DDM will be faster than that with DDS. DDS
introduces a high polarity, which means that the —NH2 is more
highly charged and remains free to react with the epoxy groups.
Moreover, the low polarity of the —CH2 group in DDM creates


two sections in the molecule that behave independently of each
other: the NH2 groups are freer than in DDS, and therefore are
more reactive. Consequently, one can predict that the reaction
will be faster with DDM than with DDS, and will take place at a
lower temperature.


Polycondensation of epoxy-amine systems


Reminder: polycondensation, curing or cross-linking, consists in
the formation of a three-dimensional lattice from monomers
(linear molecules) through the reaction of the epoxy functions of
the resin with the amine functions of the hardener.[29] In a
conventional and simple manner, three phases can be defined in
the raising of the hardenable mixture to temperature, namely
fluidification, gelification and vitrification (sol–gel–glass trans-
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formations). Before the reaction, the base resin and the hardener
display low viscosity and high solubility. As the temperature rises
beyond room temperature, the viscosity starts to diminish. This
first phase is the fluidification phase. In the second phase, i.e.
gelification, the mixture (resinþ hardener) begins to polymerize:
the viscosity increases very rapidly, the molecular weight of the
mixture increases constantly, and the molecule chains get longer.
Finally, in the third and last phase, named vitrification, where the
molecule chains are bonded, the viscosity stabilizes and the
system becomes solidified and insoluble. This is the cross-linking
reaction.
We will see in section ‘The DGEBAþDDS mixture’ how our


observations led to express these different phases in terms of the
variation in an electrical quantity characteristic of the interacting
molecular systems.


Description of the broad band (100Hz–10GHz) dielectric
spectroscopy instrumentation. Definition of the
measured parameters


Description of the instrumentation


Dielectric characterization is carried out over a wide frequency
range owing to the frequency sweeping of several impedance
and network analysers, type HP 4192 (5Hz–13MHz), HP4291
(1MHz–1.8 GHz), HP 8510 (45MHz–18GHz) connected to the
measuring cell containing the material by a circular coaxial cable
in order to sweep the 100Hz to 10GHz band explored in this
study. A conventional coaxial cell was used for the very low
frequencies (100Hz–1MHz). In the remainder of the frequency
range, a cell developed specifically in the laboratory was used.[24]


This cell is made up of a hollow waveguide terminating in a short


Table 1. Molecules studied and their MOPAC[28] or SPARTAN models


Molecule Formula MOPAC representation


DGEBA


DDS


DDM


Methyl benzoate
(R1¼H, R2¼CH3)


Aliquat 336
(expressed as R4N)


Sodium hydroxide NaOH
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circuit. The interface between the cell and the coaxial cable is
abrupt. This system was subject to electromagnetic analysis by
modal connection. In the most favourable cases (analyser
precision, permittivity value of the material being characterized),
it allows operation of the cell from DC to 18GHz for a cable/cell
assembly with an external diameter of 7mm (standard APC7).[30]


The complex permittivity is deduced from this using the
measurement of admittance or of the reflection coefficient of
the cell containing the material, by numerical solving of the
inverse problem through successive approximations[30,31] with a
precision better than 10% throughout the frequency range.
The cell is placed in a ring oven controlled by a Eurotherm


system. Temperature is measured using a Brion Leroux Pt100
probe.
The shrinkage of the polycondensed mixture in the final


‘vitrification’ phase, which is considerably less than with other
resins such as polyester resins, was not observed in our dielectric
measurements. It has been evaluated at less than 1% per unit
length. The original instrumentation used in this study was built
by Meyer et al.[31,32]


Dielectric parameters


In these studies, the behaviour of the reactive mixture is
characterized by its complex permittivity which depends on the
pulsing of the applied electrical field e(v)¼ e0(e0(v)� je00(v))¼
1þx(v) (where x is the electric susceptibility and v¼ 2pf (Hz), e0


and e00 are the real and imaginary relative permittivity).
Monitoring the characteristics of the reactive medium during


the heat treatment provides information on the polarization state
of the medium and the nature of the absorption phenomena
(dipolar relaxations or ionic conductivity). Only the dipoles,
however, are considered in this paper. The dipoles present in the
medium are oriented by the applied alternating current electric
field. When the electrical stress is zero (changing of the electric
field value from a non-zero value to zero), the polarization
changes from a given value (tendency for the dipoles to adopt an
overall direction) to zero (random distribution characterizing the
disorder of the equilibrium state) non-instantaneously that is with
a time constant t.
This ‘depolarization’ time constant t is defined as a first


approximation by Debye for spherical entities of radius a in a
medium defined by a viscosity term h and at temperature T.


t ¼ 4pa3h


kT
(1)


where k is Boltzmann’s constant.
On the time scale of the relaxation phenomena, the fast


processes are represented by a permittivity at infinite frequency
e1 which intervenes in the instantaneous polarization response.
The permittivity at zero frequency is es.
Debye’s law elates e(v) to e1, es, t and v as follows:


"ðvÞ ¼ "1 þ "S � "1
1þ jvt


(2)


The evolution of this relaxation spectrum displays a peak in
absorption (or in dielectric losses) at an angular frequency


vr ¼ 2p � Fr ¼ 1=t with Fr ¼ kT=8p2a3h (3)


The corresponding frequency Fr is called the relaxation fre-
quency. Debye’s model represents the change in the complex


permittivity as a function of the angular frequency of the
excitation field.
When possible, the variation in the relaxation frequency Fr is


related to the temperature by an Arrhenius law in Fr¼A exp(�W/
kT) where W is the relaxation activation energy, k Boltzmann’s
constant and T the temperature of the medium.


Results. Polymerization of reactive systems


The DGEBAþDDS mixture


The DGEBAþDDS mixture in stoichiometric quantities (R¼ 1)
was heated conventionally using a protocol that consisted in a
fast temperature rise at a rate of about 88C per minute for
20minutes to reach a holding temperature of 1908C that is
maintained for 20–30minutes. Heating is stopped after 45min-
utes, and the sample is left to cool naturally. The dielectric
measurements are made during frequency sweeping from 1MHz
to 10GHz every 2minutes. Thus, with the rise in temperature
from room temperature, the relaxation frequency of the mixture
increases from 3 kHz to 700MHz, the maximum observed
frequency value: The degree of freedom of the molecules has
increased: this is the fluidification illustrated by Debye’s law.
We hypothesize that at the maximum of the relaxation


frequency, the chemical bonds of the epoxy functions open and
the cross-linking begins. The relaxation frequency then falls from
700 to 2MHz thus materializing the reduction in the degree of
freedom of the molecules present: this is the gelification phase
followed by the vitrification phase.
A lattice of macromolecules begins to be established as from


near the maximum frequency of 700MHz. An exothermal
reaction takes place, identifiable by the exceeding of the
setpoint temperature. The minimum frequency value of 2MHz –
which will remain virtually constant during the natural cooling –
expresses the glassy state. Figure 1 shows the variations in the
complex permittivity of DGEBAþDDS over time during the rise in
temperature from room temperature. Figure 2 shows these same
quantities during the temperature holding period and cooling to
room temperature.
The behaviour of the dipolar relaxation frequency is


summarized in Fig. 3.
We have defined the transition points sol–gel and gel–glass in


the following way:
The probability of a jump by a charge of dipole in a double


potential well is derived from statistical thermodynamics. The
number of dipoles jumping per time unit is the relaxation
frequency Fr. So a hindrance, like chemical bond formation,
changes this frequency: the relaxation frequency is related to the
viscosity. So we think that the evolution of the relaxation
frequency during the curing process resembles the behaviour of
a viscoelastic marker.[33] On one hand, we have shown the
slope dFr/dt versus time in Fig. 3. This curve exhibits a first infle-
xion point just before the maximum of the relaxation frequency.
We assume that this point is the sol–gel point. On the other hand,
we observed a second inflexion point after the maximum of the
relaxation frequency: this point is the gel–glass point.
We would have used the evolution of the electrical function tg


d¼ e00/e0 versus time, like Boiteux et al.,[33] but even at the
relaxation frequency, the ratio of these electric parameters is less
accurate than the frequency velocity.
At last, the activation energy of the dipolar relaxation


measured during the fluidification phase where the system
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follows the Arrhenius law (Fig. 4) is evaluated at 96 kJ mol�1 at the
beginning of the treatment.


The DGEBAþDDM mixture


The rise in temperature to a holding temperature of 1208C
is achieved in 35minutes (dT/dt¼ 2.58C minute�1). The reaction
temperature of DGEBAþDDM (1208C) is lower than that of


DGEBAþDDS (1908C). The DGEBAþDDM mixture displays the
same phases as the DGEBAþDDS mixture, with a strong
resemblance during the fluidification period with the develop-
ment of the spectrum obtained for DGEBA, which confirms the
lower dipolar interaction between DGEBA and DDM. Unlike the
case with DGEBAþDDS, in which one observes an absorption


Figure 2. Variations in the complex permittivity of DGEBAþDDS (R¼ 1)
as a function of frequency and temperature during the gelification phase


(second phase) and the vitrification phase (third and final phase)


Figure 3. Variation in the frequency Fr and dFr/dt of DGEBAþDDS


(R¼ 1) as a function of heating time


Figure 4. Variation in the relaxation frequency Fr of DGEBAþDDS


(R¼ 1) as a function of temperature


Figure 1. Variations in the complex permittivity of DGEBAþDDS (R¼ 1)


as a function of frequency and temperature during the fluidification phase
(first phase)
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spectrum that corresponds to the very strong coupling of DGEBA
with the global dipole of DDS, it can be seen that the spectrum
observed with DDM is very similar to that of DGEBA.[1]


Furthermore, it is very probably this low level of interaction
between DGEBA and DDM that favours the reaction of the amine
functions with the epoxy functions, enabling them to position
themselves more easily during the temperature rise. In other
words, a low level of dipolar interaction in an initial mixture
induces a lower relaxation activation energy during the heating
of a reactive system, which leads to a lower reaction temperature.
Therefore, the chemical reaction takes place more easily. This
result confirms the conclusion of section ‘Description of the
broad band (100Hz–10GHz) dielectric spectroscopy instrumen-
tation. Definition of the measured parameters’ that the amine
groups are less nucleophilic in DDS than in DDM. The DGEBAþ
DDM mixture displays a resulting relaxation at 4.5MHz and we
have justified the difference in reaction temperature of the two
mixtures by showing that the respective activation energies went
in the same direction, namely 96 kJ mol�1 for the DGEBAþDDS
mixture and 40 kJmol�1 for the DGEBAþDDMmixture, this value
being identical to that estimated by Kim and Char.[22]


Discussion of the first part


In this first part, we have shown the usefulness of spectroscopy at
radio and microwave frequencies combined with molecular
modelling for the real-time monitoring of a chemical cross-
linking reaction in a mixture (resinþ hardener), and predicting
how it progresses. Observation of the orientation polarization
absorption is relatively easy, and the relaxation frequency of the
molecular system formed by the reactants becomes a reaction
marker. Further to these studies, we have redefined the
polycondensation phases as follows. When the relaxation
frequency increases to a maximum value as the temperature is
raised from room temperature, this is the fluidification phase: the
DGEBA molecule gains the energy necessary to open the epoxy
bonds. Then, when the temperature is held constant, the
relaxation frequency decreases, bringing the gelification phase in
which there is a reaction between the amine and epoxy groups:
the degree of freedom of the molecules decreases and their mass
increases. In the final phase, the reduced relaxation frequency
remains constant at a low value: this is the vitrification phase. A
more precise definition of the transition phase points is given in
terms of the relaxation frequency evolution. They allow the
monitoring of cross-linking reactions by an electromagnetic
method. We are currently transforming our instrumentation into
a non-destructive testing technique.[34] It will allow the real-time
monitoring of a chemical reaction by radio and microwave
frequency spectroscopy to be extended to large quantities of
products placed in tanks.


THE LOW FREQUENCY IONIC
CONDUCTIBILITY AS THE
REACTION MARKER


Introduction


In this second part, we describe the dielectric responses obtained
for the saponification of an ester under phase transfer catalytic


conditions. The reactive mixture contains, as in the previous case,
orientation polarization electric dipoles and ions, but with
responses superimposed in the 1MHz–10GHz frequency band. In
this case, it is the ionic conductivity at the low end of the band
that can be used to describe the progress of the reaction. The
instrumentation used in this study was specially designed and
built in our laboratory by Chevalier.[35]


Material studied: methyl benzoate, Aliquat 336,
[AliquatR sodium hydroxide (soda)], [methyl
benzoateRAliquatR soda]


The study focuses on saponification of an ester, methyl benzoate,
by sodium hydroxide, NaOH, in the presence of a catalyst Aliquat
336.


Methyl benzoate


Methyl benzoate C8O2H8 is a planar molecule for which the
developed formula and the modelling representing the most
probable stable conformation obtained using the SPARTAN
software[36] are given in Table 1.
The dipole in the C——O bond (carbonyl function of the ester)


confers to the molecule a large part of its dipolar moment, whose
value is estimated in this study at 2.1 Debyes. The groups R1
and R2 near the reactive site of the ester are H and CH3,
respectively, therefore not very bulky. It is a liquid with a molar
mass of 136 g mol�1, and a density of 1094 kg m�3; which means
that a given volume of methyl benzoate contains a larger number
of dipoles than the same volume of an ester with larger R1 and R2
groups, therefore is more voluminous and in our case heavier.
Consequently, the studied sample, that is methyl benzoate, is
more highly polar than its counterparts with similar Debye
moments.


Aliquat 336, the Aliquat 336þNaOH mixture


Tricaprylmethylammonium chloride, or Aliquat 336, CH3N
þ[(C8H17]3,


Cl�, whose chemical formula is given in Table 1, is made up of
loose ion pairs where the electrostatic interaction between the
ammonium ion and the chloride ion is weak. It plays the following
catalysing role: further to an equilibrium exchange of ions
with Naþ, OH�, a new entity is formed CH3N


þ[(C8H17]3, OH
� in


which the electrostatic interactions between positive ions and
negative ions are much weaker than is the case with NaOH. Thus,
the OH� ions are more likely available and reactive to attack the
ester. Consequently, Aliquat lowers the activation energy of the
chemical reaction.


The reactive mixture [methyl benzoateþAliquat 336þNaOH]


It has been shown[37,38] that the presence of the R1 and R2 groups
near the reactive site of the ester can, depending on the nature of
the groups, slow down or even inhibit the chemical reaction. The
resulting hindrance can efficiently obstruct the approach of
the hydroxide ion OH� to the reactive carbon of the ester.
With the relatively unhindered methyl benzoate, the chemical
reaction that occurs when the reactive medium is heated at
2108C for 2minutes, resulting in sodium carboxylate and
methanol, gives an efficiency of 90%.
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Dielectric characterization during heat treatment
from room temperature


Methyl benzoate


We have seen that the carbonyl function (C——O bond) of the
methyl benzoate carries the dipole resulting from the molecule.
One observes that it induces a phenomenon of dielectric
relaxation at microwave frequencies, that is 5.3 GHz in the present
case (Fig. 5).
This high frequency is due to the low molar mass of the ester.


The Cole–Cole diagram[39] reveals high static permittivity
(es¼ 6.5) and strong polarization (De¼ es� e1¼ 3.5).
Figure 5 shows the time dependence of permittivity. As


expected, the relaxation frequency Fr increases with temperature
in accordance with the Arrhenius law,


Fr ¼ F0 exp
�W1


kT


� �
(4)


whereW1 is the activation energy of the relaxation phenomenon.
This is the height of the potential barrier that the dipoles cross
when the medium changes from a polarized state to a depolarized
state, which in the present cases equals 3.7 kJ mol�1 (0.04 eV).[3]


This very low value means that the molecule is highly mobile,
particularly due to the absence of H bonds. It increases as a function
of themolarmass and the steric effect in the vicinity of the carbonyl
dipole of the ester.[3]


Aliquat 336


Unlike the ester, whose dielectric losses are exclusively of dipolar
origin, low frequency conductivity phenomena appear (Fig. 6) in
the case of the Aliquat, which is the reaction catalyst.
These can be viewed as a phenomenon of free charge


conductivity, with the chloride ions (the free charges) moving


between quaternary ammonium ions, which are considered as
potential wells for the chloride ions. This conductivity phenom-
enon is intrinsic to Aliquat.
Figure 6 shows that the polarization e0 of the Aliquat diminishes


with temperature, while ionic conductivity increases, particularly
at low frequencies.
An activation energy obeying Arrhenius law can be associated


with this function, which describes the jumps of the chloride ions
between the sites of quaternary ammonium ions.


sT ¼ A exp
�W2


kT


� �
(5)


This energy represents the height of the potential barrier that a
chloride ion must cross to break a chloride–ammonium bond,
and form a new chloride–ammonium complex. The measured
height is 47 kJ mol�1[3]. It is noteworthy that the conductivity
decreases as the temperature increases from about 1008C, most
probably further to decomposition of Aliquat (elimination of HCl
and octane, forming a tertiary amine in a Hoffmann’s degradation
reaction[40]).


The Aliquat 336þNaOH mixture


As concerns the mixture [AliquatþNaOH], another phenomenon
appears at the same time, associated with the process of
ion exchange between Aliquat and sodium hydroxide, and
constitutes step ‘0’ of the ester saponification reaction. It can
be noted, as expected, that the static permittivity of the mixture
[Aliquatþ soda] is higher than that of Aliquat alone.[3] The
conductivity of the mixture however is much lower than that of
Aliquat alone, which can be explained by the combination of two
phenomena. Whatever the molecular system studied, the
permittivity and conductivity are measured at constant volume
(650mm3). From the moment one tests the mixture [Ali-
quatþNaOH], the concentration of Cl� ions decreases when
the relative quantity of NaOH is increased (r¼ [NaOH]/[Aliquat])
whereas that of the OH� ions increases. The first step, which is the
activation of the OH� ions, depends on the number of Cl� ions.
Therefore, when r increases, the conductivity phenomenon
decreases. Moreover, there are intermolecular interaction forces
between Aliquat and NaOH that make the ion exchanges in the


Figure 5. Methyl benzoate complex permittivity as a function of


temperature and ambient Argand diagram of methyl benzoate


Figure 6. Real permittivity and conductivity of the Aliquot versus fre-


quency and temperature
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mixture more difficult. We confirmed that when the proportion of
NaOH in the mixture increases for values of r varying from 0 to 20,
the viscosity increases, which limits the conductivity phenom-
enon, with conductivity diminishing constantly.[3]


The behaviour of the mixture is identical to that of the Aliquat
alone for ratios ‘r’ less than 1. For r values higher than 1, the
polarization e0 increases as does the conductivity. A maximum
level of conductivity is reached at around 1008C, whatever the
proportion of soda in the mixture. This phenomenon could
correspond to the degradation of the Aliquat, already envisaged
in the case where it is alone.
In the same way as for Aliquat alone, the conductivity of the


mixture follows an Arrhenius law.[3] The activation energy W3


associated with the phenomena of low-frequency conductivity in
themixture increases with the NaOH proportion. This result tends
to show that when the conductivity phenomenon associated
with the dissociation of NaOH in the mixture becomes
predominant, it leads to an increase in the overall activation
energy of the system. We would point out that owing to its
corrosive nature, we were unable to carry out an experiment at
the ratio r¼ 20, corresponding to the proportions of NaOH and
Aliquat used in the reactive mixture.


The reactive mixture [methyl benzoateþAliquatþNaOH]


Lastly, the characteristic of the overall reactive mixture [methyl
benzoateþAliquatþNaOH] at ambient temperature observed in
the same volume of 650mm3, is very different of that of the
isolated systems we have just described (Fig. 7). The dipolar
relaxation of the isolated ester can no longer be observed
directly; the actual permittivity and the conductivity are greatly
increased at low frequencies compared with those of the mixture
[AliquatþNaOH], whereas the initial concentration in ionic
entities in the global mixture is lower in the mixture [Aliquatþ
NaOH] observed alone in the same volume. We conclude from
this that the presence of the ester favours the ionic dissociation
even at room temperature, which explains the strong polarization
observed.
The proportions of reagents were defined as follows: n(sodium


hydroxide)/n(ester)¼ 2 and n(Aliquat)/n(ester)¼ 1/10, i.e. r¼ 20.
The overall volume of the mixture is 650mm3.
The following kinetics were adopted to observe the


saponification reaction: the duration of the reaction is 110min-
utes, with temperature increasing from room temperature to


1308C at a rate of 18C minute�1. The real and imaginary parts of
the total permittivities and the total ionic conductivity increase
up to about 1108C, then decrease (Fig. 7). By analogy with Fig. 3
which represents the time dependence of the dipole relaxation
frequency during a curing reaction, we have represented the time
dependence of the ion conductivity in an experiment of
saponification of methyl benzoate (Fig. 8). In a first step, the
conductivity increases with the temperature: this is the ion
diffusion step. It reaches a maximum then decreases: this is the
chemical reaction step, therefore the step of the consumption of
sodium ions (NaOH). When it becomes constant, the reaction is
finished.
Themeasured efficiency is 80%, a value similar to that obtained


in a conventional system.[4] One considers the saponification of
the octyl mesitoate for which the R1 and R2 groups are CH3


and C8H17, respectively, making the reactive centre a strongly
hindered site and giving this ester a higher molar mass than that
of methyl benzoate, that is 276 g mol�1. Consequently, it has a
lower density (930 kg m�3) and a lower relaxation frequency
(923MHz.). Its Debye moment m¼ 1.95 D, its static permittivity
es¼ 3.9, and its polarization De¼ es� einf¼ 1.2 are therefore also
lower. Its density shows that the concentration in dipoles and
ions is lower, therefore the permittivity of the isolated ester is also
lower. The activation energy of the reactive mixture of this
hindered ester, however, is 28 kJ mol�1, which is lower than that
of the methyl benzoate. This tends to prove that the conduction
phenomenon associated with the ion exchange between Aliquat
and NaOH occurs more easily in the mixture containing the octyl
mesitoate than with methyl benzoate. But far fewer ions are
concerned and the reaction site is poorly accessible. The chemical
efficiencies obtained confirm this hypothesis: under the same
experimental conditions, the efficiency obtained for octyl
mesitoate is 0%.
Polarization of the reactive site plays a major role. To obtain


another evidence of this, we decomposed the dielectric response
of the mixture [methyl benzoateþAliquatþNaOH], that is we
discriminated in the reactive mixture the response of the ions at
low frequencies (free ions), that of the ion jumps at medium
frequencies, and that of the orientation polarization dipole of the
ester, i.e. that of the reactive site. We concluded that the overall
dipolar moment of the reactive site increases with temperature in
the case of low hindrance, indicating high reactivity.[3]


Figure 7. Real permittivity and conductivity of the reactive mixture


[methyl benzoateþAliquotþ soda] as a function of temperature


Figure 8. Variation in the conductivity of the reactive mixture [methyl


benzoateþAliquotþ soda] and temperature as a function of heating


time
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Discussion of the second part


In this second part, we have again demonstrated that
spectroscopy at radio and microwave frequencies, coupled with
molecular modelling, is a valuable tool for the real-time
monitoring of a chemical reaction, and secondly we have tried
to predict how the reaction proceeds. Here, we study the
saponification of an ester in the presence of a catalyst in the same
frequency band; the observation of the absorption due to ionic
conductivity phenomena is superimposed on that of orientation
polarization. Only a decomposition technique allowing the two
phenomena to be discriminated enables the behaviour of the
dipole carried by the reactive site to be understood.


CONCLUSION


To conclude, two electric parameters, the dipolar relaxation
frequency and the ionic conductivity, are reaction markers of
chemical reactions.
Furthermore, it will be possible to compare this process with a


microwave heat treatment, as is planned. Dielectric character-
ization over a wide frequency range is a suitable technique for
investigating microwave heat treatment, compatible with
heating to frequencies within or beyond the spectrum used.
These combined studies have led to a further study of


microwave treatment of the same molecular systems, in which
the variation in the dielectric properties were monitored and
compared with the results set forth in this paper.[1]
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On the heat of formation of nitromethane
John A. Bumpusa* and Patrick H. Willoughbya


Two experimental values (S19.3W 0.3 andS17.8W 0.1 kcal/mol) for the gas phase heat of formation (DfH
0
g) (298k) of


nitromethane have been reported. Although these values differ by only 1.5 kcal/mol, substantially greater differences
in theoretical and experimental results occur when these differing values are used to calculate thermodynamic
properties. This is especially evident when these two values for the DfH


0
g of nitromethane are used to calculate


thermodynamic properties of polynitro compounds. For example, when density functional theory (DFT) is coupled
with the use of isodesmic reactions, the DfH


0
g of octanitrocubane is calculated to be 160.6 or 172.6 kcal/mol,


depending on which value is used. It should also be appreciated that several computational theories depend upon
having access to reliable experimental data for testing and development. We have examined this discrepancy using
several computational models and several levels of theory. Our results coupled with a comprehensive review of
the literature support the lower (S19.3W 0.3 kcal/mol) experimental value. This is problematic because the higher
value (S17.8W 0.1 kcal/mol) has been used in the development and/or testing of several semiempirical quantum
mechanical models as well as ab initio Gaussian theory (G2 and G3). Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: nitromethane; gas phase heat of formation; density functional theory; ab initio theory; group additivity approach


INTRODUCTION


Nitromethane (CAS number 75-52-5) is a relatively common
organic solvent. It has been used as a fuel in auto racing and as an
explosive.[1–3] It is also used as an intermediate in the
manufacture of drugs, high explosives, pesticides, and other
useful materials. The liquid explosive PLX (Pictanny liquid
explosive) is a mixture composed of 95% nitromethane and
5% ethylenediamine.[3] Nitromethane is prepared by the reaction
between sodium nitrite and sodium chloroacetate.[4]


As a widely used article of commerce, the chemical and
physical properties of nitromethane have been well studied.
Nevertheless, there is some discrepancy regarding the gas phase
heat of formation (DfH


0
g) (298k) of this compound. A value of


�19.3� 0.3 kcal/mol has been reported by Knobel et al.[5] This is
the value listed by the NIST WebBook.[6] The other value of
�17.8� 0.1 kcal/mol is listed in Pedley’s Thermochemical Data of
Organic Compounds,[7] a value based on and statistically
indistinguishable from the value of �17.86 kcal/mol reported
by McCullough et al.[8]


The two reported experimental values for the DfH
0
g of


nitromethane differ by only 1.5 kcal/mol. Nevertheless, substan-
tial differences in theoretical and experimental results occur
when these differing values are used to calculate thermodynamic
properties. This is especially evident when these two values for
the DfH


0
g of nitromethane are used to calculate thermodynamic


properties of polynitro compounds. For example, when density
functional theory (DFT) is coupled with the use of isodesmic
reactions, the DfH


0
g of octanitrocubane is calculated to be 160.6


or 172.6 kcal/mol, depending on which value for the DfH
0
g of


nitromethane is used.[9,10]


Also of concern is the fact that the DfH
0
g of nitromethane is


used in the training set and/or test set (or reference set) during
the development of semiempirical quantum mechanical models.
For example, Dewar and Stewart and their associates[11–13] used


the value of about�17.8 kcal/mol (actually�17.7 and�17.9 kcal/
mol) for the DfH


0
g of nitromethane as one of many experimental


values for a large number of compounds in the development,
parameterization, and testing of semiempirical models, AM1,
PM3 and, most recently, PM6 and RM1.[14] Similarly, this value was
also one of many that were used to develop and/or test Gaussian
2 (G2) and Gaussian 3 (G3). G1, G2, and G3[15–21] are very robust
multilevel ab initiomethods that are combined with the use of an
extrapolation equation that is empirically defined and para-
meterized to reproduce results (i.e., DfH


0
g and other properties)


for individual compounds included in a test set of molecules. It is
then assumed that these models andmethods will also be able to
calculate, with some degree of accuracy, reasonable values for
compounds (i.e., ‘unknowns’) that were not used in their
development. Thus, incorrect data used in parameterization will
be one source of error in such models. Even if the contribution to
model error was minimal in such circumstances, the use of an
incorrect value in the test set would provide an incorrect
assessment of the accuracy of the model as it pertains to
nitromethane.
Not all quantum mechanical procedures to calculate DfH


0
g of


nitromethane used �17.8 kcal/mol as a reference value. Rice
et al.[22] used the value of �19.3 kcal/mol as the reference DfH


0
g


value for nitromethane in investigations in which an atom
equivalent scheme was used to convert DFT energies to heats of
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formation for the calculation of DfH
0
g values for a wide variety of


nitrogen-containing compounds. The point here is that inves-
tigators must have confidence that they are using the most
reliable experimental data available to develop and/or test the
quantum mechanical models under consideration. Furthermore,
this is problematic when two or more reported experimental
values exist for any given compound.
In a more general sense, it is always important to be confident


of DfH
0
g values because these values may be used to calculate


other important and useful thermodynamic properties. For
example, the sum of the heats of formation of products (SDfH


0
g;P)


minus the sum of the heats of formation of the reactants
(SDfH


0
g;R) of a chemical reactionmay be used to calculate the heat


of reaction (DrH
0) as follows:


DrH
0 ¼ SDfH


0
g;P � SDfH


0
g;R


This value (DrH
0) can subsequently be used to calculate the


equilibrium constant for a reaction using the following
relationships:


DrG
0 ¼ DrH


0 � TDSo
r


DrG
o ¼ �RTlnK


As noted by Cohen and Benson,[23] a relatively small error
in DfH


0
g can have important consequences. For a general


reaction


Aþ B ! Cþ D


An error in the calculation of DrH
0 of only 1 kcal/mol results in a


substantial (greater than fivefold) change in the equilibrium
constant. In turn, this results in poorly predicted parameters such
as reaction yield, concentration of reactants and products at
equilibrium, and rate of reaction.
When they exist, it is clearly important to address such


inconsistencies in the literature. Computational methods have
been used to lend support to experimental values for DfH


0
g


values when two or more different experimental values
have been reported. For example, Smith et al.[24] demonstrated
the usefulness of multilevel ab initio molecular orbital theory
(i.e., G2) to obtain a reliable DfH


0
g value of 20.6� 2.4 kcal/mol


for methanimine at a time when this value was in dispute.
Similarly, Saraf et al.[25] used a semiempirical model, a group
additivity approach and several density functional and
ab initio models coupled with two isodesmic reactions to
assess the DfH


0
g of hydroxylamine, recommending use of a


computed DfH
0
g of �11.4 kcal/mol, a value that is statistically


indistinguishable from the reported experimental value of
�12.0 kcal/mol.
We have also taken a computational approach in an effort to


determine if our computed results support one or the other of the
experimentally determined values for the DfH


0
g of nitromethane.


In our studies, we have used isodesmic and hydrogenation
reactions coupled with DFT using several basis sets.[26,27]


Semiempirical models[11–14] were also cautiously used as was a
modification of Benson’s group additivity approach.[23,28,29]


To determine if a consensus can be reached regarding the
most accurate value for this compound, this manuscript also
provides a comprehensive survey and review of the available
literature, both computational and experimental, regarding the
DfH


0
g of nitromethane.


Computational methods


Density functional theory


DFT[26,27] coupled with the use of four isodesmic reactions (Rxns 1
to 4) and four hydrogenation reactions (Rxns 5 to 8)


Rxn 1 CH2ðNO2Þ2 þ CH4 ! 2 CH3NO2


Rxn 2 CH2ðNO2Þ2 þ CH2ðNO2Þ2 ! CHðNO2Þ3 þ CH3NO2


Rxn 3 CHðNO2Þ3 þ 2 CH4 ! 3 CH3NO2


Rxn 4 CðNO2Þ4 þ 3 CH4 ! 4 CH3NO2


Rxn 5 CH3 � CH3 þ 2 HNO2 ! H2 þ 2 CH3NO2


Rxn 6 CH3 � CHðNO2Þ2 þ H2 ! 2 CH3NO2


Rxn 7 CH4 þ HNO2 ! H2 þ CH3NO2


Rxn 8 CH2ðNO2Þ2þ CH3CH2CH3þ H2!CH3 � CH3 þ 2 CH3NO2


was used to calculate the DfH
0
g of nitromethane. The DFT-B3LYP


method in combination with the 6-31G* basis set is a relatively
modest level of computational theory. However, as noted by
Zhang et al.[10] several investigations have shown that this level of
theory often predicts accurately the energies, molecular
structures, and vibrational energies of compounds that are close
to their experimental values. Thus, the DFT-B3LYP method in
combination with the 6-31G* basis set was used. Additionally,
four other larger basis sets (6-31 G**, 6-31þG*, 6-311 G*, and
6-311þG**) were used in this study.
Heats of reaction (DrH


0
298) were calculated using the following


equation:


DrH
0
298 ¼ SDfH


0
g;P � SDfH


0
g;R


where SDfH
0
g;P and SDfH


0
g;R are the sums of the heats of


formation of the products and the reactants in each reaction,
respectively. In these equations, the DfH


0
g for nitromethane


was treated as an unknown and the experimental DfH
0
g values for


each of the other molecules were from References [6,7,29] and [30].
The value for DrH


0
298 was determined by computation using the


following equations:


DrH
0
298 ¼ DE298 þ DðPVÞ


DrH
0
298 ¼ DE0 þ DZPEþ DHT þ DnRT


where DE0 is the total electronic energy change at 0 K between
products and reactants of the isodesmic and hydrogenation
reactions that were used. The change in zero point energies is
represented by DZPE and HT is the thermal correction factor
required to express DE at 298.15 K instead of 0 K. For reactions in
the gas phase, D(PV)¼DnRT. For the reactions used in this study,
Dn¼ 0, thus D(PV)¼ 0. Total electronic energy at 0 K (E0), ZPE
and the values (translational enthalpy, rotational enthalpy, and
vibrational enthalpy) required to compute HT were calculated
using the Spartan 06 (Wavefunction, Inc., Irvine, CA) suite of
programs. Vibrational frequency scaling factors of 0.9603, 0.9603,
0.9600, 0.9663, and 0.9600 were used for calculations involving
the 6-31G*, 6-31 G**, 6-31þG*, 6-311 G*, and 6-311þG** basis
sets, respectively. Minimized structures exhibited no imaginary
frequencies.
For this study, it was important to assess the general ability of


theory to accurately predict theDfH
0
g values of nitroalkanes. Thus,


the DfH
0
g values of several nitroalkanes structurally similar to


nitromethane were calculated using three isodesmic and three
hydrogenation reactions, control Rxns 1–6.
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Semiempircal theory


Semiempirical models are parameterized to provide heat of
formation as an output value instead of the total electronic energy
term as occurs in ab initio and DFT calculations. Several
semiempirical models (MNDO, AM1, PM3, PM6, and RM1) were
used to calculate the heat of formation of nitromethane. Results
were quite variable between models, but consistent with results of
others. MNDO, AM1, PM3 and RM1 semiempirical calculations were
performed using the Spartan 06 (Wavefunction, Inc.) suite of
programs. PM6 calculations were performed usingMOPAC 2007[14].
In addition to using output values for DfH


0
g in semiempirical


models, one may sometimes cautiously use calculated output
values for DfH


0
g values coupled with isodesmic reactions to


calculate the heat of reaction (DrH
0
298) and, subsequently,


(re)calculate the DfH
0
g of an unknown (in this case nitromethane)


using experimentally derived DfH
0
g values of the other


components of the isodesmic reaction.
In such procedures DrH


0
298 is calculated by the following:


DrH
0
298 ¼ SDcalc


f H 0
P � SDcalc


f H 0
R


where
P


Dcalc
f H 0


P and
P


Dcalc
f H 0


R are the sums of the
semiempirically calculated output values for heats of formation
of the products and reactants, respectively. OnceDrH


0
298 has been


calculated, the heat of formation of nitromethane can be
(re)calculated using the following:


DH0
298 ¼ SDexp0t


f H 0
P � SDexp0t


f H 0
R


where
P


Dexp0t
f H 0


P and
P


Dexp0t
f H 0


R are of the sums of the
experimental values for the heats of formation of products and
reactants, respectively. In this reaction, the experimental DfH


0
g


value for nitromethane is treated as the sole unknown and is
calculated. In such procedures, one makes the assumption that
deviation (i.e., error) of semiempirically computed DfH


0
g values


from experimental DfH
0
g values is systematic between molecules


used in such equations and thus error is cancelled in these
calculations.
Of the semiempirical models tested, the PM3 model calculated


DfH
0
g values for methane, nitromethane, dinitromethane, and


trinitromethane, to within 5 to 6 kcal/mol of reported exper-
imental values.[9] The PM3 model has also been shown to
calculate with a fair degree of accuracy the heats of formation of
several nitrogen-containing high explosives.[9,31] Because of this,
the PM3 model was used to calculate the DfH


0
g of nitromethane


using the four isodesmic equations described in Rxns 1 to 4.


Hydrogenation reactions were not used in these analyses
because the PM3model calculates aDfH


0
g for H2 that is more than


13 kcal/mol less than the value of 0 kcal/mol, the DfH
0
g value of an


element in its most stable form.


Group additivity and the difference method


The group additivity approach[23,28,29] in a remarkably straight
forward manner accurately predicts DfH


0
g and other physical


properties of a wide variety of compounds and DfH
0
g values of


several simple nitroalkanes are accurately predicted by this
approach.[29] As accurate as this approach is for many relatively
simple (and some not so simple compounds), it is interesting to
note that the properties of the simplest nitroalkane, nitro-
methane was not included in Benson’s original work, nor is the
DfH


0
g value of this compound calculated by the group additivity


applet maintained by the NIST.[32] Ironically, DfH
0
g values of


C1 compounds are sometimes among the more difficult to
address using this method. The DfH


0
g values for nitroethane,


1-nitropropane, and 1-nitrobutane have, however, been esti-
mated by this method and agree very well with experimental
values.[29] Interestingly, the DfH


0
g value of nitromethane can be


calculated by subtracting from the DfH
0
g values of nitroalkanes a


group equivalent value of �5.0 kcal/mol for each methylene
group (—CH2—) present in nitroethane, 1-nitropropane, and
1-nitrobutane. This approach is referred to by Cohen and
Benson[23] as the difference method.


Weizmann-1 theory


Weizmann-1 (W1) is a computationally intensive and highly
accurate multilevel ab initiomethod that can be used to compute
total atomization energies (TAEs) and DfH


0
g of small compounds


composed of first and second row elements.[33–35] The DfH
0
g of


nitromethane was calculated at the University of Minnesota
Supercomputing Institute using Gaussian 03 software. The
keyword used to initiate a W1 calculation in Gaussian 03 is
W1U.


RESULTS AND DISCUSSION


Density functional theory/isodesmic and hydrogenation
reactions


Gas phase heat of formation values for nitromethane calculated
using isodesmic and hydrogenation reactions are presented in
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Table 1. Clearly, the calculated DfH
0
g values tended to cluster


nearer the �19.3 kcal/mol experimental value rather than the
�17.8 kcal/mol experimental value.
Because two reported experimental values for the DfH


0
g of


nitromethane are being compared in our investigation it
would be logical to expect that the most accurate or correct
value would be the one that, when used in conjunction with
isodesmic and hydrogenation reactions, results in calculated
DfH


0
g values that are most similar to experimental DfH


0
g values for


the other components of the reactions that are used. Results
comparing experimental and calculated DfH


0
g values for all


compounds in Rxns 1–8 are presented in Table 2. CalculatedDfH
0
g


values in Table 2 were determined at the DFT B3LYP/6-31 G**


level of theory. Results demonstrated that, in most cases, the
calculated DfH


0
g values of the other components in these


reactions were most similar to experimental DfH
0
g values when a


DfH
0
g value of �19.3 kcal/mol for nitromethane was used. To


express these data in a more quantitative manner, the mean
absolute error (MAE) was calculated. When the �19.3 kcal/mol
value was used, an MAE of only 0.9 kcal/mol was calculated in
contrast to an MAE of 2.2 kcal/mol calculated when the
�17.8 kcal/mol value was used in these isodesmic and
hydrogenation reactions.
The general ability of DFT (in conjunction with isodesmic and


hydrogenation reactions) to accurately calculate DfH
0
g values of


nitroalkanes, other than nitromethane, was also determined
(Table 3) using a series of control reactions (control Rxns 1–6). In
these studies, the experimental values to which computed results
were compared have reported error (�SD) values ranging from
�0.2 to �0.8 kcal/mol. MAE values for computed data were
between 0.8 and 2.1 kcal/mol. These results confirm the general
effectiveness and accuracy of this approach for the calculation of
DfH


0
g values for nitroalkanes.


As noted above, the approaches presented here using DFT
coupled with isodesmic and hydrogenation reactions support the
experimental value of �19.3� 0.3 kcal/mol for the heat of
formation of nitromethane. This level of theory can be viewed as
moderately robust. Although an isodesmic approach should
compensate for systematic errors in DFT calculations, one also
needs to take into account the fact that the experimental DfH


0
g


values used in isodesmic reactions have the potential to
introduce error into these calculations. For example, the
experimental DfH


0
g value of dinitromethane is reported as


�14.1 kcal/mol, but the reported error is substantial, �1.0 kcal/
mol. Because of this, we elected to use several isodesmic and
hydrogenation reactions composed of a variety of different


compounds such that no single experimental value would
dramatically bias results for the entire set of reactions. It should
also be noted that the experiments illustrated in Table 2 were
designed specifically as an internal control. In Table 2, it was
shown that when DFT (coupled with four isodesmic reactions and
four hydrogenation reactions) was used, the DfH


0
g values of the


nine compounds (other than nitromethane) used to construct
these reactions weremore accurately predicted when�19.3 kcal/
mol was used as the DfH


0
g value for nitromethane.


Semiempirical theory


Heat of formation values for nitromethane calculated using
semiempirical models MNDO, AM1, PM3, PM6, and RM1 are 3.3,
�9.9, �15.9, �16.3, and �12.4, respectively. Three (MNDO, AM1,
and RM1) of the five models predict DfH


0
g values that are


considerably greater than either of the two experimental
DfH


0
g values that have been reported. PM3 and PM6


predict DfH
0
g values that are within 2.0 kcal/mole of the higher


experimental value. PM3 was also used to calculate DfH
0
g of


nitromethane using four isodesmic reactions (Rxns 1 to 4) as
shown in Table 1. The mean for Rxns 1 to 3 was �20.0� 1.6 kcal/
mol. The computed DfH


0
g value using Rxn 4 was not used to


determine this mean as it is considerably greater than either of
the two reported experimental values. This occurred because the
PM3 output value (6.4 kcal/mol vs. an experimental value of
19.7 kcal/mol) for tetranitromethane does not predict very
accurately the DfH


0
g for this compound.


The PM3 model overestimates DfH
0
g values of several


monosubstituted nitroalkanes, but it does so on a very consistent
basis. This is demonstrated in Fig. 1 in which the ability of PM3
theory to calculate DfH


0
g of the C1 to C4 n-nitroalkanes is


presented and compared to experimental data. This consistency
in overestimation is the reason that these data can be used to
calculate DfH


0
g values using isodesmic equations. Results using


the PM3 model with control isodesmic reactions are presented in
Table 3. As mentioned above, the PM3 model was not used in
hydrogenation reactions because this model poorly predicts the
DfH


0
g value for hydrogen. Of all of the computational studies


presented or reviewed herein, we would note that semiempirical
theory is regarded as the least robust with regard to supporting
highly accurate heats of formation. It should also be noted that
results obtained using semiempirical (PM3) theory were included
with results obtained using density functional theory in Table 1
and Table 3 as a matter of convenience to facilitate presentation
and comparison of results.


Table 1. Heat of formation values (DfH
0
g) (298k) in kcal/mol for nitromethane calculated using density functional theory (B3LYP) and


several basis sets coupled with the use of isodesmic and hydrogenation reactions (Rxns 1–8)


Method Basis Set
Rxn 1 Rxn 2 Rxn 3 Rxn 4 Rxn 5 Rxn 6 Rxn 7 Rxn 8 Mean� SD


B3LYP 6-31 G* �19.3 �18.7 �19.5 �18.3 �21.2 �19.9 �20.6 �20.2 �19.7� 1.0
6-31 G** �19.6 �18.8 �19.5 �18.2 �19.2 �19.5 �18.7 �20.0 �19.2� 0.6
6-31þG* �20.7 �18.5 �21.4 �20.9 �20.9 �21.5 �20.0 �21.9 �20.7� 1.1
6-311 G* �19.4 �18.5 �19.8 �18.8 �21.0 �19.6 �20.6 �20.4 �19.8� 0.9
6-311þG** �20.8 �17.4 �21.2 �20.6 �18.0 �21.2 �18.2 �21.8 �19.9� 1.7


PM3 — �19.5 �21.7 �18.7 �10.8a — — — — �20.0� 1.6


a This value was not included in calculating mean� SD. Refer to text for details.
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Group additivity and the difference method


When a methylene group additivity value of �5.0 kcal/mol for
each methylene group present is subtracted (i.e., using the
difference method) from DfH


0
g values estimated by the group


additivity method for nitroethane, 1-nitropropane, and 1-
nitrobutane, DfH


0
g values of �19.4, �19.3, and �19.4 kcal/mole,


respectively, are found for nitromethane (mean¼�19.4� 0.1).
When the same procedure is performed using experimentally
determined data, values of �19.5, �19.7, and �19.3 kcal/mol,
respectively, are found (mean¼�19.5� 0.2 kcal/mol). A conven-
tional group additivity approach can be taken if values of �9.3,
�10.0, and �5.0 kcal/mol are used for the nitro group, methyl
group, and methylene group, respectively. When this was done,


Table 2. Comparison of heat of formation values (DfH
0
g) (298k) in kcal/mol of all compounds in isodesmic and hydrogenation


reactions (Rxns 1–8) calculated using both experimental heat of formation values that have been reported for nitromethane (DFT
B3LYP 6-31 G** level of theory).a


Exp’t DfH
0
g


Theory DfH
0
g Exp’t-theory Theory DfH


0
g Exp’t-theory


Exp’t¼�19.3 Exp’t¼�19.3 Exp’t¼�17.8 Exp’t¼�17.8


Rxn 1
Nitromethane (�19.3 or �17.8) �19.6 þ0.3 �19.6 þ1.8
Dinitromethane �14.1 �14.1 0.0 �11.1 �3.0
Methane �17.89 �17.85 �0.04 �14.85 �3.04


Rxn 2
Nitromethane (�19.3 or �17.8) �18.8 þ0.5 �18.8 þ1.0
Dinitromethane �14.1 �14.4 þ0.3 �13.6 �0.5
Trinitromethane �3.2 �2.7 �0.5 �4.2 þ1.0


Rxn 3
Nitromethane (�19.3 or �17.8) �19.5 þ0.2 �19.5 þ1.5
Trinitromethane �3.2 �0.9 �2.3 þ0.6 �3.8
Methane �17.89 �17.59 �0.30 �15.34 �2.55


Rxn 4
Nitromethane (�19.3 or �17.8) �18.2 �1.1 �18.2 þ0.4
Tetranitromethane 19.7 þ15.3 þ4.4 þ21.3 �1.6
Methane �17.89 �19.35 þ1.46 �17.35 �0.54


Rxn 5
Nitromethane (�19.3 or �17.8) �19.2 �0.1 �19.2 þ1.4
Ethane �20.04 �20.48 þ0.44 �17.48 �2.56
Nitrous Acid �18.34 �18.56 þ0.22 �17.06 �1.28
Hydrogen (H2) 0.0 þ0.22 �0.22 �1.28 þ1.28


Rxn 6
Nitromethane (�19.3 or �17.8) �19.5 þ0.2 �19.5 þ1.7
1,1-Dinitroethane �24.06 �23.67 �0.39 �20.67 �3.39
Hydrogen (H2) 0.0 þ0.43 �0.43 þ3.43 �3.43


Rxn 7
Nitromethane (�19.3 or �17.8) �18.7 �0.6 �18.7 þ0.9
Methane �17.89 �18.53 þ0.6 �17.03 �0.9
Nitrous Acid �18.34 �18.94 þ0.6 �17.44 �0.9
Hydrogen (H2) 0.0 þ0.60 �0.6 �0.90 þ0.9


Rxn 8
Nitromethane (�19.3 or �17.8) �20.0 þ0.7 �20.0 þ2.2
Dinitromethane �14.1 �12.42 �1.7 �9.42 �4.7
Propane �25.02 �23.34 �1.7 �20.34 �4.7
Ethane �20.04 �21.73 þ1.7 �24.72 þ4.7
Hydrogen 0.0 þ1.69 �1.7 þ4.69 �4.7


a Calculated heat of formation values for nitromethane were determined using the known experimental values for all of the other
compounds in each isodesmic or hydrogenation reaction. For this reason, the calculated heat of formation values for nitromethane
are always identical for each isodesmic or hydrogenation reaction examined. When the heat of formation values for each of the other
components of the reactions were determined, known experimental values were used for these other components except the
one whose heat of formation was being calculated. In these calculations, heat of formation values for components other than
nitromethane were determined using both of the experimental heat of formation values that have been reported for nitromethane.
When the �19.3 kcal/mol value was used a MAE of only 0.9 kcal/mol was calculated in contrast to a MAE of 2.2 kcal/mol calculated
when the �17.8 kcal/mol value was used in these isodesmic and hydrogenation reactions.
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DfH
0
g values of �19.3, �24.3, �29.3, and �34.3 kcal/mol were


calculated for nitromethane, nitroethane, 1-nitropropane, and 1-
nitrobutane, respectively, and these values agree exceptionally
well with experimental values to within a few tenths of a kcal/mol.
The relatively simple group additivity approaches used here


support the lower experimental heat of formation. Nevertheless,
these data should be viewed in light of the fact that the effect of
group substitution on the DfH


0
g of methyl derivatives is often


somewhat different than it is for ethyl-, n-propyl-, and n-butyl-


derivatives. For example, the absolute difference in the DfH
0
g


values of methanol and ethanol is 8.23 kcal/mol while the
absolute differences in the DfH


0
g values between ethanol and


n-propanol and between n-propanol and n-butanol are more in
keeping with the value of �5.0 kcal/mol for a methylene
(—CH2—) group (5.3 and 4.7 kcal/mol, respectively).
On the other hand, it is important to make the appropriate


comparisons. Substituted methanes, compounds, such as acetic
acid, acetaldehyde, acetonitrile, ethanol, ethanethiol, chlor-
oethane, and acetamide, are among those compounds that
are most comparable to nitromethane. Each can be viewed as a
methane substituted with a carboxyl group, an aldehyde group, a
nitrile group, a —CH2OH group, a —CH2SH group, a —CH2Cl
group, and an amide group, respectively, while nitromethane, of
course, is a nitrosubstitued methane. When the difference
method is used to calculate the DfH


0
g of these compounds


starting with the DfH
0
g of higher homologs (such as 1-propanoic


acid, propanal, propanenitrile, 1-propanol, 1-propanethiol,
1-chloropropane, propanamide, and nitroethane), DfH


0
g values


are calculated that closely agree with experimentally determined
values, to within �0.4 kcal/mol.


Weizmann-1 theory


W1 theory is among the most powerful and accurate multilevel
ab initio computational theories available for use.[33–35] Given that
an MAE of 0.3 kcal/mol has been demonstrated for DfH


0
g values


for some sets of test compounds, it was our original intent to use
this level of theory as a definitive assessment in support of one of
the experimental values for the DfH


0
g of nitromethane that have


been reported. At first glance, it would appear that the value of
�18.1 kcal/mol that was computed, coupled with a reasonably
small MAE, would support strongly the experimental value of
�17.8 kcal/mol. However, we were not able to make this
assessment with confidence. First of all, an appropriate MAE


Table 3. Heat of formation values (DfH
0
g) (298k) in kcal/mol for several nitroalkanes calculated using density functional theory


(B3LYP) and several basis sets coupled with the use of isodesmic and hydrogenation reactions (control rxns 1–6)


Nitroethane 1-Nitropropane 1-Nitrobutane
2-Methyl-2-
nitropropane


2-Methyl-2-
nitropropane 1-Nitropropane


Method Basis Set
Control
Rxn 1


Control
Rxn 2


Control
Rxn 3


Control
Rxn 4


Control
Rxn 5


Control
Rxn 6


B3LYP 6-31 G* �27.2 �31.8 �37.7 �40.5 �43.7 �28.8
B3LYP 6-31 G** �24.9 �30.3 �35.8 �40.7 �41.8 �29.0
B3LYP 6-31þG* �27.0 �30.8 �36.4 �40.0 �41.6 �29.2
B3LYP 6-311 G* �27.3 �31.8 �37.5 �40.8 �43.6 �29.0
B3LYP 6-311þG** �24.1 �28.1 �33.8 �45.4 �44.4 �29.1
Mean� SD — 26.1� 1.5 �30.6� 1.5 36.2� 1.6 �41.5� 2.2 �43.0� 1.2 �29.0� 0.1
Exp’t� SD — �24.5� 0.2a �29.6� 0.2b �34.4� 0.5c �42.32� 0.8d �42.32� 0.8d �29.6� 0.2b


MAE — 1.76 1.56 2.1 2.1 1.0 0.8
PM3 — — — — �36.7 — �29.4


a Experimental heat of formation for nitroethane.
b Experimental heat of formation for 1-nitropropane.
c Experimental heat of formation for 1-nitrobutane.
d Experimental heat of formation for 2-methyl-2-nitropropane.


Figure 1. Heats of formation for nitromethane, nitroethane, 1-nitropro-
pane, and 1-nitrobutane. Experimental results are compared with com-


puted results calculated using the PM3 semiempirical model.


Experimental results are represented by open squares. Because two


experimental values have been reported for nitromethane, a closed
triangle as well as an open square represent values for the experimental


heats of formation reported for this compound. Computed results are


represented by closed circles
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was required. To select an appropriate MAE, it seemed prudent to
select the MAE value determined by Parthiban and Martin[35] in
their study of the ability of W1 and W2 theory to accurately
determine DfH


0
g values of selected compounds in the G2-2 test


set. For this set of 26 compounds, an MAE of 0.7 kcal/mol was
determined. Furthermore, a maximum absolute error of 1.7 kcal/
mol occurred in this test set and fully 14 of the 26 compounds
tested in this set exhibited an absolute error of between 0.8 and
1.7 kcal/mol. When only those compounds containing a methyl
group were considered, the MAE was calculated as 0.85. Also of
concern is the fact that DfH


0
g values for all four nitrogen oxides


were overestimated. Thus, DfH
0
g values for NO, NO2, N2O, and


ClNO were overestimated by 0.7, 0.8, 0.8, and 1.6 kcal/mol,
respectively. This leads us to question if the DfH


0
g value for


nitromethane and other NOx compounds are also overestimated
by a similar amount by this level of theory.


DFT/atomic equivalent approach


Mole et al.[36] developed a straightforward atom equivalent
method that converts DFT energies to DfH


0
g values. Using this


method, they showed that the mean deviation between
calculated and experimental DfH


0
g values of 23 hydrocarbons


was about �2 kcal/mol. Rice et al.[22] expanded this procedure
and showed that it could be used to accurately calculate theDfH


0
g


values of a variety of compounds containing nitro groups,
including several high explosives. TheDfH


0
g for nitromethane was


calculated to be �19.5� 0.2 kcal/mol.


DFT/atomization energy approach


Su et al.[37] used DFT with an atomization approach and several
hybrid density functionals coupled with several basis sets to
calculate the DfH


0
g value of nitromethane. Results were rather


scattered, ranging from �10.7 to �20.8 kcal/mol. These inves-
tigators compared their results to the experimental value of
�19.3� 0.3 kcal/mol and noted that those DfH


0
g values calcu-


lated with the B3LYP/6-31G**, the B3PW91/6-31G**, and the
PBE0/6-31G** basis sets yield results most consistent with this
experimental value. It turns out, however, that calculations
performed using two other basis sets, B3PW91/6-31þG** and the
PBE0/6-31þG**, yielded values more consistent with the higher
experimental value.


Gaussian theory


As noted above, G1, G2, and G3 are highly accurate multilevel
ab initio models[15–17] that have a semiempirical component and
are parameterized to reproduce results from a set of test
compounds and nitromethane is one of these test compounds.
Thus, it is not altogether surprising that the most recent Gaussian
model, G3, exactly reproduced the DfH


0
g value of �17.8 kcal/mol


for nitromethane as this value is a target value used in the
development of this model.[17] Interestingly, a value of
�20.5 kcal/mol was calculated by G2[18] theory while a value
of �20.9 kcal/mol was calculated using G1 theory.[38]


Several modifications to G2 and G3 model chemistries have
been developed.[18–21] Some of these modifications increase
computational efficiency at the expense of a minor decrease in
accuracy. For example, in the modification of G2 known as
G2(MP2), a reduced order Møller–Plesset (MP2) calculation is
substituted for the computationally expensive MP4 calcu-
lation.[18] Over the test set of 148 compounds, the average error


is increased from 1.6 to 2.03 kcal/mol. In other modifications,
different methods to acquire molecular geometries are used. In
addition to Møller–Plesset perturbation theory, DFT was often
used in the development of these modifications. Four modifi-
cations of G2 theory, G2(B3LYP), G2(B3PW91), G2(MP2), and
G2(MP2,SVP) resulted in model chemistries that resulted in
calculated DfH


0
g values for nitromethane of �20.2, �22.8, �21.5,


and �19.7 kcal/mol, respectively.[18] For G3 theory, four modifi-
cations,G3(MP3),G3(MP2),G3(B3LYP),andG3(MP2)//B3LYP,resulted
in the calculation ofDfH


0
g values for nitromethane of�16.1,�16.2,


�18.5,and�17.1 kcal/mol, respectively.[19,20]Although the range of
these calculated values is from �16.1 to �22.8 kcal/mol for the
DfH


0
g of nitromethane, it should be appreciated that the average


absolute deviation within any givenmodel for the 148 compounds
in the test set is typically very accurate, often between 0.9 and
2.0 kcal/mol. Exceptions to this include the G2 (B3LYP) and
G2(B3PW91) models in which the average absolute deviations are
3.11 and 3.51 kcal/mol, respectively.[18]


Complete basis set model chemistry


The complete basis set (CBS) model chemistries developed by
Peterson and associates[39–44] are also among the most rigorous
and highly accurate multilevel ab initio computational models
developed to date. ROCBS-QB3 and CBS-QB3 are reported to
result in values having an MAE of 0.9 and 1.2 kcal/mol,
respectively. For nitromethane, DfH


0
g values of �19.0 and


�19.6 kcal/mol were reported using the ROCBS-QB3 and
CBS-QB3 model chemistries, respectively.[44]


Hartree–Fock/density functional theory calculation with a linear
regression correction approach


Duan et al.[45] used a linear regression approach to account for
electron correlation energy missing in Hartree–Fock ab initio
calculations. Linear regression was also used to reduce inherent
errors in calculating DfH


0
g values using DFT. For Hartree–Fock


calculations, this approach was useful for a variety of compounds,
but not for most nitrogen-containing compounds. On the other
hand, DFT coupled with a linear regression approach was
effective for most of the 150 compounds tested. For DFT B3LYP
6-31 G(d), mean absolute deviation in the calculation of DfH


0
g


values of the 150 test compounds was reduced from 9.2 to
2.7 kcal/mol. For DFT B3LYP 6-311þG(d,p), mean absolute
deviation for the calculation of DfH


0
g values of the 150 test


compounds was reduced from 18.2 to 2.4 kcal/mol. For the
specific case of nitromethane, DfH


0
g values of �20.6 and


�19.3 kcal/mol were calculated using DFT B3LYP 6-31 G(d) and
DFT B3LYP 6-311þG(d,p) basis sets, respectively. Interestingly, the
authors used the experimental value of �17.9 kcal instead of the
�19.3 kcal/mol experimental value for purposes of comparison.


Molecular mechanics (MM2 and MM3)


Molecular mechanics force fields (MM2 and MM3) have been
developed that calculate well the DfH


0
g values of several


monosubstituted alkanes.[46] In development of these force
fields, experimental values for nitroalkanes were taken from
Pedley’s Thermochemical Data of Organic Compounds[7] and these
compounds were used in the development of these models. For
nitromethane, the DfH


0
g value was calculated to be �17.76


(¼�17.8) kcal/mol. It is unclear what affect an assumed
experimental DfH


0
g value of �19.3 kcal/mol might have had on
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the development of these force fields as they pertain specifically
to nitromethane.


Atomic equivalent approach for converting density functional
energies calculated using molecular mechanics force field energies
to heats of formation


Rousseau and Mathieu[47] developed an approach in which
cost-effective heat of formation values can be calculated by
combining DFT with a molecular mechanics force field. In this
approach, atom equivalents converted DFT BPDN**//MMFF
energies into DfH


0
g values. Using procedures termed PIMM, P1,


and P2, the authors calculated DfH
0
g values for nitromethane of


�23.2, �20.9, and �20.8 kcal/mol, respectively.


BAC-MP4 and BAC-G2 theory


Chemically based hybrid bond-additivity correction (BAC)
approaches have been developed by Melius et al.[48–50] at
several high levels of theory, including Gaussian 2 theory
(BAC-G2) and Møller–Plesset perturbation theory at the MP4 level
(BAC-MP4). BAC-G2 is regarded as being more accurate.
Nitromethane DfH


0
g values calculated by Dr Carl Melius using


BAC-MP4 and BAC-G2 are �16.83� 1.59 and �18.76� 1.02,
respectively (Personal communication from Dr Mark Allendorf ).


Observations regarding experimental data


Given that the genesis of this discrepancy has its origins at the
laboratory bench, it seems prudent to put in silico analysis aside
for a moment and examine in some detail the experimental
research that resulted in these two DfH


0
g values for nitromethane.


It turns out that the thermochemistry of nitromethane has been
studied for well over 100 years (Table 4).
To determine the gas phase heat of formation (DfH


0
g), the heat


of combustion (DcH
0
liquid) is first determined by calorimetery.


Once a value for DcH
0
liquid is in hand, the liquid phase heat of


formation (DfH
0
liquid) for nitromethane is calculated using the


following:


DcH
0
liquid ¼ ½DfH


0
gðCO2Þ þ 1:5DfH


0
liquidðH2OÞ þ 0:5DfH


0
gðN2Þ�


� ½DfH
0
gðCH3NO2Þ þ 0:75DfH


0
gðO2Þ�


where:


DfH
0
gðCO2Þ ¼ �94:051� 0:031 kcal=mol


DfH
0
liquidðH2OÞ ¼ �68:3150� 0:0096 kcal=mol


DfH
0
gðO2Þ ¼ 0 kcal=mol


DfH
0
gðN2Þ ¼ 0 kcal=mol


Finally, the gas phase heat of formation is calculated by adding
the heat of vaporization (DvapH


0) to DfH
0
liquid.


DfH
0
g ¼ DfH


0
liquid þ DvapH


0


Values of 8.24� 0.02, 9.168, 9.09� 0.09, and 9.171 kcal/mol
have been reported for the DvapH


0 of nitromethane.[6] The DvapH
0


value of 9.171 kcal/mol appears to be the one most widely used.
For consistency, this value for the DvapH


0 of nitromethane was
used in these calculations. In Table 4, the original DcH


0
liquid values


reported in eight studies[5,8,51–56] published since 1886 are
presented. From these original DcH


0
liquid values, DfH


0
liquid and


finally DfH
0
g values were calculated as described above and are


also presented in Table 4.
It appears that the three highest DfH


0
g values (�15.65 and


�12.10 and �12.95 kcal/mol) are too high and are incorrect. This
leaves four studies[8,51,53,54] reporting DfH


0
g values between


�17.55 and �17.95 kcal/mol and one reporting a value of
�19.35 kcal/mol.[5] Unfortunately, the procedures for the exper-
imental DfH


0
g values reported by McCullough et al.[8] were not


presented in their manuscript as this value was based on a
personal communication to the authors from Edward J. Prosen,
an experienced chemist at the National Bureau of Standards
(Washington, DC). Similarly the procedures used by Lebedeva
and Ryadnenko[51] were not well described. Their procedures
noted only that the purity of the nitroalkanes analyzed was 99.9%
or greater and that the heats of combustion were determined at
258C in a calorimeter having a thermal jacket. In contrast, the
study by Knobel et al.,[5] who reported a DfH


0
g value of


Table 4. Thermochemical values (298k) reported for nitromethane since 1886a


DcH
0
liquid (kcal/mol) DfH


0
liquid (kcal/mol) DfH


0
g (kcal/mol)


Author(s), year published,
and references


1 �171.7 �24.82 �15.65 Thomsen (1886)[52]


2 �169.4 �27.12 �17.95 Berthelot and Matignon (1893)[53]


3 �169.8 �26.72 �17.55 Swientoslawski (1910)[54]


4 �175.25� 0.18 �21.27 �12.10 Holcomb and Dorsey (1949)[55]


5 b �27.03 �17.86 McCullough et al. (1954)[8]


6 �174.4� 0.3 �22.12 �12.95 Cass et al. (1958)[56]


7 �168.0� 0.3 �28.52 �19.35 Knobel et al. (1971)[5]


8 �169.6� 0.1 �26.92 �17.75 Lebedeva and Ryadnenko (1973)[51]


a Except for the study of McCullough et al.,[8] the initial thermochemical value reported was the DcH
0
liquid which was then converted to


DfH
0
liquid and then to DfH


0
g as described in the text.


b The value for DfH
0
liquid was received by the authors[8] as a personal communication and converted to DfH


0
g as described in the text.
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Table 5. Summary of nitromethane heat of formation values (DfH
0
g) (298k) in kcal/mol determined by experiment or calculation


Method
Level of theory or


method abbreviation DfH
0
g kcal/mol


Uncertaintya


kcal/mol
Author(s), year,
and references


DFT linear regression B3LYP 6-31 G(d) �20.6 2.7 Duan et al. 2004[45]


DFT linear regression B3LYP 6-311þG(d,p) �19.3 2.4 Duan et al. 2004[45]


Complete basis set ROCBS-QB3 �19.0b 0.9� 0.4b Wood et al. 2006[44]


Complete basis set CBS-QB3 �19.6b 1.2� 0.4b Wood et al. 2006[44]


DFT/atomization B3LYP/6-31 G** �18.7 — Su et al. (2007)[37]


DFT/atomization B3PW91/6-31G** �20.3 — Su et al. (2007)[37]


DFT/atomization PBE 0/6-31G** �20.8 — Su et al. (2007)[37]


DFT/atomization B3PW91/6-31þG** �16.9 — Su et al. (2007)[37]


DFT/atomization PBE0/6-31þG** �17.4 — Su et al. (2007)[37]


DFT/atomic equivalent B3LYP/6-31 G* �19.5 �0.2 Rice et al. (1999)[22]


Gaussian G1 �20.9 2.0 Dorsett and White (2000)[38]


Gaussian G2 �20.5 1.2 Curtiss et al. (1997)[18]


Gaussian G3 �17.8 1.1 Curtiss et al. (1998)[17]


Gaussian G2(B3LYP) �20.2 3.11 Curtiss et al. (1997)[18]


Gaussian G2(B3PW91) �22.8 3.51 Curtiss et al. (1997)[18]


Gaussian G2(MP2) �21.5 2.03 Curtiss et al. (1997)[18]


Gaussian G2(MP2, SVP) �19.7 1.93 Curtiss et al. (1997)[18]


Gaussian G3(MP3) �16.1 1.2 Baboul et al. (1999)[20]


Gaussian G3(MP2) �16.2 1.18 Curtiss et al. (1999)[19]


Gaussian G3(B3LYP) �18.5 0.96 Baboul et al. (1999)[20]


Gaussian G3(MP2)//B3LYP �17.1 1.13 Baboul et al. (1999)[20]


Weizmann W1 �18.1 �0.7 to �1.0 This study
DFT B3LYP/6-31 G* �19.7 �1.0 This study
DFT B3LYP/6-31 G** �19.2 �0.6 This study
DFT B3LYP/6-31þG* �20.7 �1.1 This study
DFT B3LYP/6-311 G* �19.8 �0.9 This study
DFT B3LYP/6-311þG** �19.9 �1.7 This study
Semiempirical PM3 �20.0c �1.6c This study
Group additivity Direct Calculation �19.3 �0.6d This study
Group additivity Difference method �19.4 �0.1e This study
Group additivity Difference method �19.5 �0.2f This study
MP4 hybrid, bond-additivity
correction


BAC-MP4 �16.83 �1.59 Allendorf, personal
communication


Gaussian 2 hybrid,
bond-additivity correction


BAC-G2 �18.76 �1.02 Allendorf, personal
communication


DFT BPDN**//MMFF PIMM �23.2b — Rousseau and Mathieu (2000)[47]


DFT BPDN**//MMFF P1 �20.9b — Rousseau and Mathieu (2000)[47]


DFT BPDN**//MMFF P2 �20.8b — Rousseau and Mathieu (2000)[47]


Molecular mechanics MM2 �17.76 Allinger et al. (1990)[46]


Molecular mechanics MM3 �17.76 Allinger et al. (1990)[46]


Experiment — �19.3 �0.3 Knobel et al. (1971)g [5]


Experiment — �17.86 �0.1 McCullough et al. (1954)h [8]


a Uncertainty values are those reported by the authors, typically as mean absolute error (MAE) or mean� SD. Refer to text for details.
b Originally reported in kJ/mol.
c Based on the use of isodesmic Rxns 1 to 3. Refer to text for details.
d This uncertainty value represents the fact that in Benson et al.[29] the DfH


0
g of six nitroalkanes were predicted to within �0.6 kcal/


mol of the experimental values.
eMean� SD for nitromethane DfH


0
g values obtained when a group additivity value of �5.0 kcal/mol for each methylene (–CH2–)


group was subtracted from group additivity DfH
0
g values for nitroethane, 1-nitropropane, and 1-nitrobutane.


f Mean� SD for nitromethane DfH
0
g values obtained when a group additivity value of �5.0 kcal/mol for each methylene (–CH2–)


group was subtracted from experimental DfH
0
g values for nitroethane, 1-nitropropane, and 1-nitrobutane.


g Value listed in NIST WebBook.[6]
h Value listed in Thermochemical Data of Organic Compounds.[7]
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�19.35 kcal/mol, provides much more information regarding
experimental detail. It was noted that nitromethane was dried
under a vacuum over P2O5 and further purified via fractional
distillation and still further purified by crystallization. After
crystallization (50% yield), the purity of the sample used for
combustion was reported to be 99.87%. The use of standards to
determine the thermal value of the semi-microcalorimeter was
noted. The Washburn correction was also used. The Washburn
correction accounts and controls for several phenomena that
occur during calorimetric determinations, including weight loss
due to vaporization and the non-isothermicity of the combustion
process.[57] The heat of combustion value was reported as the
mean� SD of 10 replicates. In 3 of the 10 replicates, carbon
dioxide recovery was determined. In these controls, it was shown
that 99.87, 99.61, and 99.98% of the theoretical carbon dioxide
formed during combustion was recovered. It is also worth noting
that Knobel et al.[5] were well aware of the results of several earlier
workers and that it was their obvious intention to provide more
reliable data. We have not examined the original papers of
Berthelot and Matignon[53] and of Swientoslawski,[54] published
in 1893 and 1910, respectively. However, it is safe to say that the
Washburn correction was not used in these early investigations as
this correction factor was not developed until the 1930s.
To summarize the experimental data, it appears to us that the


small differences in heat of combustion values (the initial
thermodynamic values needed to determine heats of formation)
are likely due to the slightly different ways in which careful
investigators used necessary correction factors (such as the
Washburn correction) and other controls to analyze calorimetric
data.


Recommendation


At this juncture, it is necessary to provide a recommendation
regarding which experimental value is best supported by the
computational data. Data from all of the computational models
examined or reviewed are summarized in Table 5. Of
the theoretical models that have been used to determine
DfH


0
g values of nitromethane, Peterson’s CBS models[39–44] and


Weizmann W1[33–35] are both well characterized, exceptionally
rigorous and able to provide accuracies approaching chemical
accuracy of�1.0 kcal/mol. ROCBS-QB3 and CBS-QB3 are reported
to have MAEs of 0.9 and 1.2 kcal/mol, respectively and W1 has a
reported MAE of 0.7 kcal/mol for molecules about the size of
nitromethane in the G2-2 test set. Unfortunately, the CBS models
best support the �19.3 kcal/mol value whereas the W1 value of
�18.1� 0.7 kcal/mol is closer to the �17.8 kcal/mol value. It was
surprising that two of the most rigorous and very accurate
models evaluated for this investigation did not exhibit results that
were more mutually supportive in this particular case. This leaves
us to examine the other computational models that have
addressed this problem. Thus, DFT linear regression analysis[45]


and the DFT atomic equivalent approach[22] both support the
�19.3 kcal/mol value as the does the group additivity approach
and the semiempirical PM3 model experiments that we describe.
Some of the Gaussian model chemistries, G2 and G3 and their
several modifications are also able to provide accuracies that
approach chemical accuracy. G2 and its modifications support
the lower DfH


0
g value for nitromethane while G3 and its


modifications are more supportive of the higher value.
Interestingly, two Gaussian models G3(B3LYP) and BAC-G2


provide DfH
0
g values that are intermediate between the two


experimental values.
Finally, we are left to examine the DFT experiments presented


here. Average heats of formation determined using DFT coupled
with the use of four isodesmic reactions and four hydrogenation
reactions using five different basis sets all cluster nearer the
�19.3 kcal/mol value (Table 1). Also important is the fact that
the �19.3 kcal/mol value is more accurate compared to the
�17.8 kcal/mol value when used to calculate heats of formation
of other nitroalkanes using these same isodesmic and hydro-
genation reactions (Table 2).
Thus, it is recommend that the experimental value of


�19.3 kcal/mol be used for investigations requiring a heat of
formation for nitromethane. This recommendation is based on
the observation that CBS model chemistries, G2 model
chemistries, the DFT linear regression approach, the DFT
atomization approach, the semiempirical (PM3) approach, group
additivity results, DFT studies coupled with the use of isodesmic
and hydrogenation reactions all support this value.


Summary


Of the experimental DfH
0
g values that have been published for


nitromethane, data presented here coupled with an exhaustive
examination of experimental and computational data in the
literature currently best support the value of�19.3� 0.3 kcal/mol
that is reported by Knobel et al.[5] and listed in the NIST
WebBook.[6] Previously published results dependent on the use of
the value of McCullough et al.[8] listed in Pedley’s Thermochemical
Data of Organic Compounds[7] should be reevaluated using the
lower value and further development of semiempirical methods
should consider using this value in future reparameterization
efforts.
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Comparison of mechanistic models for
correlation of activation energies of
liquid-phase addition of carbon-centered
radicals to terminal olefinsy


Marvin L. Poutsma*,z,x


The performance of different models for the influence of enthalpy and polar effects on radical additions is compared
for the extensive data set from the Fischer group, supplemented by additional data. The best correlations result from
the Fischer–Radom (FR) model, but it also contains the largest number of adjustable radical-dependent parameters
not based on physical observables. Updating the literature values ofDfH, IP, and EA that are inputs to the FRmodel led
to some deterioration in the quality of the correlations; this is symptomatic of remaining deficiencies in the
thermochemical databases. In contrast, the Lalevee–Allonas–Fouassier (LAF) model gives poorer correlation but this
is in part compensated because it uses the same inputs but with no adjustable parameters. Hammett-type models
based on polar and radical substituent constants rather than on molecular properties of the reactants perform even
more poorly. In all cases, poorer correlation, as judged by increasing sd(DE), is accompanied by a systematic bias to
over-predict the lower E values and under-predict the higher ones. The enthalpy contribution in the FR and LAF
models is expressed as a linear Evans–Polanyi dependence of E onDH. Replacement by nonlinearMarcus dependences
does not significantly improve performance. An attempt to significantly reduce the number of adjustable parameters
in the FR model by anchoring them to a base set applicable to all radicals, which is then modulated for spin
delocalization based on observable ESR hyperfine constants in the initial and adduct radicals, showedmodest success.
Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: radical addition; mechanistic models; polar effects; enthalpy effects; thermochemical properties of radicals


INTRODUCTION


The addition of carbon-centered radicals to olefins is a common
reaction step in organic synthesis, vinyl polymerization, and
industrial processing, and there is obvious interest in under-
standing its structure-reactivity patterns in a quantitative fashion.
It has been recognized since the earliest studies of radical
polymerization that addition is enhanced not only by increasing
reaction exothermicity (an ‘enthalpy effect’) but also by ‘polar
effects’ that result from favorable charge transfer (CT) in the
transition state. On the other hand, addition is decreased by steric
effects, particularly from substituents at the olefinic terminus
being attacked, consistent with computational evidence for an
unsymmetrical approach of the radical to the double bond. A
review and summary of regioselectivity and relative rate data led
Tedder[1] to formulate of a set of ‘rules,’ of which the following are
relevant to discussions herein: (a) the variation of Arrhenius A
factors for polyatomic radicals is small and differences in
reactivity are dominated by differences in the activation energies
(E); (b) the unfavorable effect of steric compression causes
addition to a terminal olefin (Eqn (1)) to occur largely at the
unsubstituted


R� þ CH2 ¼ CXY ! RCH2CXY
� (1)


terminus;[2] (c) the high exothermicity (DH� 0) is associated with
an early transition state and hence a muting of effects of the


stability of the final adduct radical; and (d) polar effects can
dramatically increase reactivity for nucleophilic radical-
electrophilic olefin pairs and vice versa. In a parallel review,
Giese[5] also formulated ‘rules’ concerning substituent effects: (a)
substituents on the adduct radical center (X and Y) exert
dominantly polar effects; (b) substituents on the olefinic carbon
being attacked exert both polar and steric effects; and (c)
substituents on the attacking radical also exert both polar and
steric effects; in contrast, radical-stabilizing effects in cases (a) and
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(c) are more modest. While such ‘rules’ allow useful predictions
of regioselectivity and of relative reactivity for a given
radical reacting with a set of varied olefins or vice versa, they
do not allow a priori quantitative predictions of E and rate
constants (k).
The focus for the considerations herein is the recent


comprehensive review and analysis by Fischer and Radom[6]


(FR) that combined input from a particularly expansive kinetic
data set from the Fischer group[7–23] and theoretical consider-
ations from the Radom group.[24–26] Their proposed model (as
described below) uses DH as the independent variable to
quantify the enthalpy effect and IP and EA of the radical and
olefin to quantify the polar effect, where DH, IP, and EA are the
reaction enthalpy, the adiabatic ionization potentials, and the
electron affinities, respectively.
There have often been differences of opinion in the literature


whether to classify a given radical as nucleophilic (electron
donating) or electrophilic (electron accepting). These are partly
semantic because ‘philicity’ is not an absolute property of a
radical but depends also on the ‘philicity’ of the olefin, that is, a
radical may behave in a nucleophilic manner toward an olefin
with strongly electron-accepting substituents but in an electro-
philic manner toward an olefin with strongly electron-donating
substituents. The use of the term ‘ambiphilic’ for such borderline
cases[6] is therefore useful.


THE DATA SET


We restrict considerations herein to experimental data that give
absolute k and/or E values for a given radical with a significant
range of olefin structures.[27,28] The bulk of the data set consists of
over 200 values of activation energies E(R,X,Y) determined by
Fischer and coworkers[7–23] for most of the combinations
involving 13 radicals with varying polarity and 20 terminal
olefins with varying polarity. The radicals include methyl (Me),
t-butyl (tBu), benzyl (Bn), hydroxymethyl (MOH), 2-hydroxy-
2-propyl (POH), t-butoxycarbonylmethyl (MEst), 1-t-butoxycar-
bonylethyl (EEst), 2-t-butoxycarbonyl-2-propyl (PEst), cyano-
methyl (MCN), 2-cyano-2-propyl (PCN), 2,2-dimethyl-4,6-dioxo-
1,3-dioxan-5-yl (cMal, the cyclic malonyl radical from Meldrum’s
acid), 3,3,3-trifluoroacetonyl (FAc), and, for a smaller range of
olefins, cumyl (Cum). The olefins, labeled as ‘X,Y’ to indicate the
substituents in Eqn (1), include H,H, H,Me, H,Et, Me,Me, H,Ph,
Me,Ph, Ph,Ph, H,SiMe3, H,C(——O)H, H,C(——O)OMe, Me,C(——
O)OMe, H,CN, Me,CN, H,OEt, Me,OMe, H,OC(——O)Me, Me,OC(——
O)Me, H,Cl, Me,Cl, and Cl,Cl. Values of k in solution near ambient
temperature were obtained directly from kinetic ESR measure-
ments; k was determined from the enhanced real-time decay of
the radical in the presence of added olefin compared with its
unperturbed second-order decay.[29]


Two approximations were made by FR[6] to obtain and model
the E values. First, for the cases where temperature dependence
was explicitly studied, small variations in the A factors for a given
radical with a set of varied olefins were attributed to A–E
compensation associated with experimental error. Therefore,
based on entropy considerations and losses of internal
rotations, a single A factor was assigned for each radical which
generally decreased from prim (�108.5M�1 s�1) to tert radicals
(�107.5M�1 s�1). This radical-specific A factor was then used to
convert k values near ambient temperature to E values.[30,31]


There are occasional modest differences between the k values in
the original papers[7–23] and the final compilation;[6] we take the
latter to be the definitive set. We then ‘re-calculated’ the E values
from the A value assigned to each radical and the temperature
specified in the original paper. This process resulted in a few
minor differences from the parallel E values presented in the
compilation,[6] a few minor systematic offsets for certain radicals
that suggest that a slightly different A value was used from that
specified (particularly for MOH and cMal), and a few outliers with
significant differences that probably resulted from typographical
errors (and have been ‘corrected’). These ‘re-calculated’ E values
are shown in Table 1 and are the dependent variables in all
correlations considered below. Second, the kinetic data were
obtained in (differing) solvents, whereas the DH, IP, and EA
variables considered in themodel are gas-phase values. Although
specific solvent effects were typically small,[32] comparison of
liquid-phase and gas-phase data suggested a systematic offset of
ðEliq � EgasÞ��1.5 kcalmol�1, without any obvious structural
dependence.
We supplemented the FR data set with additional sources that


report absolute k values for selected radicals with a fairly wide
range of olefins in the liquid phase and for which values of the
correlating variables are available.[33] Studies by Giese and
coworkers[5] on cyclohexyl radical (cHx) played an important role
in highlighting the polar effect. Radicals are generated by
reaction of alkylmercuric salts (RHgX) with sodium borohydride
through the intermediacy of an alkylmercuric hydride (RHgH).
In the presence of an olefin at ambient temperature, formal
addition of R—H occurs, most efficiently for a nucleophilic R with
an electrophilic olefin.[34] We converted relative k values for
several olefins at 20 8C[5] to absolute k values by anchoring them
to k¼ 108.3 exp(�2440/RT) M�1 s�1 for H,CO2Me,[35] this value in
turn having been anchored to known rate constants for
combination with a persistent nitroxide. We then made a small
adjustment to A¼ 108.5M�1 s�1, the value used by FR[6] for the
sec radical cMal, to obtain the E values in Table 1.[36] This data set
includes an additional olefin, H,C(——O)Me.
Relative rate constants for addition of 5-hexen-1-yl radical (Hx),


also expected to be nucleophilic and considered herein as
identical to a n-hexyl radical for the addition process in which the
double bond should be a spectator group, were determined[37] at
69 8C in competition with its cyclization, for which k is known. We
adjusted the reported k values upward by a factor of 2.1 based on
a re-evaluation of k for cyclization[38,39] and converted them to
the E values in Table 1 by use of A¼ 108.5M�1 s�1 as reco-
mmended by FR[6] for prim radicals.[40]


Rate constants for the highly electrophilic CF�3 (FMe) and
CF3CF2CF


�
2 (FPr) radicals, which also provide the most exothermic


additions, were determined by real-time optical detection of
radical adduct formation after pulsed-laser generation of FMe or
FPr.[41,42] They were converted to the E values in Table 1 by the use
of A¼ 108.2M�1 s�1 as recommended by FR.[6]


THE CORRELATING VARIABLES


Addressing the ‘enthalpy effect’ requires values of DH(R,X,Y),[44]


defined in terms of enthalpies of formation in Eqn (2), for the 247
individual reactions:


DHðR;X; YÞ ¼ Df HðRCH2CXY
�Þ � Df HðR�Þ � Df HðCH2 ¼ CXYÞ


(2)
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We follow the FR protocol[6] of approximating DH(R,X,Y) as the
sum of (a) DH(Me,X,Y) for the addition of the prototypical methyl
radical to each olefin, which highlights the effects of substituents
X and Yon the stabilities of the olefin and the adduct radical, and
(b) a differential term d½DHðRÞ� ¼ ½DHðR;H;HÞ � DHðMe;H;HÞ�
for addition of each radical to the prototypical olefin ethylene,
which highlights the effects of the stability of the attacking
radical and the strength of the newly formed bond.[45] To avoid
the direct use of Df H values for radicals, which are only sparsely
tabulated, the expressions for DH were transformed[6] into ones
that contains only Df H and bond dissociation enthalpies,
D(C—H), for stable molecules.[46] The DH(Me,X,Y) term was thus
expressed as Eqn (3) and the d[DH(R)] term as Eqn (4):


DHðMe; X; YÞ ¼Df HðMeCH2CXYHÞ � Df HðCH2 ¼ CXYÞ
� Df HðMeHÞ þ DðMeCH2CXY� HÞ � DðMe� HÞ


(3)


d½DHðRÞ� ¼Df HðRCH2CH3Þ � Df HðRHÞ � DðR� HÞ
� Df HðMeCH2CH3Þ þ Df HðMeHÞ þ DðMe� HÞ (4)


However, there are still significant uncertainties in the required
thermochemical database, especially for D(C—H) values,
and FR[6] recognized the imprecision inherent in many of the
DH(Me,X,Y) and d[DH(R)] assignments.
We have re-evaluated DH(Me,X,Y) based on more recent data


compilations and sources for the three variable terms in Eqn (3),
as shown in Table 2; data gaps and inconsistencies are indicated
in the footnotes. Zytowski and Fischer[20] provided their estimates
of these three terms and the derived values of DH(Me,X,Y).
However, the final values used by FR[6] involve a number of
adjustments whose source was not indicated. Hence, the specific
terms that lead to some troublesome differences between our
estimates and those of FR cannot be pinpointed. For cases where
the Df H(MeCH2CXYH) term is unavailable, we made ‘group
additivity’ estimates by extrapolation from homologs with one or
two fewer methylene groups or, for s-BuY cases (X¼Me), by
interpolation between reported values for the n-BuY and t-BuY
isomers. Significant discrepancies exist for Ph,Ph and H,SiMe3
with lesser ones for Me,CO2Me and H,OAc; the bases for our
choices are given in the footnotes. For the Df H(CH2


——CXY) term,
significant literature discrepancies exist for H,Cl and for the
H,CO2Me and Me,CO2Me pair; consistency in the incremental
effect of changing X from H to Me was the basis for our
choices. For the D(MeCH2CXY—H) term, we gave preference to
recommendations in the recent compilation of Luo.[47] Several
values are for lower homologs that retain the identical
substitution pattern at the radical center. For others for which
the closest analog with a recommended D(C—H) value has a
lower degree of alkylation at the radical center, we made
adjustments with the use of average increments between prim,
sec, and tert radical centers, based on several examples of
D(C—H) values for ZCH2—H, ZCHR—H, and ZCR2—H series. Our
estimated values of DH(Me,X,Y) are given in the next to last
column of Table 2, and the differences from the FR values[6] are
given in the last column. These differences, both positive and
negative, illustrate the ambiguities in the experimental thermo-
chemical database.[48] We estimate that additions to the cyano-,
phenyl-, and formyl-substituted olefins are less exothermic than
FR did, while the reverse is true for the acetoxy-, alkoxy-, and
trimethylsilyl-substituted olefins.


We have also re-evaluated d[DH(R)] as shown in Table 3. Our
values tend to be systematically lower than those of FR,[6] that is,
they generally suggest a lesser reduction in exothermicity of
addition for R compared with Me. This is particularly true for EEst,
which however seems out of line with the values for MEst and
PEst; the difference for FAc is probably not real because the data
plots in the FR review[6] suggest that their tabulated value is a
typographical error (as in footnote u in Table 3). Note that
d[DH(FMe)]¼�11.2 kcalmol�1 is the only negative value for this
parameter and reflects the particularly strong CF3—CH2CHXY
bond; for example, the C—C bond in CF3CH3 is known to be
�12 kcalmol�1 stronger than that in CH3CH3.


[80]


Some of the experimental D(R—H) values in Tables 2 and 3 are
related to EA(R) (as described in Table 5) via the identity:
DðR� HÞ � DacidHðR� HÞ þ EAðRÞ � IPðHÞ, that is, the derivation
of one or the other was based on DacidH(R—H), the enthalpy for
acid dissociation. We have attempted to maintain internal
consistency for these values.
FR[6] compiled IP and EA values for the radicals and olefins that


were, because of gaps in the database, a mixture of experimental
values, both from the literature and obtained by the Fischer
group, and computational values (for the radicals). We have
updated this list for the olefins in Table 4. For IP(Olefin), FR relied
heavily on the Lias compilation;[51] we considered others as well,
especially the NIST Webbook.[50] Except for rounding errors, our
values coincide with those of FR except for Me,CO2Me (as in
footnote f of Table 4) and H,OEt.[97] For EA(Olefin), FR used
literature sources or new measurements by the Fischer group
and/or collaborators. We have retained these values, except for a
small upgrade to that for H,H (as in footnotes c and d in Table 4).
Note that, except for Ph,Ph and H,CHO, all olefin EA values are
negative, that is, the radical anion is not a bound state.
IP data for radicals are more scarce than for olefins, and FR[6]


used a mixture of experimental and computational values. Our
updated values in Table 5 differ only in rounding errors except for
POH (as in footnote d) and Hx. Our value for PCN is in accord with
that in the original Fischer source,[11] although a higher value was
used in the FR review.[6] In some cases, only the FR values,
computed (PEst, EEst, MEst, and FAc) or estimated (cMal), were
available. EA data for radicals are still more scarce, and the FR
choices[6] are again a mixture of experimental, computational,
and estimated values. Our updated values are in Table 5. The FR
values were used for POH, PEst, EEst, and cMal, while the sources
of the others are indicated. Significant differences (as in footnotes
of Table 5) occur (a) for tBu and PCN, for which reported
experimental values were derived from [D(R—H)�DacidH(R—H)]
and we adjusted these to be internally consistent with the
D(R—H) values in Tables 2 and 3; (b) for MOH, for which
the source of the FR value is ambiguous; and (c) for FMe. We note
with some concern the lack of consistency for the difference
[EA(RCH�


2)� EA(RCMe�2)]: �10.1 for R¼OH, �2.5 for R¼Me,þ2.7
for R¼ CN, and þ7.8 for R¼CO2R.


MECHANISTIC AND CORRELATING MODELS


If we accept the prevailing qualitative wisdom of a role for both
enthalpy and polar effects, the issue becomes how to
quantitatively describe them and relate their combined effect
to independent variables in useful predictive models. We only
consider models for which the independent variables are
experimentally accessible (except for a few entries in Tables 4
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Table 3. Estimated d[DH(R)] values (kcalmol�1)


R Df H(RCH2CH3) Sourcea Df H(RH) Sourcea D(R–H) Sourcea d[DH(R)]b D{d[DH(R)]}c


Me �24.9 d �17.8 A–F 105.0 e 0.0 0.0
Bn 1.9 d 12.0 A–F 89.8 e 12.2 �1.2
tBu �44.2 A–F �32.2 A–F 95.7 4.4 0.6
POH �79.0 A, C–F �65.1 A–F 91.7 f 6.5 2.2
MOH �61.0 A–F �48.1 A–F 96.1 e 3.1 �0.2
PEstg �122.6 (�127.8) Ih �109.0 C, E, F 92.6 i 5.9 �1.7
EEstg �117.7 (�114.7) d �103.4 Ij 94.6 k 3.2 �5.7
MEstg �109.4 (�108.0) d �98.2 A–C, E, F 97.1 l 3.9 �2.3
PCN �5.6 Im 5.8 A–D, F 90.4 n 10.2 �2.9
MCN 7.7 d 17.7(15.7) A–Co 94.8 p 7.3 0.1
cMal �210.3 q �200.8 q 92.5 q 10.0 0.0q


FAc �205.0 Gr �194.0 s 97.2 t 3.9 �5.6u


Cum �9.7 A, B, D, Ev 1.0 A–F 86.2 w 15.3 �1.9
cHx �41.1 A–F �29.5 A–F 97.5 x 3.0
Hxy �49.8 A–F �39.9 A–F 100.7 z 1.5 0.3
FMe/FPraa �183.1 bb �166.2 A–D, F 106.4 cc �11.2 �1.6


a For identification of data sources and Methods, as in Table 2.
b From Eqn (4) with Df H(MeCH2CH3)¼�24.9, Df H(MeH)¼�17.8 and D(Me–H)¼ 105.0.
c Difference between d[DH(R)] estimated here and that used by FR (Reference [6]).
d As in Table 2.
e Reference [81].
f Reference [82].
g For the Me rather than the t-Bu ester.
h The value is the average from Method I applied to sources A–C and E–F; the value in parentheses is based on variant values in
sources B and D.
i For the Et rather than the t-Bu ester.
j The value is the average from Method I applied to sources A, B, and E.
k As in footnote s in Table 2.
lCf. Reference [83].
m The value is the average from Method I applied to sources A and B.
n As in footnote v in Table 2.
o The value in parentheses is a variant value from source B; cf. Reference [84].
p References [84] and [85,86].
q The values are from the calorimetric data and the recommended D(R–H) in Reference [21].
r The value is the average from Method G applied to sources C and F.
s Estimates from sources C and F; no experimental data are available.
t The value derived from DacidH(RH) in Reference [65] was adjusted to the more recent value of EA(R) in Reference [87].
u Consideration of Fig. 12 in the FR review (Reference [6]) suggests that the value of d[DH(R)]¼ 9.6 given in their Table 2 is a misprint
and should be nearer 5.
v The value for PhC(CH3)3 adjusted for the difference between the values for (CH3)3CH2CH3 and (CH3)3CCH3.
w As in footnote j in Table 2.
x Two recent reports by the same group gave 97 (Reference [88]) and 98 (Reference [89]). A value of 95.5 in an earlier summary for a
series of alkyl radicals (References [90,91]) becomes 97.6 if adjusted to current values for acyclic sec and tert radicals.
y 1-Hexyl as a surrogate for 5-hexen-1-yl.
z The value is for CH3CH2CH2CH2–H.
aa The values are for FMe; given the absence of data relevant to FPr, the same final value of d[DH(R)] was assumed.
bb No values are reported for CF3CH2CH3. Group additivity procedures (Reference [54]) seriously underpredict the stability of CF3CH3,
giving �168.2 rather than the experimental value of �178.2 (Reference [92]), presumably because they do not account for the
electrostatic stabilization of unsymmetrical fluorinated paraffins (Reference [93]). The value shown is a group additivity estimate,
offset by the same increment. Recent computational values include �183.1 (Reference [94]) and �187.9 (Reference [95]).
cc Cf. Reference [96].
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and 5) and do not address those that rely on computationally
derived variables.[3,4,121,126]


All correlations below will address the E values for the full
(expanded beyond FR[6]) 16-radical, 21-olefin, 247-reaction data
set in Table 1 with the updated thermochemical quantitites in
Tables 2–5, unless where exceptions are specifically noted. As
measures of the quality of correlation, we will use r2, the
coefficient of determination, of the Epredict versus E plot; sd(DE),
the standard deviation of DE¼ (Epredict� E); and the coefficients
of the Epredict versus E plot. Several of these are collected in
Table 6. As a baseline, note that the total range of E values in
Table 1 is only 10 kcalmol�1 and sd(E) is only 2.02 kcalmol�1 for
the entire data set. While plots of Epredict versus E should ideally
have a zero intercept and unit slope, we will see in Table 6 a
consistent trend toward positive intercepts and slopes less
than unity, that is, a tendency for the models to over-predict the
lower E values and under-predict the higher ones; the


extreme ‘non-correlation’ occurs of course for: Epredict¼
Eaverage¼ 4.88þ 0(E) with sd(DE)¼ 2.02 kcalmol�1.


Hammett-type correlations


Hammett-type sigma constants of substituents X and Y have
commonly been used as correlating variables for constant
radical-varying olefin data sets, especially to explore polar effects.
The example most relevant to our data set is that of Heberger,
Lopata, and Jaszberenyi (HLJ)[127] who used several subsets
of the Fischer data. These used the format log
k¼ (rpolarspara)þ (renthalpys


�)þ log k0, where the classical Ham-
mett spara was chosen to capture polar effects,[128] s� was chosen
to capture enthalpy effects where it is either the radical stability
constant of Creary et al.[129–131] or Arnold, Dust, and Wayner
(ADW),[132,134] and k0 should ideally equal k for the unsubstituted
H,H olefin (all s¼ 0), which was not included in the data sets.[135]


Table 4. Selected IP and EA values for olefins (kcalmol�1)


X,Y IP(CH2
——CXY) Sourcea EA(CH2


——CXY) Sourceb


H,H 242 A–C, F �39.9 cd


H,Me 224 A–C, F �45.9 c


H,Et 220 A–C, F �43.8 e


Me,Me 213 A–C, F �50.5 c


H,Ph 195 A–C, F �5.8 c


Me,Ph 190 B–C, F �5.3
Ph,Ph 185 B–C, F 8.3
H,SiMe3 219 B–C, F �26.5 e


H,CHO 233 A–C, F 0.7
H,CO2Me 228 A–C, F �11.3
Me,CO2Me 224 A–C, Ff �8.8
H,CN 252 A–C, F �4.8 c


Me,CN 238 A–C, F �3.9
H,OEt 207 A–Cg �51.7
Me,OMe 199 B, C, F �57.2
H,OAc 212 A–C, F �27.4
Me,OAc 210 C �34.8
H,Cl 230 A–C, F �29.5 d


Me,Cl 225 h �33.2
Cl,Cl 226 A–C, F �17.5
H,COMe 221 ij �0 k


a For identification of data sources, as in Table 2.
b Unless noted otherwise, the values are those used by the Fischer group and obtained by them and/or collaborators, presumably by
the method of Reference [98].
c Reference [99].
d Reference [100].
e Reference [101].
f Identical to the value used in the original Fischer publications (References [11] and [13–16]); the value of 219 in the FR review
(Reference [6]) may involve a typographical error.
g Reference [102] FR (Reference [6]) used 203.
h Reference [103].
i Reference [104].
j Reference [105].
k A recent computation (Reference [106]) gave �3.0; the failure to observe a low-energy band in the electron transmission spectrum
(Reference [105]) suggests a slightly positive value.
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This model thus treats the enthalpy and polar effects on log k (or
E) as additive, and, since the authors used the sum of s values for X
and Y, it also assumes that each ‘effect’ is additive for X and Y and
does not saturate. By the use of ‘stepwise linear regression
analysis,’ they concluded that the best correlations for certain
radicals required only the (rpolarspara) term (e.g., tBu and POH),
certain others required only the (renthalpys


�) term (e.g., MCN), and
still others required both (e.g., Me and Bn). The final r2 values
varied widely from 0.27 to 0.96. The authors’ conclusion[127] was
that ‘radical reactivity correlates (i) with Hammett s alone for


strongly nucleophilic radicals where polar effects dominate, (ii)
with Hammett s and one of the radical s� scales for moderately
nucleophilic (or electrophilic) radicals, and (iii) with one of the
radical s� scales for weakly nucleophilic radicals where enthalpy
effects dominate.’ While semi-quantitatively revealing, this model
cannot of course address a new radical because only the ‘effects’
of X and Y in the olefin partner are considered.
We applied this model to the full data set, with the exclusion of


the small data sets for Cum and Hx and of the data for H,CHO and
H,COMe for which all the Hammett constants are not available.


Table 5. Selected IP and EA values for radicals (kcalmol�1)


R IP(R) Sourcea EA(R) Sourcea


Me 227 A–C, F 1.8 A, B
Bn 167 B, C, F 21.0 A–C
tBu 155 B, C, Fb �3.5 Bc


POH 146 d 6.9 e


MOH 174 B, C, Ff �3.2 g


PEsth 178 i 30.9 i


EEsth 189 i 33.2 i


MEsth 226 i 38.7 j


PCN 196 k 32.8 B, Cl


MCN 237 m 35.5 A–C
cMal 254 n >41.5 o


FAc 251 i 60.6 Ap


Cum 152 B, C, F 20.8 B
cHx 165 q �7.2 r


Hxs 183 B, C, Ft �1.3 u


FMe/FPrv 209 w 42.0 x


a For identification of data sources, as in Table 2.
b Reference [107].
c The value is based on DacidH(R–H) from Reference [108] and D(R–H) used above; FR used 0.
d Based on the difference in Df H values for the radical (as in D(Me2COH–H) above) and cation (Reference [109]); the larger FR value
(149.4) was taken from Reference [110] which apparently used a smaller D(R–H) value derived from early group additivity estimates.
e Value in the FR review (Reference [6]); the original source was not found.
f Reference [81].
g Computational value from Reference [25]; for Me and MCN, the computed values were within 0.9 of the experimental values; cf.
Reference [111]; Fischer used �3.2 in Reference [13] but þ2.3 in the FR review (Reference [6]) without specifying the source.
h For the Me rather than the t-Bu ester.
i Computational value provided by FR (Reference [6]); no experimental data are available.
j Reference [83]; FR (Reference [6]) used a computed value of 39.2.
k Reference [112].
l Compiled value of 24.9 was based on D(R–H)¼ 82.5; adjustment to D(R–H) used above adds 7.9.
m References [84] and [113,114].
n Approximation provided in Reference [21] for open-chain malonate.
o Estimated to be greater than value for MEst in Reference [21].
p Reference [69]; also used by FR (Reference [6]); a computed value in Reference [22] is troublesomely larger (73.3).
q Reference [115]; a higher value in source B was from an earlier measurement in Reference [116].
r Based on DacidH(R–H) from Reference [117] and D(R–H) used above; a larger computational value ofþ3.0 was reported in Reference
[118].
s 1-Hexyl was used as a surrogate for 5-hexen-1-yl.
t FR (Reference [6]) used a larger value of 196.0.
u The value is based on DacidH¼ 415.6 for CH3CH2CH2–H (Reference [108]) and D(prim-R–H)¼ 100.7 (Reference [47]).
v The values are for FMe; in the absence of data relevant to FPr, the same values were assumed for it.
w Values in the various compilations are widely variable; that selected is from Reference [119].
x The value is from Reference [120]; FR (Reference [6]) used a larger value of 64.6 which is likely a vertical value.
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We used E in place of log k, which, except for sign changes, is
equivalent, given the assumption of constant A for each radical. E0


would then represent the inherent reactivity of a given radical for
addition to ethylene without any dissection into a polar and an
enthalpy component, rpolar would represent the incremental
change in the polar effect that results from the replacement of H
by X and/or Y, and renthalpy would represent the corresponding
incremental change in the enthalpy effect. (We assumed that the
various s� values for Et and OEt were equal to those for Me and
OMe, respectively, and missing values of s�(ADW) for Ph and OH
were estimated from the linear correlation of the two s� scales
(r2¼ 0.95).[127]) To provide context, the correlation of each radical
with s� alone was tested first to focus on the enthalpy effect.
Because all s� are positive (radical-stabilizing), it is not surprising
that all the renthalpy valueswere negative, that is, Epredict decreases
as the adduct radical becomes more stable. However, the typical
correlation was quite poor with sd(DE)¼ 0.85� 0.46 kcalmol�1


for s�(Creary) and 0.83� 0.47 kcalmol�1 for s�(ADW); note that
these sd(DE) values apply to each individual radical, not to the
much more demanding entire data set as those in Table 6 do. The
range of correlation quality was large, with the poorest
(sd(DE)� 1.95 kcalmol�1) occurring for POH, likely the most
nucleophilic radical, and the best (sd(DE)¼ 0.30–0.35 kcalmol�1)
for MEst and MCN, likely the most ambiphilic radicals.
Analogously, the correlation of each radical with spara alone
was then tested to focus on the polar effect. Because spara is
positive for electron-withdrawing substituents, one would expect
negative rpolar values for nucleophilic radicals, that is, E should
decrease because of the dominant RþOlefin� CT state, and
positive rpolar values for electrophilic radicals, that is, E should
decrease because of the dominant R�Olefinþ CT state. Indeed,
the order of increasing rpolar from �5.5 to þ1.9 was
POH< tBu<MOH< cHx<Me< Bn< EEst< PEst< PCN<MCN<
MEst< cMal< FAc< FMe/FPr, with the cross-over from
negative to positive occurring between MEst and cMal. This


pattern generally coincides with expectations for nucleophilic–
electrophilic ordering of the radicals, although it does not
overlap exactly with the order of increasing IP(R) shown in
Table 5, especially for the positions of Me and FMe/FPr. However,
the typical correlation was even poorer than with s� alone
(sd(DE)¼ 1.02� 0.28 kcalmol�1), and the range of correlation
quality was again large, with the poorest (sd(DE)� 1.5 kcalmol�1)
occurring for POH and the best (sd(DE)� 0.5 kcalmol�1) for FMe/
FPr and cMal, likely the most electrophilic radicals.
Moving on to the two-parameter HLJ[127] additive approach,


we applied standard linear least squares fitting with no
assumptions whether one or the other of the (rs) terms could
be neglected. Results are summarized in Table 7, in which the
radicals are listed in order of increasing rpolar; the ordering is
the same for either s� scale. Both the quality and the range of the
correlations were significantly improved from the single-
parameter approaches, with sd(DE)¼ 0.47� 0.14 kcalmol�1 for
s�(Creary) and 0.44� 0.16 kcalmol�1 for s�(ADW). The values of
renthalpy were again all negative, whereas the sign of rpolar was
again radical dependent. The philicity ordering of the radicals in
Table 7, based on increasing rpolar, was very similar to that from
the (much poorer) correlations with rpolar alone. Plots of Epredict
versus E (not shown but the sd(DE) values are given in Table 7)
consistently gave slightly positive intercepts and slopes slightly
less than unity. As already noted, however, this correlation
method lacks predictive power for new radicals because the E0


term for any radical inherently contains a mixture of polar and
enthalpy effects and cannot be predicted a priori; in other words,
no independent variables associated with R are considered.
Given that the X and Y substitutents reside directly on the


olefin radical anion or radical cation in the CT states, one might
expect an improved two-parameter correlation if spara were
replaced with s�


para or sþ
para.


[128] In fact, use of s�
para gave


sd(DE)¼ 0.49� 0.16 kcalmol�1 for s�(Creary) and 0.44�
0.16 kcalmol�1 for s�(ADW), indistinguishable from the results


Table 7. Correlations of E with a Hammett-type model for X and Ya


Radical renthalpy rpolar E0b Nc r2 sd(DE)b


POH �5.61 (�5.38)d �5.72 (�5.75) 6.00 (5.75) 14 0.86 (0.85) 0.86 (0.89)
tBu �4.76 (�4.88) �4.62 (�4.57) 6.33 (6.24) 19 0.92 (0.93) 0.54 (0.49)
MOH �4.98 (�4.98) �4.32 (�4.28) 7.99 (7.86) 19 0.92 (0.91) 0.53 (0.54)
cHx �5.00 (�5.10) �3.65 (�4.05) 6.86 (6.85) 10 0.89 (0.90) 0.54 (0.53)
Bn �4.55 (�4.43) �2.09 (�2.12) 10.3 (10.2) 15 0.90 (0.90) 0.40 (0.40)
Me �3.69 (�3.81) �2.02 (�1.99) 6.55 (6.48) 19 0.89 (0.93) 0.38 (0.30)
PEst �4.74 (�4.78) �1.44 (�1.47) 8.48 (8.36) 14 0.79 (0.84) 0.57 (0.49)
EEst �4.55 (�4.63) �1.35 (�1.31) 7.23 (7.13) 17 0.84 (0.88) 0.47 (0.41)
PCN �4.08 (�4.12) �1.02 (�1.05) 8.84 (8.74) 15 0.82 (0.88) 0.44 (0.37)
MCN �3.70 (�3.74) �0.36 (�0.33) 6.14 (6.05) 19 0.92 (0.93) 0.34 (0.33)
MEst �3.95 (�4.03) �0.30 (�0.27) 5.55 (5.47) 19 0.88 (0.91) 0.33 (0.29)
cMal �1.56 (�1.559 0.37 (0.39) 4.46 (4.43) 18 0.46 (0.49) 0.38 (0.37)
FMe/FPr �2.49 (�3.12) 1.72 (1.61) 2.17 (2.41) 9 0.88 (0.94) 0.27 (0.19)
FAc �2.84 (�2.91) 2.11 (2.12) 4.59 (4.53) 16 0.68 (0.70) 0.60 (0.58)


a E¼ (rpolarspara)þ (renthalpys
�)þ E0; the first value is from the use of s�(Creary); that in parentheses is from the use of s�(ADW).


b kcalmol�1.
c Number of olefins in the data set.
d Because the s�(ADW) scale is so compressed compared with the s�(Creary) scale, the values shown in parentheses for this column
are renthalpy(ADW)/10 for easier comparison.


J. Phys. Org. Chem. 2008, 21 758–782 Copyright � 2008 John Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc


MODELS FOR RADICAL ADDITION


7
6
9







for spara, and use of sþ
para gave only a slight improvement


to sd(DE)¼ 0.40� 0.08 kcalmol�1 for s�(Creary) and 0.36�
0.08 kcalmol�1 for s�(ADW). In fact, the greatest reduction in
sd(DE) from the use of sþ


para for X and Y occurred for the most
nucleophilic POH, tBu, and MOH radicals, a counterintuitive result
for the expected dominant role of the RþOlefin� CT state.
If one wished to extend the Hammett approach to the full data


set, one could of course add two more parameters, the
summations of spara and of s� for the three substituents on
radical R. Doing this, with exclusion of the data for Cum, Hx, FAc,
H,CHO, and H,COMe and with use of the s�(Creary) scale, gave
Epredict¼�1.92spara,olefin� 4.20s�Olefin� 0.43spara,Rþ 1.97s�Rþ
5.95. The correlation indicators, r2¼ 0.35 and sd(DE)¼
1.68 kcalmol�1, were poor and the final correlation: Epredict¼
3.28þ 0.35(E) (row 1 of Table 6) shows serious deviation from a
zero intercept and unit slope (as described above).


Principal components analysis


The recent trend in choice of independent variables has been
away from the use of empirical parameters such as the Hammett
constants for substituents on the radical and/or olefin toward the
use of experimentally accessible properties of the radical and/or
olefin as a whole, especiallyDf H, IP, and EA. For example, Heberger
and Lopata[136,137] applied principal components analysis to the
rate constants for several of the constant radical-varying olefin
subsets of the Fischer data to explore the relative roles of
enthalpy effects, expressed as DH, and polar effects, expressed as
IP(Olefin) and/or EA(Olefin). Two principal components
accounted for >90% of the total variance. They concluded that
the major one described the nucleophilic character of radicals
and correlated with EA(Olefin) and DH, which are themselves
significantly correlated, while the minor one described the
electrophilic character of radicals and correlated with IP(Olefin).
(The relative importance of the two components results because
the majority of the radicals included in the data sets are
nucleophilic.) Plots of the component loadings allowed sub-
division of the radicals into a ‘more nucleophilic’ set that
correlated most strongly with EA(Olefin), a ‘less nucleophilic’
set that correlated most strongly with DH, and an ‘electrophilic’
set that correlated most strongly with �IP(Olefin). These
authors[136,137] presented the following summary: (a) the role
of EA(Olefin) will be the strongest for the most nucleophilic
radicals but will decrease with decreasing nucleophilicity, (b) the
role of �IP(Olefin) will be the strongest for the most electrophilic
radicals but will decrease with decreasing electrophilicity, and (c)
the role of DHwill be the strongest for the borderline (ambiphilic)
radicals. Following this reasoning, the authors presented a
regression equation for each radical of the form: log k¼
a[EA(Olefin)]þ b[�DH]þ c[�IP(Olefin)]þ d, with only certain of
the coefficients a–d having non-zero values, dependent on the
radical. The values of the non-zero coefficients were considered
to support their three summary statements.


Single-variable models


To provide context for quantitative models based on radical
and olefin properties, we first demonstrate the well-known
limitations of correlations of E with single independent variables
by carrying out linear least squares analyses for the format
E¼ E0z þaZ(Z) with the data from Tables 1–5. The scatter of the
Evans–Polanyi plot (Z¼DH(R,X,Y)) shown in Fig. 1 visually


reinforced the well-known fact that enthalpy alone is a poor
predictor of reactivity (row 2 of Table 6). (The dashed correlation
lines in Fig. 1 will be discussed below). The plot for
Z¼ [IP(R)� EA(Olefin)] to explore the polar effect for a
nucleophilic radical–electrophilic olefin interaction showed no
correlation (Fig. 2 and row 3 of Table 6), nor did that for
Z¼ [IP(Olefin)� EA(R)] to explore the polar effect for the reverse
sense of electron transfer (Fig. 3 and row 4 of Table 6).
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Figure 1. Evans–Polanyi plot of full data set (Table 1) with updated
parameters (Tables 2 and 3). &, Me; ^, Bn; ~, tBu; *, POH; &, MOH; ^,


PEst; ~, PCN; *, MEst;&, MCN;^, cMal; D, FAc; x, EEst; *, Cum;�, cHx;*,


Hx; andþ, FMe/FPr. ——, actual correlation line, E¼ 9.21þ 0.186(DH); - - -
- - - -, ‘upper boundary’ line used by FR, E¼ 11.95þ 0.22(DH); — — — —
, ‘upper boundary’ line used herein, E¼ 15.5þ 0.30(DH)
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Figure 2. Activation energy data of Table 1 plotted against
[IP(R)� EA(Olefin)]. Symbols as in Fig. 1. ——, actual correlation line,


E¼ 3.64þ 0.00564[IP(R)� EA(Olefin)].
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Analogous plots for each individual radical and its olefin set
gave the E0z and aZ values shown in Table 8.[138] The parameters
with the highest r2 value for each radical are highlighted. In spite
of the much poorer correlation for the total data set in Fig. 2 than
in Fig. 1, the majority of the better correlations for constant
radical-varying olefin cases occurred for the Rþ,Olefin� CT state,
that is, for radicals dominated by their nucleophilic character. The


largest aRþ;O� values (sensitivity to [IP(R)� EA(Olefin)] as the
correlating variable) occurred for POH, cHx, tBu, and MOH. In
contrast, the three radicals which showed the best correlation
with the R�,Olefinþ CT state as evidence for dominant
electrophilic character are FAc, FMe/FPr, and cMal.[139] Only MEst
and MCN gave their best (or comparable) correlations in the
Evans–Polanyi plots. Thus, these plots at least give a qualitative
separation into the nucleophilic, ambiphilic, and electrophilic
classes, as clearly expounded by FR.[6]


The correlations summarized in Table 8 follow the typical
practice of comparing the reactivity of a selected radical with a
suite of olefins. One can equally well use the inverted constant
olefin-varying radical mode.[35] The derived parameters are
shown in Table 9. Examples of acceptable r2 values were much
rarer than in Table 8, and some counter-intuitive conclusions
emerged. For example, a few of the Evans–Polanyi plots had
aDH< 0, that is, E was predicted to increase with increasing
exothermicity. Also, the majority of the plots for the Rþ,Olefin� CT
state had negative slopes, that is, Ewas predicted to increase with
decreasing relative energy of the CT configuration; positive
slopes occurred only for H,CHO, Me,CO2Me, H,CN, and Me,CN that
are expected to be highly electrophilic, albeit with very low r2


values. The plots for the R�,Olefinþ CT state also had some
negative slopes, and the only moderately acceptable correlations
with positive slopes occurred for H,Me and Me,Me that are
expected to be highly nucleophilic. Thus, the contents of Table 9
offer little potential for predicting the reactivity of a new radical
with a given olefin.


Multi-variable models


To extend the use of the Evans–Polanyi model (Fig. 1), we used
linear combinations of a DH(R,X,Y) term with an [IP(R)�
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Figure 3. Activation energy data of Table 1 plotted against [IP(Ole-
fin)� EA(R)]. Symbols as in Fig. 1. ——, actual correlation line,


E¼ 4.71þ 0.00091[IP(Olefin)� EA(R)]


Table 8. Single-variable correlations for individual radicals with the olefin seta


Radical


Evans–Polanyi SOMO–LUMO CT SOMO–HOMO CT


E0DH aDH r2 E0
Rþ;O� aRþ;O� r2 E0


R�;Oþ aR�;Oþ r2


Me 11.2 0.22 0.40 S8.6 0.054 0.85 5.4 �0.002 0.001
tBu 11.6 0.31 0.28 S12.6 0.094 0.88 11.2 �0.032 0.08
Bn 11.5 0.20 0.23 S3.1 0.061 0.83 11.2 �0.015 0.04
MOH 12.7 0.28 0.22 S12.2 0.091 0.82 13.0 �0.032 0.08
POH 5.9 0.14 0.03 S14.6 0.105 0.72 17.2 �0.069 0.30
MEst 9.4 0.22 0.57 S5.1 0.037 0.58 �0.2 0.024 0.20
EEst 11.8 0.26 0.47 S6.1 0.054 0.81 4.4 0.005 0.01
PEst 11.4 0.22 0.28 S4.7 0.056 0.75 6.8 �0.003 0.001
MCN 9.6 0.23 0.68 �3.8 0.033 0.51 0.1 0.026 0.24
PCN 11.3 0.23 0.46 S3.2 0.047 0.76 6.4 0.003 0.003
cMal 5.8 0.10 0.36 1.8 0.008 0.08 0.3 0.021 0.43
FAc 8.3 0.18 0.33 0.6 0.012 0.04 S4.6 0.054 0.79
Cum 6.6 0.06 0.16 �6.6 0.077 0.33 5.2 0.003 0.03
cHx 5.2 0.06 0.02 S14.2 0.101 0.77 9.4 �0.026 0.09
Hx 0.5 �0.13 0.48 �2.9 0.037 0.04 10.1 S0.028 0.86
FMe/FPr 8.1 0.16 0.36 �3.5 0.022 0.12 S4.1 0.031 0.89
All 9.2 0.19 0.29 3.6 0.006 0.01 4.7 0.001 0.0001


a The better correlations for each radical, as judged by r2, are given in bold; E0 values are in kcalmol�1.
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EA(Olefin)] term, with an [IP(Olefin)� EA(R)] term, or with both.
These showed no more success than the Evans–Polanyi format
alone, the r2 value being 0.2875, 0.2887, 0.2896, and 0.2898,
respectively, and the sd(DE) value being 1.71 kcalmol�1 in all four
cases.
The initial recognition of significant polar effects arose from


observations of alternation effects in radical copolymerization,
and the most venerable proposed correlation for radical addition
is the Q–e scheme of Alfrey and Price.[140] However, its
physical basis was been questioned,[141,142] and the Q and E
parameters[143,144] are now taken simply as empirical indicators of
overall monomer reactivity and the polar effect, respectively.
Considerations that arose during recent approaches[145,146] to
compute Q and e led to additional correlations that potentially
relate Q and e to physical observables. Thus, e was suggested to
correlate linearly with the electronegativity (x) of the olefin or
with the average x of the olefin and the radical, and ln Q was
suggested to correlate with a multi-parameter expression
involving x and DH. The final proposed ‘modified Q–e’
correlation[145,146] is Eqn (5):


E ¼ aþ bðDHÞ þ cðxÞ þ dðDHÞðxÞ (5)


where a–d are fitting parameters, and a distinctive feature is the
cross-term involving DH and x. While x can be addressed
computationally,[145,146] it is also available experimentally
because the Mulliken electronegativity is the average of IP and
EA (refer more detailed consideration below). However, fitting the
full data set to Eqn (5) led to only slightly better correlation than


did the simpler Evans–Polanyi correlation with DH alone (cf. rows
5 and 6 of Table 6 with row 2).


The Fischer–Radom (FR) model


FR[6] proposed a new method to combine DH, IP, and EA as the
independent variables, based conceptually on a curve-crossing
model and VB state correlation diagram.[147,148] Four configur-
ations are considered as contributors to an early transition state:
(a) the starting state, (RþOlefin), whose energy steadily increases
as the radical approaches the olefin terminus because of Pauli
repulsion in the absence of electron unpairing, (b) an excited
state, (Rþ 3Olefin), whose energy steadily decreases from an
initial maximum determined by the olefin triplet–singlet gap
toward that of the final adduct radical as bonding between R and
one of the termini of the olefin triplet increases, (c) a CT state,
(RþþOlefin�), characteristic of SOMO–LUMO interaction
between a nucleophilic radical and an electrophilic olefin, and
(d) a second CT state, (R�þOlefinþ), characteristic of SOMO–
HOMO interaction between an electrophilic radical and a
nucleophilic olefin. The reaction barrier and the geometry of
the transition state result largely from an avoided crossing of
states (a) and (b). As substituents on the radical and/or olefin are
varied, the relative energy of excited state (b) will be decreased if
the olefin triplet energy is decreased and/or if the reaction
becomes more exothermic. As a result of the latter, E will be
decreased by an enthalpy effect. Second, if the relative energy
of either (or both) of the CT states, which is high at
infinite separation but is lowered by coulombic attraction as


Table 9. Single-variable correlations for individual olefins with the radical seta


Olefin


Evans–Polanyi SOMO–LUMO CT SOMO–HOMO CT


E0DH aDH r2 E0
Rþ;O� aRþ;O� r2 E0


R�;Oþ aR�;Oþ r2


H,H 4.5 �0.10 0.11 8.3 �0.008 0.18 2.6 0.017 0.45
H,Me 1.6 �0.21 0.28 12.2 �0.025 0.55 �3.2 0.044 0.81
H,Et 10.6 0.23 0.43 15.2 �0.036 0.37 �1.1 0.039 0.22
Me,Me 1.2 �0.22 0.14 15.1 �0.036 0.61 �5.8 0.060 0.70
H,Ph 9.4 0.19 0.46 7.5 �0.017 0.14 1.6 0.015 0.04
Me,Ph 9.2 0.19 0.45 8.2 �0.021 0.20 0.3 0.023 0.09
Ph,Ph 9.5 0.20 0.26 5.4 �0.010 0.07 2.4 0.007 0.01
H,SiMe3 10.7 0.21 0.20 9.8 �0.017 0.14 4.3 0.009 0.01
H,CHO 10.3 0.31 0.27 �1.0 0.025 0.21 17.0 �0.061 0.38
H,CO2Me 9.8 0.26 0.30 2.3 0.010 0.03 14.2 �0.048 0.21
Me,CO2Me 8.0 0.18 0.38 4.0 �0.001 0.001 8.5 �0.023 0.07
H,CN 8.0 0.16 0.25 0.7 0.016 0.09 17.6 �0.060 0.37
Me,CN 8.7 0.24 0.22 0.7 0.015 0.10 12.8 �0.042 0.22
H,OEt 9.4 0.14 0.09 15.4 �0.036 0.54 �0.7 0.039 0.16
Me,OMe 9.0 0.12 0.07 15.1 �0.034 0.49 0.1 0.037 0.14
H,OAc 10.8 0.19 0.14 11.4 �0.023 0.23 0.9 0.020 0.04
Me,OAc 9.7 0.14 0.09 13.0 �0.029 0.40 0.0 0.033 0.14
H,Cl 3.3 �0.09 0.14 6.1 �0.003 0.03 3.7 0.008 0.07
Me,Cl 9.3 0.18 0.15 9.9 �0.018 0.14 5.5 0.002 0.0003
Cl,Cl 9.0 0.18 0.37 4.8 �0.001 0.001 9.1 �0.022 0.07


a The E0 values are in kcalmol�1.
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the reactants approach each other, becomes low enough at the
transition state geometry to allow significant mixing of states, E
will also be decreased by a polar effect. In this model, the
independent variable to capture the enthalpy effect is the overall
DHwhile those to capture the polar effects are [IP(R)� EA(Olefin)]
for nucleophilic radicals and [IP(Olefin)� EA(R)] for electrophilic
radicals. For ambiphilic radicals, both are relevant. Qualitatively
then, E will decrease as DH becomes more negative and as the
values of (IP� EA) become smaller. (In principle, E should also
decrease as the olefin triplet energy decreases, but this
parameter is seldom explicitly treated.)
The FR model specifically formulated E as the arithmetic


product of (a) the enthalpy effect, expressed as a foundational
Evans–Polanyi relationship between E and DH, and (b) rate-
enhancing polar effects, expressed as multiplicative factors lying
between 0 and 1, as shown below (Eqn (6)):


E ¼ EDHðFnÞðFeÞ ¼ ½E0DH þ aDHðDHÞ�ðFnÞðFeÞ (6)


EDH ¼ E0DH þ aDHðDHÞ ¼ 11:95þ 0:22ðDHÞ (7)


ECT;n ¼ IPðRÞ � EAðOlefinÞ � Cn (8)


ECT;e ¼ IPðOlefinÞ � EAðRÞ � Ce (9)


Fn ¼ 1� exp � ECT;n
gn


� �2
" #


(10)


Fe ¼ 1� exp � ECT;e
ge


� �2
" #


(11)


The multiplicative factors were labeled Fn for nucleophilic
radical behavior and Fe for electrophilic behavior. First, an
Evans–Polanyi plot of all the E versus DH data was prepared (as in
Fig. 1) and an observer-dependent straight line was ‘visually’
selected to represent the ‘upper boundary’ of this scatter plot,
that is, the dependence of EDH on DH in the hypothetical absence
of polar effects (Eqn (7)). The specific E0DH and aDH values shown in
Eqn (7) were estimated by FR from their set of experimental E and
estimated DH values for the first 11 radicals in Table 1; this
particular choice for the ‘upper boundary’ is shown in Fig. 1 as the
short dashed line. The CT energy levels were expressed as
Eqns (8) and (9) where C is the coulombic stabilization term
between the separated charges at their distance in the transition
state. To illustrate the data trends for the case of a nucleophilic
radical (for which Fe can be held at unity), a plot of E/EDH, which
from Eqn (6) is equal to Fn if Fe¼ 1, versus [IP(R)� EA(Olefin]
generates a curve that starts at 1 for high [IP(R)� EA(Olefin)]
(no nucleophilic polar effect) but decreases toward 0 as
[IP(R)� EA(Olefin)] decreases (maximum nucleophilic polar
effect). To fit such sigmoidal curves that describe the F values
as a function of (IP� EA) and C, the heuristic functions shown in
Eqns (10) and (11) were used where gn and ge are somewhat
ill-defined interaction parameters between the CT and the
ground-state configurations. Since the positions of these
sigmoidal curves along the (IP� EA) axis varied from radical to
radical, individual l values of Cn and gn were empirically assigned
to each nucleophilic radical (those characterized by particularly
low values of [IP(R)� EA(Olefin)]); individual values of Ce and ge
were assigned to each electrophilic radical (those characterized
by particularly low values of [IP(Olefin)� EA(R)]); and individual
values of all four parameters were assigned to each ambiphilic
radical. (We note an ambiguity for Me which was assigned only


nucleophilic parameters even though for almost all olefins
[IP(Me)� EA(Olefin)]> [IP(Olefin)� EA(Me)]; this may be offset in
the model by the typical inequality Cn> Ce.) In addition, to
improve data fits further, a second set of systematically lower C
and g values was assigned to each radical for use whenever
the olefins H,Ph, Me,Ph, and Ph,Ph were involved. This
differentiation was postulated to be necessary for reactions
involving delocalization of the radical spin and/or the transferred
charge over the reactants, such that the coulombic stabilization
and the interaction parameter were diminished by increased
distance (as described below). (In principle for the relationship
E/EDH¼ 1� exp{�[(IP� EA�C)/g]2}, one might have attempted
to assign the constants C and g for each radical non-arbitrarily by
a nonlinear least squares fitting technique. While our attempts to
do this led in some cases to values similar to those assigned by FR,
in other cases the best fit gave physically unrealistic values. FR
apparently took a more empirical, but not specifically prescribed
assignment approach.) Although the values of C and g are thus
experimentally constrained and there was considerable overlap
from radical to radical among the values assigned, these
parameters were by no means universal, especially the g values.
Hence, they introduce numerous essentially adjustable fitting
parameters without concrete connection to physical observables.
While, as we shall see, this variability of the C and g parameters
allows for rather good correspondence between Epredict and E and
provides a very useful means of representing the data, it
conversely limits the extension of the model because there is no
explicit method to assign the required C and g values required for
a radical not in the data set.
The final correlation of Epredict versus E by FR


[6] for their data for
the first 11 radicals in Table 1 with the use of their values of E, DH,
IP, and EA is shown as Fig. 15 in Reference [6] and achieved
s(DE)¼ 0.57 kcalmol�1, equivalent to only a 2.6-fold variation in k
at ambient temperature. The C and g parameters assigned are
listed in Table 10. For the 10 assignments made for nucleophilic
behavior, 8 of the Cn values for non-phenylated olefins are
identical and the range is <1.2-fold; however, only four of the
corresponding gn values are identical and the range is >twofold.
Similar variation exists for the electrophilic values, expecially ge.
(With the same inputs, we obtained (DE)av¼�0.07 kcalmol�1


and sd(DE)¼ 0.62 kcalmol�1; the reason for this small difference
from 0.57 kcalmol�1 is not apparent). Given that the C and g


values are already variable, one could allow even more fitting
flexibility by forcing the (DE)av term for each of the radicals to zero
by multiplying all its FR-assigned C and g factors by a scaling
factor slightly different from unity (In this ‘scaling operation’
which we will use again below, all the ratios among the four (or
often eight) C and g parameters assigned by FR to each radical
are maintained.) However, the improvement to (DE)av¼ 0.00
(assured by the protocol used) and sd(DE)¼ 0.59 kcalmol�1 was
minimal. Given the uncertainties introduced by possible small
solvent effects, small variations in A factors, and uncertainties in
the thermochemical inputs (as described above), this agreement
for such a large data set is truly impressive, but, as already noted,
the assignment of variable C and g parameters introduces
considerable flexibility in fitting that is not founded in the
independent variables. In other words, because of its large
number of adjustable parameters (E0DH, aDH, and the numerous C
and g values), the FR model might be characterized as better for
correlation than prediction.
We next applied the FR protocol to the same 11 radicals but


with use of our updated values for E, DH(Me,X,Y), d[DH(R)], IP, and
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EA (Tables 1–5). The Evans–Polanyi plot is significantly perturbed
by small changes in DH and several points now fall above the
‘upper boundary’ chosen by FR (as shown in Fig. 1). Therefore, we
‘visually’ selected a revised ‘upper boundary’ as EDH¼ 15.5þ 0.30
(DH) (as described below) which leads to increased EDH values.
Repeating the protocol with the FR-assigned C and g values led to
(DE)av¼ 1.10. However, this significant offset was fully expected
because increasing EDH for essentially the same E values would
require smaller Fn and/or Fe values, reflective of larger polar
effects, to maintain a good correlation, that is, the empirical C
and/or g factors would need to be increased (Eqns (8)–(11)). Thus,
we applied the same ‘scaling operation’ noted above to force the
(DE)av term for each radical to zero by applying a scaling factor to
all its C and g parameters. The final result of these modifications
was an increase in sd(DE) from 0.59 to 0.93 kcalmol�1. Hence,
unfortunately our updating of the thermochemical parameters
significantly degraded rather than improved the FR correlation;
this highlights the continuing need for improvements in the
thermochemical database for substituted radicals and olefins.
Finally, we applied the FR protocol to the full 16-radical data set


with the updated values of E and independent variables. The
Evans–Polanyi plot shown in Fig. 1 suggests the need to revise the
FR-assigned ‘upper boundary’ for the enthalpy effect (the short
dashed line), and as already noted above we selected
EDH¼ 15.5þ 0.30 (DH) (the long dashed line). Then applying
the ‘scaling operation’ to the FR-assigned C and g factors gave the
best correlation contained herein for the full data set of
sd(DE)¼ 0.89 kcalmol�1, along with an ideal zero intercept
and unit slope of the Epredict versus E plot (row 7 of Table 6). Hence,
the addition of five radicals to the original 11-radical FR set had
minimal impact on the correlation behavior of the model when
the arbitrary assignments of C and g were made in the same way.
The final output for the full data set and updated independent
variables is illustrated in Fig. 4.


The Lalevee–Allonas–Fouassier (LAF) model


The Allonas group[149–151] formulated E not as an arithmetic
product but as an arithmetic difference of an Evans–Polanyi EDH
contribution, diminished by a DEpolar contribution (Eqn (12)).[152]


The key first step was to derive DEpolar on an absolute basis by
adoption of the Parr–Pearson treatment of absolute electro-
negativity (x) and absolute hardness (h),[153,154] which can be
derived from experimental IP and EA values (in eV units) by


Table 10. Parameters assigned by FR (Reference [6]) for use in Eqns (8)–(11)a


Radical Cn gn Ce ge


Me 150 (138) 74 (46)
tBu 138 (127) 46 (23)
Bn 127 (115) 35 (17)
MOH 138 (127) 46 (23)
POH 138 (127) 46 (23)
MEst 138 (127) 69 (35) 104 (92) 69 (69)
EEst 138 (127) 55 (35) 104 (92) 58 (58)
PEst 138 (127) 35 (17) 104 (92) 46 (46)
MCN 138 (127) 69 (46) 104 (97) 69 (69)
PCN 138 (127) 46 (23) 104 (97) 58 (58)
cMal 92 (81) 99 (81)
FAc 104 (92) 69 (58)
Cum 127 (115) 30 (30)
Hx 138 (127) 58 (29)
FMe/FPr 104 (92) 69 (69)
cHxb 144 (132) 60 (35)


a Values in kcalmol�1; those in parentheses are for use with H,Ph, Me,Ph, and Ph,Ph.
b Not assigned by FR; arbitrarily assigned by us as average of Me and tBu.


0


4


8


12


0 4 8 12


E (kcal/mol)


E
p


re
d


ic
t (


kc
al


/m
o


l)


Figure 4. Correlation of the full data set with the FR model including a
revised Evans–Polanyi ‘upper boundary,’ and optimized C and g
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Eqns (13) and (14). These are then used to estimate the extent of
CT (d) and the magnitude of DEpolar by Eqns (15) and (16):


E ¼ EDH � DEpolar ¼ ½E0DH þ aDHðDHÞ� � DEpolar (12)


x ¼ ðIPþ EAÞ
2


(13)


h ¼ ðIP� EAÞ
2


(14)


d ¼ ðxOlefin � xRÞ
½2ðhOlefin þ hRÞ�


(15)


DEpolar ¼ ðxOlefin � xRÞ2
½4ðhOlefin þ hRÞ�


(16)


In this formulation, CT is promoted by the difference in
electronegativities and opposed by the sum of the hard-
nesses.[155] Once DEpolar was determined non-empirically for
each reaction from Eqn (16), the corresponding EDH was
‘back-calculated’ as (EþDEpolar) (as in Eqn (12)). Finally, subjecting
these individual EDH values to the Evans–Polanyi format allowed
derivation of ‘smoothed’ values of E0DH and aDH for use in Eqn (12)
to make the required connection to the independent variableDH.
In distinct contrast to the FR model, this LAF model has no
adjustable parameters, as even the E0DH and aDH parameters result
directly from calculations traceable to DH, IP, and EA values rather
than from ‘visual’ estimation. This model was tested by the
authors[149–151] on their computational results for addition of a
wide range of radicals to a modest range of olefins but was not
applied to experimental data.
We applied the LAF model to the full 16-radical data set. The d


values from Eqn (15) ranged from 0.12 for the highly
nucleophilic–electrophilic tBu-H,CN and POH-H,CN pairs to
�0.16 for the highly electrophilic–nucleophilic FAc-H,Ph, FAc-
Me,Ph, FAc-Ph,Ph, FAc-Me,Me, FAc-Me,OMe, and cMal-Me,OMe
pairs.[156] The DEpolar contributions from Eqn (16) ranged from
trivial for ambiphilic radicals to a maxima of 2.8 kcalmol�1


(tBu-H,CN and POH-H,CN) for cases with d> 0 and 6.3 kcalmol�1


(cMal-Me,OMe) for cases with d< 0. The individual EDH values
from Eqn (12) then led to the Evans–Polanyi correlation
EDH¼ 11.06þ 0.214(DH) (r2¼ 0.40). As can be seen from Fig. 5
where this correlation line is overlaid on the data set, it lies
significantly below that deduced as the Evans–Polanyi ‘upper
boundary’ in Fig. 1, and numerous E values lie above it. Hence, it is
at best an approximation to such an ‘upper boundary’ in the FR
sense, and the physical basis of the model comes under some
shadow. Nevertheless, continuing the formalism of Eqn (12), we
obtained the correlation shown in Fig. 6 and row 8 of Table 6,
which is slightly better than those from the ‘modified Q–e’ model.
However, compared with Fig. 4 from the FR model, there is
considerably more scatter and much poorer correlation by all
criteria, and the non-trivial bias toward over-predicting the
lower E values and under-predicting the higher ones (Epredict¼
2.09þ 0.57(E)) persisted. Thus, while the output from applying
the LAF model is clearly inferior to that from applying the FR
model, the statistical significance of this conclusion must be
strongly tempered by the fact that the LAF model has no
adjustable parameters while the FR model has several for each
individual radical.
The position of the Evans–Polanyi ‘upper boundary’ line in


Fig. 5 suggests that theDEpolar term from Eqn (16) that is added to
E to obtain EDH via Eqn (12) was generally too small. This
Evans–Polanyi line could of course be ‘raised’ by adjusting DEpolar


by an arbitrary coefficient. For example, using a multiplier of 2.5
produced the ideal Epredict¼ 0.00þ 1.00(E) (row 9 of Table 6) but
the sd(DE) value of 2.87 kcalmol�1 was unacceptable and
numerous unrealistic negative values of Epredict resulted. Hence,
such a ‘correction’ is inappropriate.


ADJUSTMENTS TO THE FR MODEL


Varying the functional form of the enthalpy effect


Both the FR and LAF models express the enthalpy effect by the
classic linear Evans–Polanyi equation. This is of course an
approximation, especially for the more highly exothermic
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Figure 5. Activation energy data of Table 1 overlaid with the Evan-
s–Polanyi ‘upper boundary’ deduced from the FAL model. ——,
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Figure 6. Correlation of the full data set with the FAL model
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reactions, and it might be more appropriate to use a
nonlinear function of the Marcus type. Marcus[157,158] extended
his formulation of electron transfer reactions to atom transfer
reactions in Eqn (17) and also suggested a modification in Eqn
(18) which was better behaved at the extremes of high
exothermicity or endothermicity:[159]


E ¼ E0 1þ DH


4E0


� �� �2
(17)


E ¼ E0 þ ð0:5DHÞ þ E0


ln 2


� �
ln cosh 0:5	 ln 2	 DH


E0


� �� �� �
(18)


In either of the above cases, the intrinsic barrier E0 is the only
adjustable parameter needed to relate E to DH. Our best fit of
the E–DH data to the original Marcus Eqn (17), achieved by
selecting E0 to force (DE)av to 0 for the full data set, gave
E0¼ 13.95 kcalmol�1 and the correlation indicators in row 10 of
Table 6; the nonlinear correlation is shown in Fig. 7. Results of
analogous application of the modified Marcus Eqn (18) gave
E0¼ 12.97 kcalmol�1, the correlation indicators in row 11 of
Table 6, and the nonlinear correlation shown in Fig. 7. We also
‘visually’ assigned ‘upper boundaries’ of E0¼ 18.5 and
17.5 kcalmol�1, respectively, also shown in Fig. 7. For comparison,
the best fit and ‘upper boundary’ Evans–Polanyi lines from Fig. 1
are superimposed on Fig. 7. Thus, these three methods of
expressing the E–DH relationship are quite similar (cf. rows 2, 10,
and 11 of Table 6). If the curved Marcus ‘upper boundaries’ are a
more accurate representation of the enthalpy effect than is the
linear Evans–Polanyi ‘upper boundary,’ then greater polar effects
would be implied in the FR treatment[6] for the most and least
exothermic reactions, with the former being dominated by the
additions of FMe/FPr.


The FR protocol was repeated for the full data set with the use
of the ‘upper boundaries’ from the original Marcus equation and
from the modified Marcus equation rather than with the
Evans–Polanyi ‘upper boundary’ discussed above. To address
the need for increased C and g values, we again applied the
‘scaling operation’ to all FR-assigned C and g parameters.
The correlation parameters in rows 12 and 13 of Table 6 can be
compared with those in row 7 for the parallel Evans–Polanyi
treatment. Thus, switching from the Evans–Polanyi formulation of
the enthalpy effect to either of the Marcus formulations led to
insignificant changes in the correlation indicators.


Reducing the multiplicity of C and g values


As already noted, application of the FR model to the full data set
with a revised Evans–Polanyi ‘upper boundary’ and scaling of the
values of the FR-assigned C and g parameters for each radical
could produce (DE)av¼ 0 and sd(DE)¼ 0.89 kcalmol�1 (row 1 of
Table 11). However as also noted, there is a need to assign
adjustable C and g parameters to each radical, as well as different
ones for the phenylated olefins, with no physical basis. Thus, it
would be desirable to tie these assignments to an experimental
observable and thereby reduce the number of adjustable fitting
parameters. To establish the simplest baseline, we explored
assigning a single set of Cn, Ce, gn, and ge parameters to all
radicals, and with no special values for the phenylated olefins. One
such trial set, based on averages of the parameters originally
assigned by FR[6] (as shown in Table 10), is shown in row 2 of
Table 11. This major decrease in the number of adjustable para-
meters led to a major deterioration of sd(DE) to1.82 kcalmol�1 (of
course the positive value of (DE)av¼ 0.81 kcalmol�1 was
expected from the change in the Evans–Polanyi ‘upper boundary’
as noted above). We then searched for ‘optimised,’ but still
universal, values of Cn, Ce, gn, and ge that first forced (DE)av for the
full data set to 0 and then also gave the minimum value of
sd(DE).[160] The result was sd(DE)¼ 1.74 kcalmol�1) (row 3 of
Table 11 and row 14 of Table 6). In summary, use of a single
empirically optimized value for each of the Cn, Ce, gn, and ge
parameters for all radicals and olefins (in this exercise Cn
decreased and the others increased) led to an increase in sd(DE)
of�0.85 kcalmol�1 compared with the use ofmultiple values that
were tailored to each radical and further modified for the
phenylated olefins.
To then systematically re-introduce radical and/or olefin


specificity into the C and g parameters, we defined Cn¼ fC�
n,


Ce¼ fC�
e , gn¼ fg�


n, and ge¼ fg�e, where C�
n, C


�
e , g


�
n, and g�


e are a
single set of constants for the entire data set (e.g., row 3 of
Table 11) that can be modulated by a variable scaling factor f that
is reactant specific but derivable from an experimental observable.
A central feature of the assignments of C and g by FR[6] is that
smaller values were used for the phenylated olefins; also, the
values assigned to the radicals were the smallest for Bn. FR related
this trend to the resonance delocalization of benzylic radicals. We
note however that many of the other radicals involved in the data
set are also somewhat delocalized (by classic p-resonance,
hyperconjugation, or interaction with adjacent lone pairs of
electrons) so that a clean dissection of C and g into ‘benzylic’ and
‘non-benzylic’ values may be oversimplified. Nevertheless, a
tempting fact for our purposes is that ‘delocalization’ of radicals is
known to correlate with an experimental observable, the ESR
hyperfine coupling constant (aH). Decreased aH, either for
hydrogens on the radical center (aHa ) or for hydrogens on a
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Figure 7. Activation energy data of Table 1 with varying E–DH relation-


ships. Heavy curves: original Marcus equation, E0¼ 13.95 kcalmol�1


for best fit, E0¼ 18.5 kcalmol�1 for assigned ‘upper boundary.’ Medium


curves: modified Marcus equation, E0¼ 12.97 kcalmol�1 for best fit, E0¼
17.5 kcalmol�1 for assigned ‘upper boundary.’ Light curves: Evans–Polanyi


best fit and assigned ‘upper boundary’ from Fig. 1
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freely rotating methyl substituent (aHb ), is an indicator of
decreased spin density on the radical center[161] because of
delocalization of spin ‘into’ substituents. Correlations exist
between aHa or aHb and radical ‘stability’ as reflected in D(C—H)
or RSE[162] (although deviations occur for aHa for radicals with
heteroatom substituents that lead to non-planarity). Therefore,
we explored whether the desired scaling factor f might be
derivable from aH values. Note immediately however that there is
little theoretical basis for this approach because the underlying
cause for decreased C and g values for benzylic species that was
envisioned by FR[6] was a decrease of the coulombic and orbital
interactions in the charged CT states because of increased
distance between centers of charge at the transition state for
these delocalized cases. Hence, we are making the gross (and in
some cases clearly incorrect) approximation that there are
parallels in the extent of delocalization in R�, Rþ, and R�.[163]


In this modification, the f value for each radical will ultimately
then be based on an aH value, normalized for convenience to aH


for ethyl radical (Et). However, since it is not obvious in this crude
model that attenuations of C and g should scale directly with
a delocalization factor derived from aH, we further defined
f�� [1þ h(g� 1)], where g is the actual spin density on the radical
center that can be derived from aH while h is a variable scaling
factor;[164] for example for g¼ 0.8, variation of h from 0.5 to 1 to
1.5 would change f from 0.9 (a less than proportional effect) to 0.8
to 0.7 (a more than proportional effect). Since the attacking and
adduct radicals in the data set include prim, sec, and tert radicals,
we selected the relationships between g and aH as follows: if the
radical had a b-methyl substituent, it took first priority and g¼ aHb /
aHb (Et),


[165] but if the radical had no b-methyl substituent, the
a-hydrogens were used and g¼ aHa /a


H
a (Et).


[166] The ESR data used
are compiled in Table 12.
Since the modification under consideration would involve a


diminution of C and g by an increase in effective distance
involving delocalization in both the attacking and the adduct
radical, we made the further simplifying assumption that


ftotal¼ ( fR)( fAdduct). We then took C�
n, C�


e , g�
n, and g�e as the


‘optimized’ base set in row 3 of Table 11, gR for R and gAdduct for
the adduct radical from the ESR data in Table 12, and h¼ 1
(i.e., f¼g), and we obtained (DE)av¼ 3.20 and sd(DE)¼
1.77 kcalmol�1 (row 4 of Table 11). This major over-prediction
of E resulted from an under-prediction of the polar effects
because the g values are less than unity for all radicals (except
Me); therefore, the C and g values were all decreased from their
‘starred’ values, the Fn and Fe factors were thereby increased, and
hence the polar effects were decreased. Restoring the polar effect
terms to their original range, although now structurally
discriminated by the application of g, would require increasing
most or all of the C* and g* values. Their ‘optimum’ values were
again sought[160] but with now the added leverage of forcing
(DE)av for the full data set to zero by optimizing the adjustable h
parameter. They are shown in row 5 of Table 11 and row 15 of
Table 6 and led to a final sd(DE)¼ 1.40 kcalmol�1.[168] Thus,
applying the variable, but ESR-based, f factors, and an empirically
fitted h value to a constant set of derived C�


n, C
�
e , g


�
n, and ge *


values led to an improvement in sd(DE) of �0.35 kcalmol�1 (cf.
rows 3 and 5 of Table 11). In summary, decreasing the number of
arbitrary C and g parameters from 4 (or 8) for each radical to a
total of only 5 for all radical-olefin pairs (C�


n, C
�
e , g


�
n, ge *, and h)


degraded sd(DE) by�0.5 kcalmol�1 (cf. rows 1 and 5 of Table 11),
that is, another factor of 2.3 in k at ambient temperature.
However, this alteration should improve the predictive capability
because the only additional input required for new cases, the ESR
aH values for the radicals involved, is typically readily available. On
the other hand, we hesitate to conclude that the modest changes
involved and the pragmatic optimization approach used
provide any firm evidence for the physical basis of this
modification, that is, for a true dependence of C and g on the
extent of delocalization of the radicals.
The procedure just described to determine the effectiveness of


the ESR-based f factor was applied analogously except with the
Evans–Polanyi ‘upper boundary’ replaced by either that from the


Table 11. Results from the FRmodel for the full data set (Table 1) with a revised Evans–Polanyi ‘upper boundary’ as a function of the
assignment of C and g values based on ESR dataa


Row f(R) f(Olefin) C�
n C�


e g�
n g�


e (DE)av sd(DE)


1 1 1 b b b b 0.00 0.89
2 1 1 135c 100c 47c 66c 0.81 1.82
3 1 1 127d 111d 55d 76d �0.01 1.74
4 6¼1;e h¼ 1 6¼1;e h¼ 1 127f 111f 55f 76f 3.20 1.77
5 6¼1;e h¼ 0.37 6¼1;e h¼ 0.37 145g 110g 68g 94g 0.00 1.40


a Values are in kcalmol�1.
b Variable parameters tailored to each radical with distinction of phenylated and non-phenylated olefins.
c Constant parameters for all radicals and olefins; values are weighted average of parameters used by FR (Reference [6]) but revised
Evans–Polanyi ‘upper boundary’ was used.
d Constant parameters for all radicals and olefins; values were ‘optimized’ to achieve (DE)av¼ 0 for revised Evans–Polanyi ‘upper
boundary’; as in text.
e Value of f derived from ESR data, via g; as in text.
f Same as row 3.
g Constant parameters for all radicals and olefins; values were ‘optimized’ to achieve (DE)av¼ 0 for revised Evans–Polanyi ‘upper
boundary’ by variation of h; as in text.
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original Marcus equation or the modified Marcus equation (as in
Fig. 7). The results are shown in Tables 13 and 14, respectively, in
the same format as Table 11. Results of the use of a single
empirically optimized value for each of the Cn, Ce, gn, and ge
parameters for all radicals and olefins, along with the original
Marcus equation, are shown in row 3 of Table 13 and row 16 of
Table 6, while the parallel results for the modified Marcus
equation are shown in row 3 of Table 14 and row 18 of Table 6.
Parallel results of the application of the f factor, without and with
an optimized h factor, are shown in rows 4 and 5 of Tables 13


and 14 (also rows 17 and 19 of Table 6). In summary, use of the
modified Marcus equation led to results indistinguishable from
use of the Evans–Polanyi equation, whereas use of the original
Marcus equation gave slightly poorer correlation.


FINAL OBSERVATIONS


We noted above that the more the quality of a correlation as
judged by sd(DE) improved, the more Epredict versus E curve


Table 12. ESR hyperfine coupling constants used to define g


Radical aHa (gauss) aHb�Me (gauss) Reference


Et 22.3 26.9 a


Me 22.8 a


Bn 16.3 a


tBu 22.7 b


POH 19.6 a


MOH 20.9 c


PEst 21.5 b


PCN 20.7 b


MEst 21.3 b


MCN 21.0 b


cMal 19.4 b


FAc 19.2 b


EEst 20.5 24.4 b


Cum 16.0 a


cHx 21.3 a


Hx 22.1 a


CF�3
d


RCH2CH
�
2 22.1 a


RCH2CH(�)Me 21.8 24.6 a


RCH2CH(�)Et 21.8 b


RCH2C(�)Me2 22.5 a


RCH2C(�)(Me)(OMe) 20.4 b


RCH2C(�)(Me)(OAc) 22.4 b


RCH2CH(�)OEt 18.7 c


RCH2CH(�)OAc 19.6 c


RCH2CH(�)Cl 21.6 c


RCH2CH(�)SiMe3 20.2 b


RCH2C(�)(Me)(Cl) 22.7 b


RCH2C(�)Cl2 19.8 a


RCH2CH(�)CO2Me 20.5 b


RCH2C(�)(Me)(CO2Me) 22.0 b


RCH2CH(�)CN 20.2 b


RCH2C(�)(Me)(CN) 20.8 b


RCH2CH(�)CHO 17.7 b


RCH2CH(�)Ph 16.3 a


RCH2C(�)(Me)(Ph) 16.0 a


RCH2C(�)Ph2 15.3 a


RCH2CH(�)COMe 18.8 a


aReference [167].
bReference [7–23].
cBack-calculated from the aH–D relationships in Reference [162].
dg assigned as 1.
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moved toward the ideal of a zero intercept and unit slope. This is
illustrated in Fig. 8 for selected cases selected from Table 6 for the
range from the ‘non-correlation’ to the best fit by the FR model.
It appears to us that progress toward an even better correlation


may well be limited by the level of uncertainty in the
independent variables considered. The uncertainties in many
of the estimated DH, IP, and EA values are likely to be at least
�1 kcalmol�1. These may in fact often be larger than the
uncertainties in the experimental E values, which themselves
cover a rather small range. The fact that our updating the DH, IP,
and EA data compared with the FR assignments led to


deterioration of the correlation parameters supports this
hypothesis. Hence, improvements in the thermochemical
database remain highly desirable, whether by more precise
experimental data or by the steadily improving power of
computational approaches.
In any case, comparison of models for the radical addition


reaction involves an inevitable tradeoff between their ability to
correlate existing data and to predict new data and the number
of arbitrary fitting parameters they contain. The FR and LAF
models emphasized herein represent extremes along this
spectrum.


Table 14. Results from the FR model for the full data set (Table 1) and the modified Marcus equation ‘upper boundary’ as a function
of the assignment of C and g values based on ESR dataa


Row f(R) f(Olefin) C�
n C�


e g�
n g�


e (DE)av sd(DE)


1 1 1 b b b b 0.00 0.92
2 1 1 135c 100c 47c 66c 0.85 1.82
3 1 1 135d 106d 48d 80d 0.02 1.77
4 6¼1;e h¼ 1 6¼1;e h¼ 1 135f 106f 48f 80f 3.27 1.73
5 6¼1;e h¼ 0.36 6¼1;e h¼ 0.36 148g 108g 62g 99g 0.00 1.41


a Values are in kcalmol�1.
b Variable parameters tailored to each radical with distinction of phenylated and non-phenylated olefins.
c Constant parameters for all radicals and olefins; values are weighted average of parameters used by FR (Reference [6]) but ‘upper
boundary’ from the modified Marcus equation was used.
d Constant parameters for all radicals and olefins; values were ‘optimized’ to achieve (DE)av¼ 0 for modified Marcus equation ‘upper
boundary’; as in text.
e Value of f derived from ESR data, via g; as in text.
fSame as row 3.
gConstant parameters for all radicals and olefins; values were ‘optimized’ to achieve (DE)av¼ 0 for the modified Marcus equation
‘upper boundary’ by variation of h; as in text.


Table 13. Results from the FRmodel for the full data set (Table 1) with an original Marcus equation ‘upper boundary’ as a function of
the assignment of C and g values based on ESR dataa


Row f(R) f(Olefin) C�
n C�


e g�
n g�


e (DE)av sd(DE)


1 1 1 b b b b 0.00 0.98
2 1 1 135c 100c 47c 66c 1.01 1.89
3 1 1 131d 112d 53d 76d 0.01 1.81
4 6¼1;e h¼ 1 6¼1;e h¼ 1 131f 112f 53f 76f 3.45 1.82
5 6¼1;e h¼ 0.37 6¼1;e h¼ 0.37 139g 113g 76g 94g 0.00 1.46


a Values are in kcalmol�1.
b Variable parameters tailored to each radical with distinction of phenylated and non-phenylated olefins.
c Constant parameters for all radicals and olefins; values are weighted average of parameters used by FR (Reference [6]) but ‘upper
boundary’ from the original Marcus equation was used.
d Constant parameters for all radicals and olefins; values were ‘optimized’ to achieve (DE)av¼ 0 for original Marcus equation ‘upper
boundary’; as in text.
e Value of f derived from ESR data, via g; as in text.
f Same as row 3.
g Constant parameters for all radicals and olefins; values were ‘optimized’ to achieve (DE)av¼ 0 for the original Marcus equation ‘upper
boundary’ by variation of h; as in text.
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Kinetics study of a Diels-Alder reaction in
mixtures of an ionic liquid with molecular
solvents
Ali Reza Harifi-Mooda, Aziz Habibi-Yangjehb


and Mohammad Reza Gholamia*


The second-order rate constants for cycloaddition reaction of cyclopentadiene with naphthoquinone were deter-
mined spectrophotometrically in various compositions of 1-(1-butyl)-3-methylimidazolium terafluoroborate
([bmim]BF4) with water and methanol at 25 -C. Rate constants of the reaction in pure solvents are in the order of
water > [bmim]BF4 >methanol. Rate constants of the reaction decrease sharply withmole fraction of the ionic liquid in
aqueous solutions and increase slightly to a maximum in alcoholic mixtures. Multi-parameter correlation of logk2
versus solute–solvent interaction parameters demonstrated that solvophobicity parameter (Sp), hydrogen-bond
donor acidity (a) and hydrogen-bond acceptor basicity (b) of media are the main factors influencing the reaction rate
constant. The proposed three-parameter model shows that the reaction rate constant increases with Sp, a and b
parameters. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Reactions involving isopolar-activated complexes, such as
Diels-Alder (DA) reactions, normally exhibit small solvent effects
and, consequently, studies on this topic have traditionally been
scarce.[1] However, interest in the role of the solvent in DA
reactions has increased over the last decade because of the
noticeable improvement in these reactions achieved by the use
of water or aqueous solutions.[2–7] The fact that rate constants for
DA reactions in water are dramatically larger than those in
organic solvents contradicts with common notion that DA
reactions are rather insensitive to solvent effects.[7] In addition to
obvious economical and environmental advantages, water has
surprisingly beneficial effects on organic reactions, which has
popularized water as a reaction medium.[8–11] Chemical reactions
can be affected by the solvent through several kinds of
interactions. Studies on solvent effects are generally carried
out by means of relationships between reactivity properties, that
is reaction rate or several types of selectivity, and empirical
parameters representing different kinds of solute–solvent
interactions.[7,12–15]


Ionic liquids (ILs) have recently been regarded as an
eco-friendly alternative to replace volatile organic solvents
in current chemical processing, due to their unique physical
and chemical properties.[16–19] Furthermore, there are wide
ranges of cations and anions that have been used in the
preparation of ILs, giving a great potential for synthetic
variation.[20,21] ILs seem to be the suitable media for DA reactions
and have been used as both solvents and catalysts for such
reactions.[1,22–24] Tiwari and Kumar[25] have recently shown that
ILs are not as effective as water in accelerating DA reaction. Many
DA reactions have been studied in this media and the solvent
influences on the endo/exo selectivity of the reaction are well


understood.[24] However, a few investigations deal with the ILs
media and the solvent effects on chemical kinetics of DA
reactions.[24,26–27]


In continuing our studies on ILs,[28,29] in the present work, we
report a kinetics study of the cycloaddition reaction between
cyclopentadiene (1) and naphthoquinone (2) (Scheme 1).
Second-order rate constant of the reaction was determined in
various compositions of 1-(1-butyl)-3-methyl imidazolium tetra-
fluoroborate ([bmim]BF4), as a well-known IL, with water and
methanol at 25 8C and the results were interpreted by various
solute–solvent interaction parameters.


EXPERIMENTAL SECTION


Material


Naphthoquinone (m. p. 126 8C) was obtained from Merck and
purified by recrystalization from methanol-light petroleum.
Cyclopentadiene, purchased from Merck, was used freshly
by distillation of its dimer. Methanol (>99.5%) was supplied
by Merck and was used without further purification.
Doubly distilled water was used in all solvent samples.
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1-(1-Butyl)-3-methylimidazolium tetrafluoroborate (>98%), stored
under nitrogen, was purchased from Solvent-Innovation GmbH
and was used as received. Karl Fischer titrations showed no
detectable water was present in freshly purchased [bmim]BF4.


Kinetic measurements


In order to check stability, the reactants and product of the
reaction were stored in [bmim]BF4-solvent media for 24 h and did
not find any competitive reaction. The kinetics of the reaction was
studied spectrophotometrically by running the reaction in the
thermostated cells of spectrophotometer at 25 8C. A GBC UV-vis
cintra 40 spectrophotometer coupled with a thermocell was used
with 1.00 cm silica cells. The absorbance variation with time was
recorded at l¼ 330–340 nm for naphthoquinone of the reaction
regarding to composition of media. The reaction rate is slow;
therefore, the kinetics of reactions was studied under pseudo-
first-order conditions and initial rate method. However, in
water-rich regions, the reaction rate is fast enough to use the
rate-integrated method.


RESULTS AND DISCUSSION


The second-order rate constants of the cycloaddition reaction
between cyclopentadiene (1) and naphthoquinone (2) in various
compositions of [bmim]BF4 with water and methanol were
determined at 25 8C (Tables 1 and 2).
Several main types of parameters representing solute–solvent


interactions, such as dipolarity/polarizability parameter (p*),
hydrogen-bond donor acidity (a), hydrogen-bond acceptor


basicity (b), normalized polarity parameter (ENT ) and solvopho-
bicity parameter (Sp) have been proposed in order to explain the
variations in rate of the reactions by modifying the reaction
media. The solvatochromic parameters for solutions of [bmim]BF4
with water and methanol at various compositions have been
determined in our laboratory (Tables 1 and 2).[29]


The rate constants in mixtures of methanol and water with
[bmim]BF4 follow different patterns. A nonlinear dependence of
k2 on the mole fraction of IL is observed. This behaviour is
attributed to preferential solvation effects. In alcoholic solutions,
rate constants have a maximum in alcohol-rich region while the
rate constant is moderately invariant in IL-rich area. Since, the
dienophile is capable of accepting hydrogen bonds, the variation
of rate constant with IL as cosolvent may cause change in
hydrogen bond abilities and polarity of media, we have proved
that hydrogen bond acceptor/donor abilities and dipolarity/
polarizability have been demonstrated synergism.[29] This
behaviour is attributed to a hydrogen bond interaction between
IL and alcohol to give hydrogen-bonded complex in the media,
which is more polar and a better hydrogen bond donor (HBD)
than the two constituents of the mixture.[30] Of course, variation
of the reaction is moderate and this makes a reliable
interpretation of these small effects extremely difficult; however,
it can be a good example of different solvent effects compare
with the aqueous solutions.
Many papers referred that imidazolium-based ILs show polarity


like short chain alcohols.[29,31–36] Thus, the rate constant value of
the reaction in pure IL, which is near to its value in pure methanol,
reflects the influence of the polarity on the reaction rate as only
one of the effective solvent parameters in this reaction.
In aqueous solution, the rate constant reduces sharply with IL


content. Solvent polarity, hydrogen bonding and enforced
hydrophobic interactions are important factors that may affect
the rate constant. The absence of hydrophobic interactions and
weaker hydrogen bonding in ILs may be the important reasons
for the observed difference in the rates between water and ILs.
For example, the HBD ability in water is approximately twice that
in [bmim]BF4.


[29] The rate constant of DA reaction carried out in
different ILs have been correlated with the ET(30) parameter.[25]


Since ET(30) parameter has correlation with H-bonding ability, the
rate constant of these reactions decreases with the decrease in
HBD ability of ILs.


Scheme 1.


Table 1. Second-order rate constants of the reaction
between (1) and (2) in water–[bmim]BF4 mixtures at 25 8C


xIL 102� k2/M
�1 s�1 ENT a b p*


0 415� 8 1.00 1.3 0.46 1.1
0.05 85.7� 0.9 0.91 1.12 0.55 1.06
0.1 34.3� 0.8 0.84 1.0 0.6 1.03
0.2 15.9� 0.6 0.81 0.95 0.62 0.99
0.3 9.79� 0.14 0.78 0.91 0.6 0.99
0.4 7.34� 0.11 0.76 0.89 0.59 0.96
0.5 4.90� 0.12 0.75 0.86 0.57 0.96
0.6 3.67� 0.08 0.75 0.85 0.56 0.96
0.7 3.40� 0.09 0.73 0.81 0.54 0.96
0.8 2.86� 0.09 0.73 0.82 0.54 0.95
0.9 2.37� 0.11 0.75 0.87 0.53 0.94
1 2.05� 0.13 0.67 0.75 0.59 0.89


Table 2. Second-order rate constants of the reaction
between (1) and (2) in methanol–[bmim]BF4 mixtures at 25 8C


xIL 102� k2/M
�1 s�1 ENT a b p*


0.0 1.95� 0.04 0.76 1.16 0.8 0.58
0.1 2.33� 0.03 0.83 1.15 0.68 0.79
0.2 2.34� 0.03 0.83 1.1 0.63 0.85
0.3 2.32� 0.04 0.82 1.06 0.6 0.88
0.4 2.25� 0.04 0.81 1.03 0.57 0.91
0.5 2.19� 0.03 0.8 0.99 0.55 0.93
0.6 2.16� 0.05 0.79 0.96 0.55 0.93
0.7 2.11� 0.07 0.77 0.92 0.54 0.93
0.8 2.07� 0.07 0.76 0.9 0.54 0.93
0.9 2.06� 0.08 0.75 0.87 0.53 0.94
1.0 2.05� 0.13 0.67 0.75 0.59 0.89
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Correlation with the composition of the media


In order to observe the solvent effects on the reaction, single and
multi-parameter correlation between logk2 and parameters of
solvent was investigated. We have attempted to rationalize the
observed trends in rate constants of the reaction in terms of
solvophobicity parameter, normalized polarity parameter or
Abraham-Kamlet-Taft (AKT) parameters including p*, a and b. For
all mixtures, values of ENT , a, b and p* are available.[29] Values of Sp
for the pure IL were calculated based on the Abrahammethod[37]


and solubility data for rare gases and alkanes in [bmim]BF4 are
also demonstrated (Table 3). [38] Values of Sp for many binary
mixtures give a fair linear correlation with the volume fraction of
constituents.[15,37] Thus, we have estimated the Sp values for
water–[bmim]BF4 and methanol–[bmim]BF4 mixtures by the
following equation:


Sp ¼ f1 Sp1 þ ð1� f1Þ Sp2 (1)


where f1 is the volume fraction of [bmim]BF4 and Sp1 and Sp2 are
solvophibicity parameter in pure [bmim]BF4 and water (or
methanol), respectively. The Sp values of the corresponding mole
fractions and values between those listed for mixtures of
[bmim]BF4 and water were linearly interpolated and have been
summarized in Table 3 and plotted in Fig. 1.
In order to suggest a complete and reasonable model for


solvent effects on this reaction, mixtures of solvents were
separately investigated.


Water–[bmim]BF4 system


Single-parameter correlation of logk2 values versus ENT in
water–[bmim]BF4 mixtures gives an acceptable result (Eqn (2)).


log k2 ¼� 7:015 ð�0:283Þ þ 7:646 ð�0:357Þ ENT
n ¼12; r ¼ 0:989; s ¼ 0:108; F1;10 ¼ 459:38


(2)


where n, r, s and F are the number of data, regression coefficient,
standard error and statistical Fisher number, respectively. As can
be seen, the second-order rate constant of the reaction increases
with the increasing normalized polarity parameter. Figure 2


shows a good correlation of the calculated logk2 by Eqn (2) with
the experimental values. Changes in solute–solvent interactions
during the activation process will influence the rate constant.
Reactions, which are accompanied by an increase in the charge
separation in their activation process, are accelerated in solvents
of increasing polarity. Thus, increasing the reaction rate constant
is attributed to a major interaction of the polar media with
the activated complex relative to the reactants. Similar results
have been reported in molecular solvents.[2–4,37] In addition, the
solvent would destabilize the reactants through its solvophobi-
city parameter because in the reaction of two apolar reactants,
the unfavourable water contacts with reactants are reduced and
then the apolar reactants have a tendency to stick together in
aqueous solutions. Therefore, solvophobicity parameter is one of
the factors that affect the reaction rate constant. It can be seen
that the rate constants have a fair correlation with solvophobicity
of the media (Eqn 3).


log k2 ¼ �3:239 ð�0:103Þ þ 3:954 ð�0:174Þ Sp
n ¼ 12; r ¼ 0:990; s ¼ 0:102; F1;10 ¼ 517:87


(3)


Obviously the reaction rate constant increases with the
increasing solvophobicity parameter. This equation shows that
hydrophobic effects only play a role in aqueous solutions and
demonstrates the better correlation with logk2 than the
normalized polarity (Fig. 3). Therefore, the normalized polarity
parameter and solvophobicity parameter of the media are not
individually the main factor in determining solvent effects on the
reaction rate. Merging these effects in one equation produces a
good correlation as dual-parameter regression of logk2 versus E


N
T


and Sp (Eqn (4)).


log k2 ¼� 5:021 ð�0:793Þ þ 3:572 ð�1:580Þ ENT
þ 2:139 ð�0:816Þ Sp


n ¼12; r ¼ 0:994; s ¼ 0:086; F2;9 ¼ 367:85


(4)


where standardized coefficients for ENT and Sp are 0.536 and
0.462, respectively. As can be seen, ENT and Sp have approximately
equal effects on increasing the reaction rate in aqueous solution
of [bmim]BF4. In order to show efficiency of the suggested
dual-parameter equation, the calculated values of the reaction
rate constant in mixtures of water with [bmim]BF4 using Eqn (4)
have been plotted versus the experimental values. Figure 4


Table 3. Sp values in water–[bmim]BF4 and metha-
nol–[bmim]BF4 mixtures


xIL


Sp in water–
[bmim]BF4
system


Sp in methanol–
[bmim]BF4
system


0 1 0.1998
0.05 0.7981 —
0.1 0.6935 0.2755
0.2 0.5874 0.3198
0.3 0.5264 0.3488
0.4 0.5026 0.3691
0.5 0.4717 0.3846
0.6 0.4686 0.3961
0.7 0.4579 0.4058
0.8 0.4473 0.4125
0.9 0.4366 0.4192
1 0.4259 0.4259


Figure 1. Variation of the solvophobicity of water–[bmim]BF4 (^) and


methanol–[bmim]BF4 (~) mixtures with mole fraction of [bmim]BF4
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demonstrates a good agreement between the experimental and
the calculated values of logk2.
The normalized polarity parameter is a blend of dipolarity/


polarizability and hydrogen-bond donor acidity of the media. The
main advantage of single-parameter correlations versus ENT is its
simplicity and a major drawback is that correlations are still
difficult to interpret. The multi-parameter approach in terms of
AKT models produces acceptable models in which the influence
of every parameter on the reaction rate has been illustrated. Thus,
multi-parameter correlations of logk2 versus a, p*, b and Sp were
considered and the following equation was obtained:


log k2 ¼� 5:548 ð�0:298Þ þ 2:569 ð�0:511Þ a
þ 1:915 ð�0:304Þ bþ 1:950 ð�0:448Þ Sp


n ¼12; r ¼ 0:999; s ¼ 0:038; F3;8 ¼ 1249:90


(5)


It is clear that the reaction rate constant increases with a, b and
Sp values. The standardized coefficients are 0.563, 0.117 and
0.488 for a, b, and Sp, respectively. These coefficients demons-
trate that a and Sp parameters are more effective than the b on


the reaction rate. This reaction is an example of a typical DA
reaction, in which the dienophile is capable of accepting
hydrogen bonds, that promotes the rate of the reaction.
Hydrogen-bonding interactions of media (donor and acceptor)
with the charges on the activated complex stabilize the activated
complex more than the reactant of the reaction. Thus, the
reaction rate constant increases with hydrogen-bond donor and
acceptor parameters. Figure 5 shows the ability of predicting the
rate constants by recent equation.


Methanol–[bmim]BF4 system


In spite of similar trend between logk2 and ENT , single-parameter
correlation of logk2 versus ENT do not give reasonable result in
methanol–[bmim]BF4 solutions (r¼ 0.784). Multi-parameter cor-
relation were considered for methanol–[bmim]BF4 system. Unlike
water–[bmim]BF4 system, dual-parameter regression of logk2
values versus ENT and Sp don’t indicate any fair correlation.
The consideration of the hydrogen-bond acceptor basicity of
the media can produce a better fit compared with the


Figure 2. Plot of the calculated values, by Eqn (2), versus the exper-


imental values of logk2 in aqueous solutions of [bmim]BF4


Figure 3. Plot of the calculated values, by Eqn (3), versus the exper-


imental values of logk2 in aqueous solutions of [bmim]BF4


Figure 4. Plot of the calculated values, by Eqn (4), versus the exper-
imental values of logk2 in aqueous solutions of [bmim]BF4


Figure 5. Plot of the calculated values, by Eqn (5), versus the exper-
imental values of logk2 in aqueous solutions of [bmim]BF4
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dual-parameter regression (Eqn (6)).


log k2 ¼� 4:462 ð�0:462Þ þ 1:377 ð�0:180Þ ENT
þ 1:613 ð�0:313Þ bþ 2:103 ð�0:390Þ Sp


n ¼11; r ¼ 0:966; s ¼ 0:008; F3;7 ¼ 32:713


(6)


Also, this model can be modified by removing the normalized
polarity parameter and investigating the dipolarity/polarizability
and hydrogen-bond donor acidity of media. There is a reasonable
correlation between logk2 and the three empirical parameters
including a, b and p* (Eqn (7)).


log k2 ¼� 3:453 ð�0:111Þ þ 0:147 ð�0:013Þ a
þ1:189 ð�0:095Þ bþ 1:072 ð�0:068Þ p�


n ¼11; r ¼ 0:994; s ¼ 0:004; F3;7 ¼ 181:05


(7)


The standardized coefficients are 0.702, 3.637 and 4.300 for a, b
and p*, respectively. These coefficients demonstrate that the
influence of hydrogen-bond donor acidity of media on the
reaction rate is negligible. On the other hand, b and p* of media
have approximately equal effects on the reaction rate. The a


parameter demonstrates a trend with a maximum, however in
the b trend, a minimum is observed. Summation of these effects
shows a synergetic effect on the reaction rate with a maximum
around mole fraction of 0.1 for [bmim]BF4. Figure 6 shows a good
agreement between the experimental and the calculated values
of logk2 in the mixtures of methanol with [bmim]BF4.
Because of small changes in the rate constants in these media,


a simple model has not been obtained. Since, it can be a good
example to compare the solvent effects in alcoholic solutions
with aqueous solutions.


All mixtures


Single-parameter regression of the reaction rate constants with
the normalized polarity parameter does not demonstrate good
correlation in all solutions (r¼ 0.777). Similar to water–[bmim]BF4
system, introducing solvophobicity parameter into the model
shows a better correlation (Eqn (8)).


log k2 ¼� 4:497 ð�0:416Þ þ 2:429 ð�0:607Þ ENT
þ 2:724 ð�0:240Þ Sp


n ¼22; r ¼ 0:974; s ¼ 0:146; F2;19 ¼ 176:76


(8)


where standardized coefficients are 0.273 and 0.774 for ENT and
Sp, respectively. It is clear that solvophobicity of the media has
main effect on controlling the reaction rate in the mixtures.
Substitution of the normalized polarity parameter with p* and a


parameters and modification of the model confirms a fair
correlation of logk2 with a, b and Sp as shown in Eqn (9):


log k2 ¼� 4:919 ð�0:133Þ þ 0:681 ð�0:092Þ a
þ 2:143 ð�0:223Þ bþ 3:664 ð�0:085Þ Sp


n ¼22; r ¼ 0:997; s ¼ 0:049; F3;17 ¼ 1118:12


(9)


The standardized coefficients are 0.154, 0.232 and 1.041 for a, b
and Sp, respectively. Figure 7 shows the ability of the model for
prediction of the reaction rate constant using Eqn (9). This
equation also confirms the importance of the solvophobicity
parameter in the reaction rate. As can be seen, the experimental
and calculated values of logk2 are in good agreement for all
solutions.
Because of large changes in the rate constants in water–


[bmim]BF4 relative to methanol–[bmim]BF4 media, aqueous
solutions play a major role in the modelling of the system (Eqns
(8) and (9) are similar to Eqns (4) and (5)). As a result, we suggest
that the increase in the reaction rate in the solutions can be
attributed to two factors: stabilization of the activated complex of
the reaction relative to the reactants owing to the hydro-
gen-bonding interactions (donor and acceptor) of the media, and
a substantial decrease in the hydrophobic surface area of the
reactants during the activation process or enforced hydrophobic
interactions that destabilize the reactants relative to the activated
complex. The obtained results in the mixture of [bmim]BF4 with
water and methanol as aqueous and alcoholic media are similar
to the previous studies in molecular solvent,[2–7] and it proves
that the rate of DA reactions is mainly resulted in a combination
of hydrophobic and hydrogen-bonding interactions. Thus, unlike
what has been reported in a few papers,[39,40] results indicate that
the solvent effects in mixtures of the IL with conventional
molecular solvents can be described by means of the
solute–solvent interactions. As a result, in continuing our
studies,[28,29] it is obvious that [bmim]BF4 behaves like methanol
or water as a molecular solvent and not as a salt in the
reactions.[41]


Figure 6. Plot of the calculated values, by Eqn (6), versus the exper-
imental values of logk2 in mixtures of methanol with [bmim]BF4


Figure 7. Plot of the calculated values, by Eqn (9), versus the exper-


imental values of logk2 in all mixtures of the [bmim]BF4
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CONCLUSIONS


Changes in the solvent composition in presence of [bmim]BF4, as
an IL, demonstrated dramatic effect on the Diels-Alder reaction
between cyclopentadiene (1) and naphthoquinone (2) in
aqueous solutions and mild effect in methanolic solutions.
Second-order rate constants of the reaction represent a fall off
with mole fraction of [bmim]BF4 in aqueous solutions, but it
shows a mild increase with a maximum in solutions of [bmim]BF4
with methanol. Multi-parameter correlation of logk2 versus
solute–solvent interaction parameters shows that hydrogen-
bond donor acidity and solvophobicity of the media have
important effect in determining the reaction rate constant in
aqueous solutions. Despite of the small changes in the rate
constants in the mixtures of methanol with [bmim]BF4, only with
a maximum in alcohol-rich region, three-parameter regression
can explain the reaction rate. The hydrogen-bond donor acidity,
dipolarity/polarizability and hydrogen-bond acceptor basicity of
media have parallel effects on the rate constants. As a result, we
can conclude that solute–solvent interaction parameters can
describe solvent effects on a typical Diels-Alder reaction rate
constant and the behaviour of [bmim]BF4 as a solvent can be
described such as conventional molecular solvents in the solvent
mixtures.


REFERENCES


[1] C. Reichardt, Solvent and Solvent Effects in Organic Chemistry, 3rd edn.
Wiley-VCH, Weinheim, 2003.


[2] W. Blokzijl, M. J. Blandamer, J. B. F. N. Engberts, J. Am. Chem. Soc. 1991,
113, 4241–4246.


[3] W. Blokzijl, J. B. F. N. Engberts, J. Am. Chem. Soc. 1992, 114,
5440–5442.


[4] S. Otto, W. Blokzijl, J. B. F. N. Engberts, J. Org. Chem. 1994, 59,
5372–5376.


[5] G. K. Van der Wel, J. W. Wijnen, J. B. F. N. Engberts, J. Org. Chem. 1996,
61, 9001–9005.


[6] G. Jenner, J. Phys. Org. Chem. 1999, 12, 619–625.
[7] T. Rispens, J. B. F. N. Engberts, J. Phys. Org. Chem. 2005, 18, 725–736.
[8] C. Li, Chem. Rev. 1993, 93, 2023–2035.
[9] P. A. Grieco, Organic Synthesis in Water. Blackie, London, 1998.
[10] C. J. Li, T. H. Chan, Organic Reactions in Aqueous Media. Wiley,


Chichester, 1997.


[11] C. Cativiela, J. I. Garcı́a, J. A. Mayoral, L. Salvatella, Chem. Soc. Rev.
1996, 209–218.


[12] M. R. Gholami, A. Habibi-Yangjeh, J. Phys. Org. Chem. 2000, 13,
468–472.


[13] M. R. Gholami, A. Habibi-Yangjeh, Int. J. Chem. Kint. 2000, 32,
431–434.


[14] M. R. Gholami, B. A. Talebi, M. Khalili, Tetrahedron. Lett. 2003, 44,
7681–7685.


[15] C. Cativiela, J. I. Garcı́a, J. Gil, R. M. Martı́nez, J. A. Mayoral, L. Salvatella,
J. S. Urieta, A. M. Mainar, M. H. Abraham, J. Chem. Soc. Perkin Trans. 2
1997, 653–660.


[16] T. Welton, Chem. Rev. 1999, 99, 2071–2084.
[17] P. Wasserscheid, T. Welton, eds, Ionic Liquids in Synthesis. Wiley-VCH,


Weinheim, Germany, 2003.
[18] P. Wasserscheid, W. Keim, Angew. Chem. Int. Ed. 2000, 39, 3772–3789.
[19] R. Sheldon, J. Chem. Soc. Chem. Commun. 2001, 2399–2407.
[20] H. Olivier-Bourbigou, L. Magna, J. Mol. Catal. A 2002, 182, 419–437.
[21] K. R. Seddon, A. Stark, M. J. Torres, Pure Appl. Chem. 2000, 72,


2275–2287.
[22] S. V. Dzyuba, R. Bartsch, Tetrahedron. Lett. 2002, 43, 4657–4659.
[23] Y. Xaio, S. V. Malhotra, Tetrahedron. Lett. 2004, 44, 8339–8342.
[24] A. Kumar, S. S. Pawar, J. Org. Chem. 2004, 69, 1419–1420.
[25] S. Tiwari, A. Kumar, Angew. Chem. Int. Ed. 2006, 45, 4824–4825.
[26] A. Aggarwal, N. L. Lancaster, A. R. Sethi, T. Welton, Green Chem. 2002,


4, 517–520.
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Excess polarizabilities upon the first
dipole-allowed excitation of some conjugated
oligomers
J. F. Yea, H. Chena*, R. Noteb, H. Mizusekib and Y. Kawazoeb


This paper presents theoretical predictions for the excess polarizabilities upon excitation from the ground state to the
first dipole-allowed excited state (11Bu) of some conjugated oligomers. The excess polarizability was obtained by
simulating the Stark shift, which was predicted by the time-dependent density functional theory (TDDFT) with the
hybrid Becke-3 Lee–Yang–Parr (B3LYP) potential. The Stark shift in solution was simulated by employing the
non-equilibrium integral equation formalism polarizable continuum model (IEFPCM). All the model molecules
considered in this study were fully optimized by the Hartree–Fock (HF) method and the density functional theory
(DFT) with the B3LYP potential, respectively. For diphenylpolyenes, the excess polarizabilities displayed by the DFT/
B3LYP-optimized geometries are more reasonable than those displayed by the HF-optimized geometries when
compared with the experimental results. However, this feature is not clearly demonstrated by our results in the cases
of oligo(phenylenevinylene)s (OPVs). Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: the excess polarizability; the Stark shift; diphenylpolyenes; oligo(phenylenevinylene)s


INTRODUCTION


Excited states of conjugated organic systems have attracted
considerable interest in recent years, since they are closely
related to the promising phenomena such as electrolumines-
cence (EL) and nonlinear optical response (NLO).[1,2] It is noted
that most existing quantum-chemical calculations are limited
to the excited state in the absence of the electric field.
Actually, the theoretical analysis on the excited state under
the electric field is of the high demand in the design of the
optoelectronic device.[3] It has been reported that the electric
field applied to the organic light emitting diode (OLED) can
beyond several MV/cm.[4] The Stark shift is the basic response of
the excited state to the electric field. For centrosymmetric
molecules, the Stark shift is dominated by the excess polariz-
ability, which is defined as the difference between the ground-
and excited-state polarizabilities. The excess polarizability has
been found to contain the spatial information on the exciton.[5,6]


For instance, Gelinck et al. suggested that the excess polarizability
in units of Å3 is an approximate measure of the volume enclosed
by the wave function of the exciton.[5]


So far, the time-dependent density functional theory (TDDFT)
approach has shown the great promise for investigating the
excited-state electronic structures of organic oligomers. It has
been found that the TDDFT/Becke-3 Lee–Yang–Parr (B3LYP)
predictions for the 11Bu excitation energies of some short
diphenylpolyenes and oligo(phenylenevinylene) (OPV) oligomers
are in reasonable agreement with the experimental results.[7–9]


Grozema et al. first calculated the excess polarizabilities of some
organic oligomers by employing the TDDFT approach.[10] In their
study, the molecular geometries and excited-state electronic
structures were predicted by the Becke88-Perdew86 (BP)
potential. One notes that the accuracy of the TDDFT calculation
depends on two major factors, namely the molecular geometry


and the selection of the exchange-correlation (xc) potential. We
therefore present this theoretical work to gain a better insight
into the performance of the TDDFT approach in predicting
the excess polarizability for organic conjugated oligomers. We
mention that we calculated the excess polarizability of the
unrelaxed excited state in this paper. The evolution of the excess
polarizability during the geometric relaxation process induced by
the 11Bu excitation for diphenylpolyenes was discussed in our
previous study.[11] Note that in that work the local field correction
to the excess polarizability was not considered when comparing
the theoretical predictions with the experimental results
available. In this paper, the local field correction was calculated
in a quantum-chemical way.
The model molecules studied in this study were sketched in


Fig. 1. DPB, DPH, DPO, and DPD as a whole will be denoted
diphenylpolyenes in discussion. For the model molecules,
the 11Bu excitation is mainly built by the one-electron transition
from the highest occupied molecular orbital (HOMO) to the
lowest unoccupied molecular orbital (LUMO). The excitation
displays the large oscillator strength, arising from the strong
coupling between the ground and 11Bu states.


[1] One notes that
the experimental information on the geometries of these model
molecules is rather limited, so that it is relatively difficult to
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evaluate the quality of the geometries optimized by currently
used quantum-chemical methods. Therefore, we used two
different sets of geometries, which were predicted at the density
functional theory (DFT)/B3LYP[12] and Hartree–Fock (HF) theory
levels, respectively, to calculate the excess polarizability.


COMPUTATIONAL METHODOLOGY


The Stark shift under the applied static electric field F is given by


ExcðFÞ ¼ Excð0Þ �
X


i


DmiFi �
1


2


X


i;j


ai;jF iFj (1)


where Exc stands for the vertical excitation energy and Dmi


and Daij are the elements of the increase in the dipole moment
upon excitation and the excess polarizability in the ith and
ijth directions, respectively. Centrosymmetric molecules will
display the vanishing Dm, since they have no dipole moment
in both the ground state and the unrelaxed excited state. The
excess polarizability is often discussed via its isotropic value. In


Cartesian coordinates, the isotropic value is defined as:


Da ¼ ðDaxx þ Dayy þ DazzÞ=3 (2)


We presented the isotropic value of the excess polarizability in
this work.
All the model molecules were fully optimized in the ground


state in the gas phase. The DFT/B3LYP and HF approaches show
the large difference in predicting the average bond length
alternation (BLA) parameter,[13] that is, the average difference in
length between the single carbon–carbon (C—C) bonds and
the double carbon–carbon (C——C) bonds, for the conjugated
linkage (the polyene linkage for diphenylpolyenes while the
vinylene linkages for OPV molecules). The BLA parameters for the
phenyl or phenylene rings of the model molecules were found to
be on the order of 10�3 Å and insensitive to the selection of the
geometry optimization method. This phenomenon is imposed by
the widely delocalized p orbitals in the phenyl and phenylene
rings. Wemention that only the BLA parameter of the conjugated
linkage will be discussed in the following. The model molecules
were put in Cartesian coordinates with their long axes parallel to
the x axis when calculating the excess polarizability. The other
two diagonal components Dayy and Dazz thus approach to zero.
To obtain the component Daxx, we performed the parabolic fit to
six excitation energies calculated at the TDDFT/B3LYP theory level
under Fx ranging from 0 to 5� 10�4 a.u. The fitting process is
helpful to balance the errors generated in quantum-chemical
calculations.
Experimentally, the excess polarizability can be determined by


analyzing the electroabsorption (EA) spectroscopy, which is
obtained by using an external electric field to modulate the
absorption spectrum.[14–19] The sample used in the EA
measurement is prepared by dispersing the molecule of interest
in solution. Due to the surrounding of the solvent molecule, the
solute molecule feels the local field rather than the applied field.
Therefore, the Stark shift in solution is written as:


ExcðFÞ ¼ Excð0Þ �
X


i


DmiðI � FÞi �
1


2


X


i;j


DaijðI � FÞiðI � FÞj


(3)


where I is the local field factor. Since the local field factor can not
be determined experimentally, the excess polarizability obtained
via the EA measurement will involve the local field correction
inevitably. In the following, the excess polarizability determined
by the EA experiment will be denoted by the local-field-
corrected excess polarizability DaI2.[19] In this study, the
local-field-corrected excess polarizability was obtained by
simulating the Stark shift in solution (Eqn (3)) via the integral
equation formalism polarizable continuum model (IEFPCM)
model.[20] We used the geometry optimized in the gas phase
when calculating the local-field-corrected excess polarizability.
One notes that the geometric relaxation upon solvation will be
negligibly small for the model molecules, since these molecules
possess the vanishing dipole moment.[21]


Quantum-chemical calculations were carried out using
Gaussian03 package of codes.[22] In all cases, the basis set
6-311G was used. The keyword options UltraFine, BigAtoms, and
BigShells, which actually increase the effective xc quadrature
volume, were selected in the TDDFT calculation to improve the
quality of the result. From now on, the abbreviations DFT and
TDDFTwill not be expressed explicitly. For instance, B3LYP//B3LYP


Figure 1. Model molecules considered in this study
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stands for the TDDFT/B3LYP calculation performed for the
molecule with the DFT/B3LYP-optimized geometry.


RESULTS AND DISCUSSIONS


Diphenylpolyenes


This section involves two aspects: (i) the relation between the
magnitude of the excess polarizability and the BLA parameter;
(ii) the local field corrections to the excess polarizability in
different solutions. The obtained conclusions hold true also for
OPV molecules.
The B3LYP approach is found to predict the smaller BLA


parameter than the HF approach, as shown in Table 1. For
instance, the B3LYP-optimized DPO displays the BLA parameter
8.9� 10�2 Å, which is �4� 10�2 Å smaller than that displayed by
the HF-optimized DPO. One can expect that the influence on the
geometry of the polyene linkage induced by the phenyl ring will
decrease while the length of the polyene linkage increases.
Therefore, we compare the geometric parameters of the polyene
linkage in DPD with those of trans-polyacetylene. Experimental
results for the C—C and C——C bonds in trans-polyacetylene were
found to be 1.44 and 1.36 Å, respectively.[23] The corresponding
BLA parameter is therefore 8� 10�2 Å. From Table 1, one finds
that the B3LYP-optimized DPD exhibits the geometric parameters
r(C—C)¼ 1.445, r(C——C)¼ 1.361 Å, and BLA¼ 8.4� 10�2 Å,
respectively. These three data are in reasonable agreement with
the experimental results mentioned above. We mention that
the bond length r(C—C) [r(C——C)] listed in this study is the
average value of all the C—C (C——C) bonds in the polyene
linkage. The HF-optimized DPD displays the overestimated C—C
bond 1.460 Å and the underestimated C——C bond 1.335 Å in
comparison with the experimental values for the C—C and C——C
bonds. Consequently, the BLA parameter 1.25� 10�1 Å for the
HF-optimized DPD shows the large deviation from the
experimental result 8� 10�2 Å.
Table 2 shows that the excess polarizability calculated using


the B3LYP-optimized geometry is smaller than that calculated


using the HF-optimized geometry. In the case of DPO, the excess
polarizability of the B3LYP-optimized geometry is 24 Å3 smaller
than that of the HF-optimized geometry.
We now use DPO as an example to have an in-depth


investigation of the relation between the excess polarizability and
the BLA parameter. Table 3 collects the geometric parameters
optimized at different theory levels, that is, HF, AM1,[24] BHandH,
B3LYP, PBE1PBE,[25] BLYP,[26,27] and BP.[26,28] From the table, one
finds that the excess polarizability decreases while the BLA
parameter becomes small. For instance, the HF-optimized
geometry has the largest BLA parameter 1.27� 10�1 Å and the
largest excess polarizability 127 Å3, while the BP-optimized
geometry has the smallest BLA parameter 7.2� 10�2 Å and the
smallest excess polarizability 88 Å3. The excess polarizability
considered here is the difference between the ground- and 11Bu
excited-state polarizabilities. Therefore, our finding implies that
the ground- and 11Bu excited-state polarizabilities have the
different responses to the change in the BLA parameter. It is
worthwhile to mention the theoretical work provided by Jonsson
et al., who calculated the ground- and 11Bu excited-state
polarizabilities of some polyenes fully analytically.[29] They found
that the ground-state polarizability increases whereas the 11Bu
excited-state polarizability decreases with decreasing BLA
parameter. Their finding suggests the same relation between
the excess polarizability and the BLA parameter as that found
by us.
The DPO molecules optimized at different theory levels have


no dipole moment in both the ground state and the 11Bu state
due to their C2h symmetries. In our previous work, we used a
strong static electric field, which was added along the long axis of
the polyene linkage during the ground-state geometry optim-
ization process, to change the BLA parameter of DPH.[11] The DPH
molecule optimized under the electric field has the Cs symmetry,
and therefore it displays the dipole moment in the ground state
and Dm upon the 11Bu excitation.
To investigate the local field correction to the excess


polarizability, we tested three solvents, that is, benzene, toluene,
and chloroform. For the IEFPCM model, the solvent effect is
mainly characterized by the dielectric constant e and the fast


Table 1. Geometric parameters (in Å) of the model molecules


Molecule


B3LYP HF BP


r(C–C) r(C——C) BLA r(C–C) r(C——C) BLAc r(C–C) r(C——C) BLA


DPBa 1.457 1.354 1.03� 10�1 1.467 1.333 1.34� 10�1 1.457 1.368 8.9� 10�2


DPHa 1.452 1.357 9.5� 10�2 1.464 1.334 1.30� 10�1 1.451 1.372 7.9� 10�2


DPOa 1.448 1.359 8.9� 10�2 1.461 1.334 1.27� 10�1 1.446 1.374 7.2� 10�2


DPDa 1.445 1.361 8.4� 10�2 1.460 1.335 1.25� 10�1 1.443 1.377 6.6� 10�2


OPV3a 1.465 1.350 1.15� 10�1 1.473 1.331 1.42� 10�1 1.466 1.363 1.03� 10�1


OPV3b 1.464 1.350 1.14� 10�1 1.473 1.330 1.43� 10�1 1.465 1.363 1.02� 10�1


OPV4a 1.464 1.351 1.13� 10�1 1.473 1.331 1.42� 10�1 1.464 1.363 1.01� 10�1


OPV5a 1.464 1.351 1.13� 10�1 1.472 1.331 1.41� 10�1 1.463 1.364 9.9� 10�2


r(C–C) [r(C——C)] is the average value of all the single (double) carbon–carbon bonds in the conjugated linkage.
aC2h.
b C2v.
c Results for diphenylpolyenes are from Reference [11].
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dielectric constant ef.
[30] In the case of the electronic excitation,


the fast dielectric constant is approximately equal to the square
of the refractive index n.[30] Table 4 collects the dielectric
constants and refractive indices of these three solvents. One finds
that these three solvents have the near refractive indices
whereas their dielectric constants show the trend benzene�
toluene<chloroform.
Table 5 indicates that the magnitude of the local field


correction to the excess polarizability increases with the delectric
constant. For instance, the local-field-corrected excess polariz-
abilities of the B3LYP-optimized DPH were calculated to be 83 Å3


in benzene, 84 Å3 in toluene, and 100 Å3 in chloroform, res-
pectively. Note that the difference between the local field
correction in benzene and toluene is very small. This finding is
consistent with the fact that benzene and toluene are close in the
dielectric constant. Comparedwith the excess polarizability of the
isolated molecule, the local-field-corrected excess polarizability is
relatively large. In the case of DPH, the excess polarizability of the


B3LYP-optimized geometry was predicted to be 73 Å3 (Table 2),
which is 10, 11, and 27 Å3 smaller than the local-field-corrected
excess polarizabilities in benzene, toluene, and chloroform,
respectively. This indicates that the DPH molecule will display the
larger Stark shift in solution than in vacuumwhen under the same
applied field. Consequently, one can conclude that the local field,
which affects the DPH molecule in solution directly, is stronger
than the applied field.
The local-field-corrected excess polarizabilities of diphenylpo-


lyenes were measured in dioxane at room temperature.[16] It is
worthwhile to note that the local field corrections in dioxane and
benzene will be of similar magnitude. As shown in Table 4,
dioxane and benzene are alike in the dielectric constant and
refractive index. Besides, these two solvents were found to be
close in the dispersion radius at the B3LYP theory level, 3.61 Å for
dioxane while 3.94 Å for benzene.
For convenience of comparison, the local-field-corrected


excess polarizabilities calculated in benzene and the EA


Table 3. Excess polarizabilities predicted by the B3LYP potential versus the BLA parameters optimized at different theory levels for
DPO


Method r(C–C)a r(C——C)a BLA BLAb Exc (Osc) Da


HF 1.461 1.334 1.27� 10�1 3.07� 10�3 3.24 (2.40) 127
AM1/sto-3g 1.447 1.346 1.01� 10�1 1.99� 10�3 3.08 (2.42) 118
BHandH 1.435 1.337 9.8� 10�2 2.65� 10�3 3.12 (2.48) 107
B3LYP 1.448 1.359 8.9� 10�2 2.09� 10�3 2.99 (2.51) 103
PBE1PBE 1.444 1.355 8.9� 10�2 1.84� 10�3 3.01 (2.51) 102
BLYP 1.450 1.376 7.4� 10�2 1.87� 10�3 2.89 (2.54) 91
BP 1.446 1.374 7.2� 10�2 1.84� 10�3 2.87 (2.54) 88


All geometries possess the C2h symmetry, geometric parameters in Å, Exc in eV, Osc in a.u., Da in Å3.
a Average values were presented.
b The average bond length alternation parameter for the phenyl ring.


Table 2. Electronic properties of the model molecules


Molecule


Exc (Osc) Da


B3LYP//B3LYP B3LYP//HFc B3LYP//B3LYP B3LYP//HFc BP//BPd


DPBa 3.61 (1.54) 3.80 (1.50) 45 61 65
DPHa 3.27 (2.03) 3.49 (1.97) 73 91 100
DPOa 2.99 (2.51) 3.24 (2.40) 103 127 145
DPDa 2.77 (2.96) 3.04 (2.80) 145 209 265
OPV3a 3.23 (1.83) 3.42 (1.78) 142 158 351
OPV3b 3.26 (1.85) 3.45 (1.80) 145 160
OPV4a 2.85 (2.58) 3.06 (2.49) 391 421 1283
OPV5a 2.63 (3.25) 2.86 (3.13) 781 821


Exc in eV, oscillator strength (Osc) in a.u., Da in Å3.
aC2h.
b C2v.
c Results for diphenylpolyenes are from Reference [11].
d Reference [10].
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experimental results measured in dioxane were presented in
Fig. 2. From the figure, one finds that the B3LYP//B3LYP results are
in reasonable agreement with the experimental results con-
sidering the experimental uncertainties. In comparison, the
B3LYP//HF results exhibit relatively large deviations from the
experimental data. For instance, the B3LYP//B3LYP, B3LYP//HF,
and experimental results for DPO are 121, 156, and 116� 8 Å3


(Table 5), respectively. In the case of DPD, the B3LYP//B3LYP result
163 Å3 is much closer to the experimental result 140� 10 Å3 than
the B3LYP//HF result 221 Å3. This is consistent with the conclusion
obtained previously, namely the C—C and C——C bonds as well as
the BLA parameter of the polyene linkage in the B3LYP-optimized
DPD are more reasonable than those in the HF-optimized DPD.
Figure 2 shows that both the B3LYP//B3LYP and B3LYP//HF


results rise more quickly than the experimental data. This implies
that the B3LYP potential is too sensitive to the increase in the
chain length in predicting the excess polarizability. Consequently,
the B3LYP potential is expected to overestimate the excess
polarizability for long oligomers systematically, independent of
the method used for the geometry optimization. Note that in our
study the excess polarizability was calculated by determining the
trend of the excitation energy under the external electric field.
Therefore, our results indicate that the B3LYP potential will
predict the overestimated slope of the excitation energy under
the external electric field for long oligomers. This phenomenon is
actually due to the inherent errors in treating the long-range
electron correlation of the currently available xc potentials,[31]


which draw excess charges to the ends of the chain so that the
external field is not properly screened.[32]


It should be mentioned that the local field correction to the
excess polarizability has been investigated non-quantum-
chemically by employing the Onsager model.[15,16,33] In com-
parison with the IEFPCM model, the Onsager model predicts the


Table 5. Local-field-corrected excess polarizabilities (in Å3) in different solvents


Method Solvent DPBa DPHa DPOa DPDa OPV3a OPV3b


B3LYP//B3LYP Benzene 60 83 121 163 159 162
Toluene 61 84 122 167 162 165
Chloroform 71 100 143 194 182 184


B3LYP//HF Benzene 70 104 156 221 175 177
Toluene 71 106 157 224 178 180
Chloroform 82 121 169 258 197 205


EA Expt Dioxanec 53� 2 91� 9 116� 8 140� 10
Toluened 47� 7
PMMAe 420


aC2h.
b C2v.
c At room temperature (Reference [16]).
d At 77 K (Reference [17]).
e At 77 K (Reference [18]).


Table 4. Dielectric constants and refractive indices for the solvents considered in this study


Property Benzene Toluene Chloroform Dioxane PMMA


e 2.247a 2.379a 4.9a 2.217b 3.1b


n 1.501c 1.497c 1.489c 1.422c 1.490c


aDefault values provided by Gaussian 03.
bReffernce [16].
cnD20.


Figure 2. Local-field-corrected excess polarizabilities calculated in


benzene and the EA experimental results measured in dioxane for
diphenylpolyenes. Closed circles, squares, and triangles stand for the


B3LYP//HF, B3LYP//B3LYP, and experimental results, respectively
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relatively large local field correction. For instance, the excess
polarizability of the isolated DPH was calculated to be 42 Å3 by
the Onsagermodel based on the experimental result measured in
dioxane (91 Å3).[16] Therefore, for DPH the difference between the
isolated excess polarizability and the local-field-corrected excess
polarizability amounts to 49 Å3. However, the corresponding
difference is�10 Å3 at the B3LYP//B3LYP theory level according to
the IEFPCM calculation.


OPV molecules


This section mainly considers the cases of OPV3 and five OPV5
derivatives, whose excess polarizabilities were investigated
experimentally.
The vinylene linkages in OPV3 may have the trans and cis


configurations,[34] as sketched in Fig. 3. The trans configuration
can lead to the C2h symmetry while the cis configuration to the
C2v symmetry. One finds that the C2v geometry can be obtained
from the C2h geometry by rotating one terminal phenyl ring
and the adjoining vinylene linkage together along the C2—C3
bond (carbon numbers were labeled in Fig. 3), namely changing
the dihedral angle u ¼ ffC1C2C3C4. Figure 4 illustrates the
variation of the total ground-state electronic energy of OPV3 as a
function of u within the rigid-rotor approximation. Such an
approximation presumes that the bond lengths and bond angles
remain unchanged during the artificial rotation.[35] Note that
the relative values with respect to the total electronic energy of
the optimized C2v geometry were presented in the figure. The
optimized C2h and C2v geometries were located at u¼ 0 and 1808,
respectively. It is interesting to find that these two geometries are
very close in energy at both the B3LYP and HF theory levels.
Besides, one notes that small deviations from u¼ 08 or u¼ 1808
will increase the total electronic energy. Consequently, the
optimized C2h and C2v geometries actually stay at the centers of
two different potential wells, respectively. Table 2 indicates that
the difference in the configuration of the vinylene linkages
has the negligible influence on the value of the excess
polarizability. For instance, the B3LYP-optimized C2h and C2v
geometries display the excess polarizabilities 142 and 145 Å3,
respectively.
The EA experimental results measured by different groups


show the relatively large discrepancy. As shown in Table 5, the EA


result measured in toluene at 77 K is 47 Å3,[17] whereas the result
measured in PMMA at the same temperature is 420 Å3.[18] From
Table 5, one finds that the calculated local-field-corrected excess
polarizabilities for OPV3 in toluene are overall larger than the
experimental result 47 Å3. For instance, the theoretical results in
toluene for the B3LYP-optimized OPV3 were calculated to be
162 Å3 for the C2h geometry and 165 Å3 for the C2v geometry,
respectively. It can be expected that the local field correction in
PMMAwill be weaker than that in chloroform, since the dielectric
constant of PMMA is 3.1 while the dielectric constant of
chloroform is 4.9 (Table 4). However, the local-field-corrected
excess polarizability 420 Å3 measured in PMMA is much larger
than the theoretical results in chloroform. For instance, the
experimental result is 238 Å3 larger than the B3LYP//B3LYP result
182 Å3 for the C2h OPV3. Based on the theoretical results, one
finds that the selection of different solvents in the EA experiment
will not be themain reason for the large discrepancy between the
experimental results. Actually, it has been pointed out that the
errors in determining the absorption intensity and thickness of
the sample are two main factors influencing the value of the EA
result.[19]


The excess polarizabilities of some OPV5 derivatives were
measured by the flash photolysis time-resolved microwave-
conductivity technique (FP-TRMC),[5,36] which offers another
opportunity to evaluate the performances of the B3LYP//B3LYP
and B3LYP//HF approaches in predicting the excess polarizability.
It should be emphasized that the excess polarizability deter-
mined by the FP-TRMC technique involves no local field
correction, since what is investigated in the FP-TRMC measure-
ment is the transient change in the microwave dielectric constant
of the sample upon excitation[5,37,38] rather than the Stark shift
under the electric field. The FP-TRMC technique measures the
excess polarizability of the relaxed excited state. For long OPV
molecules, the geometric relaxation induced by the 11Bu
excitation was found to be insignificant.[39]


The calculated excess polarizabilities of OPV5 derivatives were
collected in Table 6, together with the FP-TRMC results measured
in benzene. For tb-OPV5 and OPV5(2da), the excess polarizability
calculated using the B3LYP-optimized geometry is superior to
that calculated using the HF-optimized geometry when


Figure 3. C2h and C2v geometries for OPV3
Figure 4. A plot of the total ground-state electronic energy of OPV3 as a


function of the dihedral angle u ¼ ffC1C2C3C4 (carbon numbers were
labeled in Fig. 3). Open circles were predicted at the HF theory level while


closed circles at the B3LYP theory level
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compared with the experimental result. For instance, the excess
polarizabilities for tb-OPV5 were found to be 859 Å3 for the
B3LYP-optimized geometry while 909 Å3 for the HF-optimized
geometry. The former value is more reasonable with respect to
the experimental result 810� 100 Å3. Comparing the excess
polarizability of tb-OPV5 with that of OPV5 (Table 2), one notes
that the tertiary butyl groups on the terminal phenyl rings of
OPV5 can increase the excess polarizability by �10%. For
OPV5(1da), the excess polarizabilities predicted at the B3LYP//
B3LYP and B3LYP//HF theory levels are 563 and 583 Å3,
respectively. These two results are of similar quality with respect
to the experimental result 590 Å3. In the case of CN-OPV5(1da),
the theoretical predictions 492 Å3 (B3LYP//B3LYP) and 498 Å3


(B3LYP//HF) are much larger than the experimental result 210 Å3.
This implies that the B3LYP//B3LYP and B3LYP//HF approaches are
likely to underestimate the decreasing effect of the cyano group
on the excess polarizability when the group substitutes on the
vinylene linkage.
The OPV5(5da) molecule studied in the experiment possesses


long side alkoxy chains, namely 2-methyl-butyloxy groups.[36] In
our calculations, we used the —OCH3 group instead. The repeat
unit —CH2— in the alkoxy group will have the insignificant
contribution to the excess polarizability. Table 6 indicates that the
B3LYP//HF result 864 Å3 is closer to the experimental finding
860 Å3 than the B3LYP//B3LYP result 790 Å3. However, the
difference between the B3LYP//B3LYP result and the experimen-
tal result is small, within 10% with respect to the experimental
result.


Differences between the B3LYP and BP results


It is worthwhile to compare the excess polarizabilities predicted
by the B3LYP potential with those by the BP potential for the
BP-optimized geometries reported by Grozema et al.[10] The BP
potential is a typical generalized gradient approximation (GGA)
potential, whichmainly feels the local electronic density. Different
from the BP potential, the B3LYP potential is formed using a linear
combination of the exact HF exchange energy functional and the
usual GGA energy functional. The addition of the orbital-
dependent HF exchange energy can make the B3LYP potential
more nonlocal and therefore improve the quality of the
result.[32,40,41]


From Table 2, one finds that the excess polarizability predicted
at the BP//BP theory level is larger than those predicted at the
B3LYP//B3LYP and B3LYP//HF theory levels. This phenomenon is


distinct in the cases of OPV3, OPV4, and DPD, which have the
relatively large size. For instance, the B3LYP//B3LYP, B3LYP//HF,
and BP//BP results for the excess polarizability of OPV4 were
calculated to be 391, 421, and 1283 Å3, respectively. We mention
that the BP approach gives the smaller BLA parameter than the
B3LYP and HF approaches, as shown in Table 1. It has been
demonstrated that the smaller BLA parameter will lead to the
smaller excess polarizability. Consequently, one concludes that
the BP potential will predict the much larger excess polariz-
ability than the B3LYP potential for large-sized molecules. One
finds that the excess polarizabilities of diphenylpolyenes
predicted at the BP//BP theory level are overall larger than the
corresponding EA experimental results. For instance, the BP//BP
result for DPO is 145 Å3 (Table 2), while the corresponding EA
experimental result is 116 Å3 (Table 5). It can be expected that the
difference between the BP//BP result and the EA experimental
result will become even large when the local field correction is
considered in quantum-chemical calculations.


CONCLUSIONS


This study indicates that TDDFT is a promising approach to
predict the 11Bu excess polarizabilities of conjugated oligomers.
For diphenylpolyenes, the excess polarizabilities calculated at the
B3LYP//B3LYP theory level were found to be superior to those at
the B3LYP//HF theory level when compared with the exper-
imental results available. However, for OPV molecules this feature
is not clearly revealed by our results. The B3LYP potential was
found to be too sensitive to the increase in the chain length in
predicting the excess polarizability due to the overestimate of the
long-range electron correlation. The local field correction to the
excess polarizability in solution was calculated to be positive. This
implies that the molecule will display the larger Stark shift in
solution than in vacuum when under the same applied field.
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Table 6. Excess polarizabilities for OPV5 derivatives


Molecule


Exc (Osc) Da


B3LYP//B3LYP B3LYP//HF B3LYP//B3LYP B3LYP//HF Expt


tb-OPV5 2.60 (3.50) 2.83 (3.35) 859 909 810� 100a


OPV5(1da) 2.48 (2.91) 2.69 (2.68) 563 583 590b


OPV5(2da) 2.42 (2.90) 2.63 (2.70) 754 809 660� 80a


CN-OPV5(1da) 2.26 (2.29) 2.47 (2.10) 492 498 210b


OPV5(5da) 2.26 (3.12) 2.47 (2.90) 790 864 860b


All geometries possess the C2h symmetry, Exc in eV, Osc in a.u., Da in Å3.
a In benzene (Reference [5]).
b In benzene (Reference [36]).
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Computational study of the mechanism of
thermal decomposition of xanthates in the
gas phase (the Chugaev reaction)y


Ederley Véleza*, Jairo Quijanoa, Rafael Notariob, Juliana Murilloa


and Juan F. Ramı́reza


A theoretical study on the mechanism of the thermal decomposition of a series of xanthates, O-alkyl S-methyl and
S-alkyl O-methyl dithiocarbonates, has been carried out, and the alkyl groups being ethyl, isopropyl, and tert-butyl.
Kinetically, these xanthates can be classified in two groups: those where the oxygen atom is involved in the bonding
changes of the transition state (properly the Chugaev reaction), and those where it is not, O-alkyl S-methyl and
S-alkyl O-methyl dithiocarbonates, respectively. We have studied not only the thermal elimination reactions but also
the other possible reactions such as the thione-to-thiol rearrangement and the nucleophilic substitution to give ethers
or thioethers. Two possible mechanisms for the thermal elimination reactions, in one and in two steps, respectively,
have been studied. Calculations were made at the MP2/6-31G(d) level of theory, and the progress of the reactions has
been followed by means of the Wiberg bond indices. Copyright � 2008 John Wiley & Sons, Ltd.
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suppmat/0894-3230/suppmat/
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INTRODUCTION


Preparatively useful routes to alkenes include a family of
unimolecular thermal decompositions, the intramolecular pyr-
olytic eliminations (Ei reactions). These reactions are classed as
pericyclic processes. Among them is the formation of olefins from
alcohols through pyrolysis of the corresponding xanthates
(O-alkyl S-alkyl dithiocarbonates), which was discovered in
1899 by Chugaev (or Tschugaeff )[1] in connection with his
studies on the optical properties of xanthates.[2] So, the reaction is
named as Chugaev reaction.[3–6]


ð1Þ
Under thermolysis of xanthates having one b-hydrogen, olefins


can be obtained, together with gaseous carbonyl sulfide and a
thiol. The corresponding xanthates can be prepared from
alcohols by reaction with carbon disulfide in the presence of
sodium hydroxide and subsequent alkylation of the intermediate
sodium xanthate, usually with methyl iodide.[6]


ð2Þ
Xanthates having no b-hydrogens undergo thione-to-thiol


rearrangement to give S,S-dialkyl dithiocarbonates (thiolcarbonates).


ð3Þ


The Chugaev elimination is of synthetic value because it
proceeds without the rearrangement of the carbon skeleton.[4]


The ability to form double bonds via thermal elimination of
xanthate precursors, the so-called xanthate route, is currently
attracting considerable interest among polymer chemists
because it enables the synthesis of poly-paraphenylene-vinylene
(PPV) samples with promising characteristics for the fabrication
of light-emitting devices.[7] However, applicability of the Chugaev
reaction is limited if the elimination is possible in more than one
direction and if a b-carbon has more than one hydrogen.
The Chugaev reaction is analogous to the thermal decompo-


sition of carboxylic esters of alcohols, and of other related
derivatives of alcohols, such as carbamates and carbonates. The
mechanism of xanthate pyrolysis is a concerted fragmentation but
products could conceivably arise from b-hydrogen abstraction by
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either the thiol or thione sulfur atoms, mechanisms A and B,
respectively, in Fig. 1.
In mechanism (A), the reaction occurs in one step, giving the


products of reaction (1). In mechanism (B), the initial products are
the alkene and an unstable dithiocarbonate derivative which
subsequently decomposes to carbonyl sulfide and a thiol. Hückel
et al.[8] postulated first mechanism (A), but Barton[9] and Cram[10]


proposed the second mechanism. Experimental evidence that
the thion, rather than the thiol, sulfur atom attacks the
b-hydrogen was obtained by Bader and Bourns[11] who made
a study of 34S and 13C isotope effects for the pyrolysis of
trans-2-methyl-1-indanyl xanthate of natural isotopic abundance.
Alexander and Mudrak[12–14] provided further convincing
evidence for the cis-elimination course.
The thermal decomposition of xanthates has been exper-


imentally investigated a number of times.[15–18] All the reactions
studied were of first order, and their rates were largely unaffected
by an increase of surface or by the addition of radical inhibitors.
They are homogeneous, unimolecular reactions.
To our knowledge there have been only three previous


theoretical studies on these type of reactions. Erickson and
Kahn[19] studied the transition structure of the thermal
elimination of HSC(S)OEt at MP2/6-31G(d)//HF/6-31G(d) level,
Claes et al.[7] studied the gas-phase internal elimination reaction
of EtSC(S)OMe at different levels of theory, and more recently
Harano[20] studied the transition structure of the Chugaev
reaction of MeSC(S)OEt at the B3LYP/6-31G(d) level of theory.
The shortage of theoretical studies on the reactions of


xanthates have prompted us to carry out a detailed study of the
mechanism of the thermal decomposition of a series of
xanthates, O-alkyl S-methyl and S-alkyl O-methyl dithiocarbo-
nates, and the alkyl groups being ethyl, isopropyl, and tert-butyl.
Kinetically, these xanthates can be classified in two groups: those
where the oxygen atom is involved in the bonding changes of
the transition state (properly the Chugaev reaction), and those
where it is not, O-alkyl S-methyl and S-alkyl O-methyl dithio-
carbonates, respectively. We have studied not only the thermal
elimination reactions but also the other possible reactions
such as the thione-to-thiol rearrangement (reaction (3)) and
the nucleophilic substitution to give ethers or thioethers
(reaction (4)).


ð4Þ


COMPUTATIONAL DETAILS


All calculations were carried out using the Gaussian 03
computational package.[21] The geometric parameters for all
the reactants, transition states and products of the reactions
studied were fully optimized using ab initio analytical gradients at
the MP2 level[22] with the 6-31G(d) basis set.[23] Each structure
was characterized as aminimum or a saddle point of first order by
analytical frequency calculations. A scaling factor[24] of 0.9670 for
the zero-point vibrational energies has been used. Thermal
corrections to enthalpy and entropy values have been evaluated
at the experimental temperature of 629.0 K. To calculate enthalpy
and entropy values at a temperature T, the difference between
the values at that temperature and 0 K has been evaluated
according to standard thermodynamics.[25]


Intrinsic reaction coordinate (IRC) calculations[26] have been
performed in all cases to verify that the localized transition state
structures connect with the corresponding minimum stationary
points associated with reactants and products.
The bonding characteristics of the different reactants,


transition states, and products have been investigated using a
population partition technique, the natural bond orbital (NBO)
analysis of Reed and Weinhold.[27,28] The NBO formalism provides
values for the atomic natural total charges and also provides the
Wiberg bond indices[29] used to follow the progress of the
reactions. The NBO analysis has been performed using the NBO
program,[30] implemented in the Gaussian 03 package,[21] and
has been carried out on the MP2 charge densities in order to
explicitly include electron correlation effects.
We have selected the classical transition state theory


(TST)[31,32] to calculate the kinetic parameters.


RESULTS AND DISCUSSION


Experimental and calculated values of the activation parameters
and rate constants for the thermal decomposition of the
compounds studied here are collected in Table 1.
Theoretical calculations at the MP2/6-31G(d) level of theory


have been carried out in order to explore the nature of the
mechanisms of all the reactions studied for S-alkyl O-methyl and
O-alkyl S-methyl dithiocarbonates in the gas phase, as they are
shown in Schemes 1 and 2.
For O-alkyl S-methyl dithiocarbonates, I, II, and III (Scheme 1),


five pathways have been investigated. Mechanisms (A) and (B)
correspond to the Chugaev reaction. Mechanism (A) is a one-step


Figure 1. The two possible pathways in the pyrolysis of xanthates
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process proceeding through six-membered cyclic transition state,
in which the thioether sulfur atom and the ether oxygen
participate. Mechanism (B) is a two-step process, with an initial
rate-determining step via a six-membered cyclic transition state
in which the thiocarbonyl sulfur and the ether oxygen participate,
followed by a rapid decomposition of the intermediate. In both
mechanisms the final products are the same: alkene, metha-
nethiol, and carbonyl sulfide.
Mechanism (C) corresponds to thione-to-thiol rearrangement


giving the corresponding S-alkyl S-methyl dithiocarbonates, and
mechanisms (D) and (E) correspond to the two possibilities of
nucleophilic substitution, transferring R or a methyl group, and
giving a thioether and carbonyl sulfide, or an ether and carbon
disulfide, respectively.
For S-alkyl O-methyl dithiocarbonates, IV, V, and VI (Scheme 2),


we have investigated five pathways, similar to those described
above for O-alkyl S-methyl dithiocarbonates. The only difference


between both types of dithiocarbonates is that in mechanism
(B) the thiocarbonyl and the thioether sulfur atoms participate,
whereas the oxygen ether does not participate in the transition
state. The products are alkene, methanol, and carbon disulfide.
The thermal decomposition of dithiocarbonates IV, V, and VI is
not strictly a Chugaev reaction because in the Chugaev reaction
xanthates are obtained from alcohols, alkylating the intermediate
sodium xanthates with methyl iodide, and so the products
are O-alkyl S-methyl dithiocarbonates (see reaction (2)). But the
mechanism is very similar and we are going to use the name
‘Chugaev reactions’ for the thermal eliminations of xanthates, in
general.
Electronic energies, zero-point vibrational energies, thermal


corrections to enthalpies, and entropies, for the reactants,
transition states, and products involved in all the reactions
studied (see Schemes 1 and 2) are collected in Tables S1 and S2 in
the Supporting Information. The transition state corresponding


Table 1. Experimentala and calculatedb activation parameters and rate constants for the thermal decomposition of xanthates


Compound


DH 6¼/
kJmol�1


DS 6¼/
Jmol�1


DG6¼/
kJmol�1 k629 K/s


�1


Exp. Calc. Exp. Calc. Exp. Calc. Exp. Calc.


O-alkyl
S-methyl
dithiocarbonates


O-Et (I) 161 197.4 �28 �0.3 178.6 197.6 1.4�10�2 5.1� 10�4


O-Pri (II) 144 182.9 �26 5.1 160.4 179.7 5.6� 10�1 1.6� 10�2


O-But (III) — 152.6 — 0.9 — 152.1 — 3.1


S-alkyl
O-methyl
dithiocarbonates


S-Et (IV) — 184.2 �8.6 — 189.4 — 2.4� 10�3


S-Pri (V) 163 175.6 �32 �6.0 183.1 179.4 7.9� 10�3 1.7� 10�2


S-But (VI) 135 155.9 �44 �1.1 162.7 156.6 4.3� 10�1 1.3


a Values taken from Reference [17]


b Values calculated at the MP2/6-31G(d) level of theory at 629.0 K.


Scheme 1.
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to the nucleophilic substitution of dithiocarbonate VI through
mechanism (D) (see Scheme 2) was not possible to obtain at the
level of theory used in this work.
Gibbs energy profiles for the thermal decomposition processes


of the six xanthates studied are presented in Figs 2 and 3. As it can
be observed in the Figures, the lowest barrier in all the cases
corresponds to the first step of themechanism (B) of the Chugaev
reaction. Transition states corresponding tomechanism (A) of this
reaction, in only one step, are much higher in Gibbs energy, ca.
50 kJmol�1 in the case of O-alkyl S-methyl dithiocarbonates, and
higher by 75 kJmol�1 in the case of S-alkyl O-methyl dithio-
carbonates. This result is in accord with the experimental
evidence[11] that the thion, rather than the thiol, sulfur atom
attacks the b-hydrogen in O-alkyl S-methyl dithiocarbonates.
The activation Gibbs energies of the processes following the
mechanisms (C), (D), and (E), are all higher than the correspond-
ing values for the first step of mechanism (B). These results
confirm that the thermolysis of xanthates is a cis-concerted
elimination (Chugaev reaction), which occurs via a mechanism
in two steps, the first one being the rate-limiting step. The
overall processes are highly exergonic. Between the other two
reactions studied, thione-to-thiol rearrangement to give S-alkyl
S-methyl dithiolcarbonates presents lower activation Gibbs
energies than nucleophilic substitution to give ethers or
thioethers.
It is interesting to point out that, in the case of compound IV,


S-ethyl O-methyl dithiocarbonate, the activation Gibbs energy of
mechanism (C) is only slightly higher (2.5 kJmol�1) than the value
corresponding to mechanism (B). Al-Awadi and Bigley[17]


observed that this compound gave curved Arrhenius plots and
gave ethyl methyl dithiolcarbonate in competition with the
Chugaev products. This experimental fact agrees with our
theoretical results.
Comparing the barriers of the two steps in mechanism


(B), when the alkyl group attached to O or S atoms increases its
size, the activation Gibbs energy of the first step decreases, and in
the case of the reaction of compound III, the height of the
barriers of the two steps is similar.


Optimized geometries for the transition states of the first step
in mechanism (B) for all the reactions studied in this work are
shown in Figs 4 and 5. In general, the transition structures consist
of a near-planar six-membered ring, in which the hydrogen
transfer is close to linear (angles S1—H6—C5 of 168–1738).
There is one and only one imaginary vibrational frequency in


the transition states corresponding to the first step of the
mechanism (B) for all the studied reactions (1310.9i, 813.5i, 646.9i,
959.3i, 925.0i, and 878.8i cm�1 for TSB-I, TSB-II, TSB-III, TSB-IV,
TSB-V and TSB-VI, respectively, evaluated at the MP2/6–31G(d)
level of theory).
Table 2 shows the distances between the atoms involved in the


reaction center for each optimized reactant and TS. During the
thermolysis process, when the reactant is being transformed into
its TS, the S1—C2, O3(S3)—C4, and C5—H6 distances are
increasing, whereas the C2—O3(S3), C4—C5, and H6—S1 distances
are decreasing. S1—C2 has single bond character in the transition
state, whereas C2—O3 bond has double bond character. In all
cases, C4—C5 changes from single to double bond, that is, C4
and C5 change their hybridization from sp3 to sp2.
The fundamental feature of the process is the H6—S1 distance


in the reactants; the corresponding distances in the transition
states are similar for the O-alkyl S-methyl dithiocarbonates
(�1.49 Å) and for the S-alkyl O-methyl dithiocarbonates (�1.63 Å).
Calculated kinetic and activation parameters for the first step


of mechanism (B) for all the reactions studied are shown in
Table 1. As can be seen, calculated activation enthalpies and
entropies are very different from the experimental ones, but
there is likely to be an enthalpy–entropy compensation, and the
Gibbs energies and kinetic constants agree better, while the
relative experimental k-values are pretty well reproduced. In both
series of dithiocarbonates studied, k-values increase when the
size of the alkyl group attached to O or S atoms increases.
As NBO is a powerful tool for understanding and interpreting


results from mechanistic studies, the progress of the Chugaev
reactions has been followed, like in other theoretical studies
on reaction mechanisms carried out by us,[33–36] by means of the
Wiberg bond indices,[29] Bi. The bond index between two atoms is


Scheme 2.
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Figure 2. Gibbs energy profile at 629.15 K, evaluated at the MP2/6-31G(d) level, for the pyrolysis process of O-alkyl S-methyl dithiocarbonates. Relative


free energy values (to reactants, in kJmol�1) of the transition states found are as follows: TSA-I, 251.1; TSB-I, 197.6; TSC-I, 221.2; TSD-I, 288.7; TSE-I, 335.0;
TSA-II, 234.4; TSB-II, 179.7; TSC-II, 211.8; TSD-II, 271.3; TSE-II, 336.0; TSA-III, 196.3; TSB-III, 152.3; TSC-III, 209.1; TSD-III, 199.3; TSE-III, 352.0
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Figure 3. Gibbs energy profile at 629.15 K, evaluated at the MP2/6-31G(d) level, for the pyrolysis process of S-alkyl O-methyl dithiocarbonates. Relative
free energy values (to reactants, in kJmol�1) of the transition states found are as follows: TSA-IV, 286.2; TSB-IV, 189.6; TSC-IV, 192.1; TSD-IV, 290.7; TSE-IV,


270.5; TSA-V, 271.2; TSB-V, 179.4; TSC-V, 192.6; TSD-V, 281.8; TSE-V, 280.5; TSA-VI, 231.3; TSB-VI, 156.6; TSC-VI, 182.6; TSE-VI, 261.8
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a measure of the bond order and, hence, of the bond strength
between these two atoms, thus, if the evolution of the bond
indices corresponding to the bonds being made or broken in a
chemical reaction is analyzed along the reaction path, a very
precise image of the timing and extent of the bond-breaking and
bond-forming processes at every point can be achieved.[37]


The Wiberg bond indices corresponding to the bonds involved
in the reaction center of the first step of the mechanism (B) for all
the reactants, transition states, and products are collected in
Table 3.
Moyano et al.[37] have defined a relative variation of the bond


index at the transition state, dBi, for every bond, i, involved in a
chemical reaction as:


dBi ¼ ðBTSi � BRi Þ
ðBPi � BRi Þ


(5)


Figure 4. Structures of the transition states, TSB for each reaction,


corresponding to the first step of mechanism (B) in the thermolysis of


O-alkyl S-methyl dithiocarbonates, optimized at the MP2/6-31G(d) level of
theory.


Figure 5. Structures of the transition states, TSB for each reaction,


corresponding to the first step of mechanism (B) in the thermolysis of


S-alkyl O-methyl dithiocarbonates, optimized at the MP2/6-31G(d) level of


theory.
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where the superscripts R, TS, and P refer to reactants, transition
sates, and products, respectively. So, it is possible to calculate the
percentage of evolution of the bond order through the chemical
step by means of[38]


%EV ¼ 100dBi (6)


The calculated percentages of evolution of the bonds involved
in the reaction center are collected in Table 3. As it can be seen,
in the case of O-alkyl S-methyl dithiocarbonates, I, II, and III, the
breaking of the O3—C4 bond is the most advanced process
(65–77%), followed by the transformation of the S1—C2 double
bond into a single one (ca. 58%) and of the C2—O3 single bond
into a double one (54–58%). The least advanced process is the
formation of the C4—C5 double bond (only ca. 30%), followed by
the formation of the H6—S1 bond (31–36%), and the breaking of
the C5—H6 bond (39–43%). In the case of S-alkyl O-methyl
dithiocarbonates, the behavior is similar but the percentages of
evolution of each type of bond are different. The most advanced
process is the breaking of the S3—C4 bond (65–72%), followed by
the transformation of the S1—C2 double bond into a single one
(61–63%) and of the C2—S3 single bond into a double one
(ca. 57%). The least advanced process is the formation of
the C4—C5 double bond (39–42%), followed by the formation of
the H6—S1 bond (46–51%) and the breaking of the C5—H6 bond
(50–55%). The dissociation of the Ca—X bond before the Cb—H
bond is in accordance with the proposal by Taylor et al.[39,40] for
the 1,5 thermal eliminations, based on the fact that the Hammett
r-values at the a-carbon were of larger magnitude than those
observed for the b-carbon.
The results also imply that the more the Ca—X bond is


dissociated in the transition structure, the faster is the rate of
reaction; and that the more the Cb—H bond is dissociated, the
slower is the reaction. This trend in bond lengthening can be
mirrored in the NBO atomic charges. In Table 4, we have collected


the natural atomic charges (the nuclear charges minus summed
natural populations of the natural atomic orbitals on the atoms)
at the atoms involved in the first step of the mechanism (B) for all
the studied reactions.
There is a buildup of negative charge on X3 atom in each


transition structure, consistent with Ca—X bond dissociation
that increases with the increasing rate, in accordance with the
above observation that the Ca—X bond is dissociated to a larger
degree in the faster reactions. The opposite trend is apparent in
the buildup of positive charge on the transferred hydrogen that
decreases as the rate increases, in agreement with the trend
in Cb—H bond lengthening.[19]The average value, dBav, is
calculated as[37]


dBav ¼ 1


n


X
dBi (7)


with n being the number of bonds involved in the reaction,
measures the degree of advancement of the transition state
along the reaction path.
The calculated dBav values for the first step of the mechanism


(B) of the studied reactions are shown in Table 3. As it can be seen,
the dBav values show that there is a difference between the
transition states of the first step of mechanism (B) of the Chugaev
reaction for both type of dithiocarbonates. In the case of O-alkyl
S-methyl dithiocarbonates, dBav values range from 0.478 to 0.485,
increasing from O-ethyl to O-tert-butyl, indicating that transition
states have an ‘early’ character, nearer to the reactants than to the
products. In the case of S-alkyl O-methyl dithiocarbonates, dBav
values range from 0.543 to 0.556, decreasing from S-ethyl to
S-tert-butyl, indicating that transition states have a ‘late’
character, nearer to the products than to the reactants.
The synchronicity, Sy, of a chemical reaction can be calculated
as follows:


Sy ¼ 1� A (8)


Table 2. MP2/6-31G(d)-calculatedmain distances, in Ångstroms, in the reactants and transition states corresponding to the first step
of mechanism (B) for all the studied reactions


Distance, Å


S1–C2 C2–O3 O3–C4 C4–C5 C5–H6 H6–S1


I 1.632 1.336 1.466 1.521 1.084 5.193
TSB-I 1.720 1.261 1.893 1.393 1.453 1.485
II 1.637 1.345 1.463 1.516 1.092 3.006
TSB-II 1.720 1.261 1.893 1.393 1.453 1.485
III 1.637 1.342 1.480 1.521 1.089 2.726
TSB-III 1.720 1.258 1.926 1.400 1.430 1.495


S1–C2 C2–S3 S3–C4 C4–C5 C5–H6 H6–S1


IV 1.634 1.773 1.812 1.522 1.091 2.976
TSB-IV 1.702 1.668 2.467 1.394 1.349 1.614
V 1.635 1.770 1.825 1.523 1.091 2.948
TSB-V 1.703 1.667 2.510 1.395 1.335 1.631
VI 1.635 1.768 1.849 1.525 1.090 2.692
TSB-VI 1.702 1.666 2.566 1.398 1.318 1.653


View Fig. 1 to atom labels.
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A being the asynchronicity, which is calculated by using the
expression proposed by Moyano et al.[37]


A ¼ 1


ð2n� 2Þ
X jdBi � dBavj


dBav
(9)


Synchronicities vary between zero and one, which is the case
when all of the bonds implicated in the reaction center have
broken or formed at exactly the same extent in the TS. The Sy
values obtained in this way are, in principle, independent of the
degree of advancement of the transition state. The Sy values
calculated for the reactions studied are shown in Table 3. The
synchronicities range from 0.807 to 0.860 for the reactions of
compounds I, II, and III, and from 0.899 to 0.932 for the reactions
of compounds IV, V, and VI, indicating that there is a big
difference between the processes for both type of dithiocarbo-
nates. For O-alkyl S-methyl dithiocarbonates the mechanism
corresponds to highly asynchronous processes, whereas for


S-alkyl O-methyl dithiocarbonates the Sy values indicate that the
mechanism corresponds to slightly asynchronous processes. In
both cases, the synchronicity rapidly decreases when the size of
the alkyl group attached to S or O atoms increases.
Asymmetrical charge distribution between Ca and Cb atoms in


the transition structures (positively charged Ca and negatively
charged Cb) also suggests asynchronous character in these
reactions. The more polar the Ca—Cb bond, the faster is the
reaction.
Another aspect to be taken into account is the relative


asynchronicity of the bond-breaking and the bond-forming
processes that measures the ‘bond deficiency’ along the reaction
path. In the reactions of O-alkyl S-methyl dithiocarbonates, the
bond-breaking processes are more advanced (55–58%) than
the bond-forming ones (39–40%) indicating a bond deficiency in
the transition states. The same behavior is observed in the
reactions of S-alkyl O-methyl dithiocarbonates where the
bond-breaking processes are more advanced (61–62%) than


Table 3. Wiberg bond indices, Bi, of reactants, transition states, and products; percentage of evolution through the chemical process
of the bond indices at the transition states, %EV; degree of advancement of the transition states, dBav, and absolute synchronicities,
Sy, for the first step of mechanism (B) of the studied reactions


S1–C2 C2–O3 O3–C4 C4–C5 C5–H6 H6–S1


I BRi 1.678 1.034 0.813 1.030 0.935 0.000


BTSi 1.332 1.390 0.279 1.341 0.534 0.347


BPi 1.070 1.695 0.000 2.034 0.000 0.962


%EV 57.0 53.9 65.8 31.0 42.9 36.0
dBav¼ 0.478 Sy¼ 0.860


II BRi 1.666 1.041 0.790 1.018 0.928 0.002


BTSi 1.319 1.407 0.225 1.310 0.549 0.325


BPi 1.070 1.695 0.000 1.985 0.000 0.962


%EV 58.2 56.0 71.6 30.2 40.8 33.7
dBav¼ 0.484 Sy¼ 0.832


III BRi 1.666 1.045 0.771 1.007 0.921 0.005


BTSi 1.321 1.419 0.179 1.274 0.570 0.298


BPi 1.070 1.695 0.000 1.934 0.000 0.962


%EV 57.9 57.6 76.8 28.8 39.0 31.0
dBav¼ 0.485 Sy¼ 0.807


S1–C2 C2–S3 S3–C4 C4–C5 C5–H6 H6–S1


IV BRi 1.688 1.108 1.001 1.027 0.927 0.003


BTSi 1.312 1.466 0.350 1.447 0.420 0.492


BPi 1.091 1.726 0.000 2.034 0.000 0.953


%EV 63.0 57.9 65.0 41.7 54.7 51.5
dBav¼ 0.556 Sy¼ 0.932


V BRi 1.684 1.115 0.980 1.016 0.926 0.004


BTSi 1.311 1.470 0.309 1.411 0.435 0.472


BPi 1.091 1.726 0.000 1.985 0.000 0.953


%EV 62.9 58.1 68.5 40.7 53.0 49.4
dBav¼ 0.554 Sy¼ 0.916


VI BRi 1.680 1.120 0.960 1.004 0.915 0.009


BTSi 1.319 1.465 0.269 1.369 0.457 0.446


BPi 1.091 1.726 0.000 1.934 0.000 0.953


%EV 61.4 56.9 72.0 39.3 50.1 46.2
dBav¼ 0.543 Sy¼ 0.899


Values calculated at the MP2/6-31G(d) level. View Fig. 1 to atom labels.
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the bond-forming ones (48–50%), but the smaller difference
indicates that the deficiency is minor.


CONCLUSIONS


Among all the pathways for the different processes studied for
O-alkyl S-methyl and S-alkyl O-methyl dithiocarbonates, the
lowest barriers correspond to the first step in the mechanism in
two steps of the thermal elimination reaction (the Chugaev
reaction). Theoretical results confirm that the thermolysis of
xanthates is a cis-concerted elimination that occurs via a
mechanism in two steps, the first one being the rate-limiting step.
In the case of S-ethyl O-methyl dithiocarbonate, the activation


Gibbs energy of the mechanism of the thion-to-thiol rearrange-
ment is only 2.5 kJmol�1 higher than the value corresponding to
the process of thermal elimination. This result could explain the
experimental fact that the thermal elimination of this compound
could not be studied because the compound did not well
behaved kinetically, giving a curved Arrhenius plot.
The breaking of the Ca—X bond is the most advanced process


in all the reactions studied. This dissociation in advance of
the Ca—X bond before than the Cb—H bond is in accordance
with a previous proposal in the literature based on the fact that
the Hammett r-values at the a-carbon were of larger magnitude
than those observed for the b-carbon. The more the Ca—X bond
is dissociated in the transition structure, the faster is the rate of
reaction.
The calculated dBav values for the first step of the mechanism


(B) of the studied reactions show a difference between the
transition states for both type of dithiocarbonates. In the case
of O-alkyl S-methyl dithiocarbonates, dBav values range from
0.478 to 0.485, increasing from O-ethyl to O-tert-butyl, indicating
that transition states have an ‘early’ character, nearer to the
reactants than to the products. In the case of S-alkyl O-methyl
dithiocarbonates, dBav values range from 0.543 to 0.556,


decreasing from S-ethyl to S-tert-butyl, indicating that transition
states have a ‘late’ character, nearer to the products than to the
reactants.
Calculated synchronicities range from 0.807 to 0.860 for the


reactions of compounds I, II, and III, and from 0.899 to 0.932 for
the reactions of compounds IV,V, andVI, indicating that there is a
big difference between the processes for both types of
dithiocarbonates. For O-alkyl S-methyl dithiocarbonates the
mechanism corresponds to highly asynchronous processes,
whereas for S-alkyl O-methyl dithiocarbonates the Sy values
indicate that the mechanism corresponds to slightly asynchro-
nous processes. In both cases, the synchronicity rapidly decreases
when the size of the alkyl group attached to S or O atoms
increases.


Supplementary Material


Tables S1 and S2 with the MP2/6-31G(d)-calculated electronic
energies, zero-point vibrational energies, thermal corrections to
enthalpies, and entropies, for the reactants, transition states and
products involved in all the reactions studied; and Table S3 with
the MP2/6-31G(d)-optimized Cartesian coordinates for all the
studied transition states.
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Excited-state substituent constants sexCC from
substituted benzenes
Chenzhong Caoa*, Guanfan Chen a,b and Zhiqing Yina


In this work, 13 compounds of 4,4(-disubstituted stilbenes and 5 compounds of 3-methyl-4(-substituted stilbenes
were prepared and their UV spectra were measured. A new substituent effect constant, namely excited-state
substituent constant, was proposed, which was calculated directly from the UV absorption energy data of substituted
benzenes. The investigation result shows that the proposed constant is different from the existing polar substituent
constants and radical substituent constants in nature. The availability of the new constant was confirmed by the good
correlations with the UV absorption energy of four kinds of compounds, 1,4-disubstituted benzenes,
4,4(-disubstituted stilbenes, substituted ethenes, and m-Y-substituted aromatic compounds. It is expected that
the excited-state substituent constant can be applied in QSPR study on organic compounds at the excited state.
Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: excited-state substituent constant; substituted benzene; substituent effect; substituted ethene; UV absorption
energy


INTRODUCTION


Substituent electronic effect is a very important concept in
organic chemistry for understanding molecular physico-chemical
properties, predicting chemical reactivity, and analyzing reaction
mechanism. Hammett[1] first proposed a set of substituent
constants in 1937, namely s-constants. Up to now these
substituent constants have been deeply investigated and widely
applied in organic chemistry, which can be seen in the review
written by Hansch et al.[2] Taft[3] and Topsom[4] discussed and
analyzed the nature of substituent electronic effects in detail. By
means of experimental measurement and theoretical studies,
they quantified four kinds of substituent electronic effects: (i) field
effect sF; (ii) electronegativity effect sx; (iii) polarizability effect sa;
(iv) resonance (p-electron transfer) effect sR. These electronic
effect constants can be used well to explain the chemical
activities of organic compounds in gas phase. Recently,
Cherkasov[5] proposed an additive model to calculate the
inductive effect. Cao[6] developed a polarizability effect index
(PEI) to scale the polarizability effect of substituent groups. The
mentioned parameters can be classified into the type of polar
substituent constants.
It was believed that there are spin-delocalization effects in the


ground state organic radicals. In order to quantify the abilities of
various groups to stabilize radicals, a number of probes have
been developed to evaluate radical-stabilizing effects on
benzylic-type radicals, and various free radical substituent
constants or spin-delocalization substituent constants (desig-
nated as s


.
) scales have been established,[7] such as the s •


F scale
developed by Fisher,[8] the s •


J scale developed by Jackson,[9] the
s •
JJ scale developed by Jiang and Ji,[10] the s •


a scale developed by
Arnold,[11] the s •


C scale developed by Creary,[12] and the Adam[13]


zero-field splitting parameter D of triplet biradicals. These
meaningful parameters, we think, should be classified into the
type of radical substituent constants.


It should be noted that the above two classes of substituent
constants, namely polar substituent constants and radical
substituent constants, were all determined at molecular
ground state. Of course, they express the effect of substituents
on the properties of molecule at ground state. In general, the
properties of molecule at excited state cannot be correlated
well with the polar substituent constants. Because the singlet
excited state has two half-occupied molecular orbitals and may
thus be diradicaloid in nature,[14] Jiang and Ji[15,16] employed
the spin-delocalization substituent constants s:


JJ to correlate
with the UV spectra of some model aromatic compounds, and
developed single-parameter (radical substituent constant)
equation and dual-parameter (polar and radical substituent
constants) equation.
According to our knowledge, up to now, none of the existing


substituent constants has been directly measured from the
molecule being in the excited state with two half-occupied
molecular orbitals. The UV spectra are direct measures of the
excitation energy absorbed by molecules and it is easy to be
measured. In this work, we attempt to develop an excited-state
substituent constant (designated as sex


CC), based on the UV
spectra absorption energies of substituted aromatic com-
pounds.
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EXCITED-STATE SUBSTITUENT
CONSTANT ss ex


CC


The UV absorption energy of a conjugated molecule reflects the
energy discrepancy between molecular ground state and excited
state. The lmax values of conjugated molecular K-bands are easily
identified and measured, which is dominated by the energy
difference between the bonding p molecular orbital and
anti-bonding p* molecular orbital. Since the molecular orbital
energies of ground state and excited-state (namely, in two
half-occupiedmolecular orbitals of p and p*) all are to be affected
by the substituent in molecule, we can directly employ the
K-band lmax values of their UV absorption spectra to scale the
excited-state substituent constants, from which the correspond-
ing wavenumbers (nmax) were calculated. Here, substituted
benzenes and p-Y-substituted styrenes (Y-STs) were used as
model molecules, and their UV absorption energy was expressed
by the unit eV (i.e., 1 cm�1¼ 1.23981� 10�4 eV).
The investigation of Jiang and Ji[15] showed that the


contribution of the polar substituent constant to the UV
absorption energy of p-Y-STs is very little and it can be ignored.
Further, authors observed that there is an excellent correlation
between the UV absorption energy of substituted benzenes and
that of p-Y-STs for the substituents, OMe, Me, H, Cl, CN, F, and
COOMe. Thus, we take benzene as a reference and use Eqn 1 to
calculate the excited-state substituent constants sex


CC:


sex
CC ¼ EUVðYÞ � EUVðHÞ (1)


where EUV(H) and EUV(Y) are the UV absorption energies (unit:
eV) of K-bands of benzene and Y-substituted benzene,
respectively.
Take OH group for a calculation example. It is known that the


lmax values of K-bands of HPh and HOPh are 203.5 and 210 nm,[17]


namely, 6.09 (eV) and 5.90 (eV). Thus the excited-state substituent


constant sex
CCof OH group is


sex
CC ¼ 5:90 � 6:09 ¼ �0:19 (2)


It should be pointed out that Jiang and Ji[15] prepared many
Y-STs and measured their UV lmax values. If the UV data of
Y-STs could be used to calculate sex


CC, the number of substituent
with sex


CCvalue will be rapidly extended. When styrene is to be
used as a reference, another excited-state substituent constant
sex
CCðY�STÞ of Y group in Y-ST molecules will be obtained by


sex
CCðY�STÞ ¼ EUVðY - STÞ � EUVðH - STÞ (3)


where EUV(H-ST) and EUV(Y-ST) are the UV absorption energies(unit:
eV) of K-bands of styrene and p-Y-ST, respectively. Here the
groups, OMe, Me, H, Cl, CN, F, and COOMe, were taken as samples
to establish the correlation between sex


CCand sex
CCðY�STÞ, and the


correlation expression was obtained, as shown in


sex
CC ¼ 2:26 sex


CCðY - STÞ (4)


r ¼ 0:9913; s ¼ 0:0397; n ¼ 7; F ¼ 340:63


Table 1. Excited-state substituent constant sex
CC values of some substituents (Y)


No. Ya sex
CC No. Ya sex


CC


1 NH2 �0.88 19 F 0.06
2 OH �0.19 20 Cl �0.22
3 SH �0.82 21 Br �0.33
4 CHO �1.09 22 I �0.56
5 NEt2 �1.31 23 CN �0.70
6 H 0.00 24 MeCO �1.13
7 NO2 �1.17 25 SiMe3 �0.13
8 CH——CH2 �1.13 26 t-Bu �0.17
9 NHEt �1.06 27 MeSO2 �0.43


10 CCH �1.05 28 MeSO �0.60
11 SO2NH2 �0.39 29 Me �0.17
12 COOH �0.70 30 COOMe �0.69
13 CF——CF2 �0.92 31 OCOMe �0.08
14 C(Me)——CH2 �0.98 32 SMe �1.40
15 CH(OH)CH2COOPr �0.17 33 CF3 �0.12
16 CH(OH)CH2CCH �0.15 34 c-propanyl �0.34
17 NMe2 �1.81 35 CONH2 �0.61
18 OMe �0.50 36 Ph �0.86


a For Y 1–16, their sex
CC values are calculated from substituted benzenes, and the UV data were taken from Reference [17]; the sex


CC


values for Y 17–36 are based on the data of p-Y-substituted styrenes by using Eqn 4, and the UV data were taken from Reference [15].


Figure 1. Plot of sex
CC versus Hammett constants sp
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Table 2. UV data, lmax (nm) and wavenumber (nmax, cm
�1) values for 1-Y, 2-Y, 3-Y, and 4-Y


Y


1-Y 2-Y 3-Y 4-Y


lmax nmax lmax nmax lmax nmax lmax nmax


NMe2 285.4 35 038 307.1 32 563
OMe 254.4 39 308 262.2 38 139 225.4 44 366 225.1 44 425
Me 249.6 40 064 244.4 40 916 212.5 47 059 212.8 46 992
H 245.0 40 816 242.0 41 322 209.3 47 778 208.8 47 893
Cl 252.2 39 620 249.7 40 048 220.6 45 331 220.7 45 310
CN 262.6 38 081
NO2 272.8 36 657
Br 254.6 39 277 251.4 39 777
SMe 279.6 35 765 303.6 32 938
F 243.8 41 017 239.3 41 788 206.9 48 333 207.5 48 193
COOMe 258.2 38 730
MeCO 269.2 37 147
CF3 248.8 40 193
SiMe3 253.4 39 463
t-Bu 250.2 39 968 251.8 39 713
MeSO 262.0 38 168


Table 3. Correlation equations for 1-Y, 2-Y, 3-Y, and 4-Y


Compound


nmax¼ aþ b sex
CC


r s (�103) F n Equationa (�103) b (�103)


1-Y 40.50 3.164 0.9844 0.3226 437.0 16 7
2-Y 41.22 5.251 0.9860 0.6177 245.6 9 8
3-Y 47.79 7.331 0.9492 0.6080 27.30 5 9
4-Y 47.75 7.171 0.9478 0.6039 26.48 5 10


Figure 2. Plots of sex
CC versus UV absorption energies (wavenumber: nmax, cm


�1) of (a) 1-Y, (b) 2-Y, (c) 3-Y, and (d) 4-Y
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Equation 4 shows that there is an excellent correlation
between sex


CC and sex
CCðY�STÞ. It is to say, when the UV data of


substituted benzene are unavailable, we can use the UV data of
p-Y-STs to calculate the sex


CC values of group Y by means of Eqn 4.


Using the above calculation method (Eqn 2 together with Eqn 4),
some sex


CC values were obtained and they are listed in Table 1.
To investigate the correlation between sex


CC and Hammett
constants sp, the plot of sex


CC against Hammett constants sp was


Table 5. Correlation equations with dual-parameter for 3-Y and 4-Y


Compound


nmax¼ aþ bspþ csex
CC


r s (�103) F n Equationa (�103) b (�103) c (�103)


3-Y 47.95 �3.123 8.858 0.9979 0.1536 236.5 5 11
4-Y 47.91 �3.166 8.720 0.9999 0.0344 4537 5 12


Table 6. UV data, lmax (nm) and nmax (cm
�1) values of 5-Y, 6-Y, and 7-Y


Y


5-Ya 6-Yb 7-Yb


lmax nmax lmax nmax lmax nmax


NMe2 376.7 26 546 351.83 28 423 351.01 28 489
OMe 332.0 30 120 317.42 31 504 320.67 31 185
Me 323.1 30 950 311.26 32 127 315.17 31 729
H 316.0 31 646 307.14 32 558 311.26 32 127
F 306.93 32 581 311.08 32 146
Cl 320.3 31 221 311.62 32 090 315.36 31 710
CN 319.02 31 346 325.13 30 757
Br 321.3 31 124


a Taken from Reference [16].
bMeasured by this work.


Table 4. Correlation results obtained by Jiang[16] and this work


Parametera


1-Y 2-Y 3-Y 4-Y


r F n r F n r F n r F n


smb 0.008 0.001 16 0.554 3.11 9 0.4461 0.746 5 0.445 0.739 5
sþ 0.370 1.90 14 0.804 12.8 9 0.5601 1.37 5 0.552 1.32 5
sp 0.053 0.039 16 0.588 3.71 9 0.2605 0.218 5 0.244 0.190 5
s.JJ 0.923 81.0 16 0.946 59.2 9 0.9290 18.91 5 0.9401 22.82 5
10sa


. 0.922 62.3 13 0.961 60.7 7 0.8162 5.99 5 0.8121 5.81 5
sc
. 0.924 76.2 15 0.920 38.4 9 0.9347 20.75 5 0.9289 18.87 5


smbþ sJJ
. 0.940 49.5 16 0.946 25.4 9 0.9408 7.70 5 0.9508 9.43 5


smbþ 10sa
. 0.922 28.3 13 0.965 27.0 7 0.8267 2.16 5 0.8226 2.09 5


smbþ sc
. 0.924 35.2 15 0.927 18.3 9 0.9381 7.33 5 0.9321 6.62 5


sþþ sJJ
. 0.942 43.7 14 0.946 25.4 9 0.9402 7.63 5 0.9491 9.08 5


sþþ 10sa
. 0.938 29.4 11 0.966 27.7 7 0.8234 2.106 5 0.8185 2.03 5


sþþ sc
. 0.941 42.4 14 0.923 17.3 9 0.9430 8.03 5 0.9379 7.31 5


spþ sJJ
. 0.946 55.2 16 0.951 28.6 9 0.9307 6.47 5 0.9408 7.70 5


spþ 10sa
. 0.925 29.8 13 0.961 24.3 7 0.8307 2.23 5 0.8299 2.21 5


spþ sc
. 0.926 36.0 15 0.944 24.8 9 0.9678 14.80 5 0.9664 14.13 5


sex
CC


b
0.9844 437.0 16 0.9860 245.6 9 0.9492 27.30 5 0.9478 26.48 5


a Taken from Reference [16], unless the noted parameter.
b This work.
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made (as shown in Fig. 1). Figure 1 shows a bad correlation
between sex


CC and sp values, which indicates that sex
CC is different


from sp in nature.


APPLICATION OF ss ex
CC


Correlation of the UV absorption energy for some
1,4-disubstituted benzenes


Jiang and Ji[16] investigated the correlation of the UV spectra of
some 1,4-disubstituted benzenes with the polar substituent
constants (sx) and radical substituent constants (s


.
), and they


obtained the meaningful result ‘that all the polar constants (sx)
do not correlate the data’. Furthermore they proposed the
single-parameter Eqn 5 and the dual-parameter Eqn 6 to
correlate the UV data:


nmax ¼ r•s • þ c (5)


nmax ¼ rxsx þ r•s • þ c (6)


Jiang and Ji’s work[16] was an important progress in the
correlation analysis of UV data of aromatic compounds. To test
the availability of sex


CC constants, the same model molecules,
namely p-Y-substituted-phenylacetylenes (1-Y), p-Y-substituted-
acetophenones (2-Y), ethyl 3-hydroxy-3-(p-Y-substituted-phenyl)
-propanates (3-Y), and 1-(p-Y-substituted-phenyl)-3-butyn- 1-ols
(4-Y), investigated by Jiang and Ji[16] were employed to carry out
the correlation between their UV data (as shown in Table 2) and
sex
CC constants.
Using the single parameter sex


CC to correlate the wavenumbers
of 1-Y, 2-Y, 3-Y, and 4-Y, we obtained the correlation Eqns 7–10, as
shown in Table 3. The plots of sex


CC against UV absorption energy
of 1-Y, 2-Y, 3-Y, and 4-Y are shown in Fig. 2.
Jiang and Ji[16] finished the correlation analysis of UV


wavenumbers of compounds 1-Y, 2-Y, 3-Y, and 4-Y with Eqns
5 and 6. As comparison with the results obtained from the
constants sx and s


.
, the results reported by Jiang[16] and obtained


by this work are all listed in Table 4.


Table 7. Correlation equations for 5-Y, 6-Y, and 7-Y


Compound


nmax¼ aþ b sex
CC


r s (�103) F n Equationa (�103) b (�103)


5-Y 31.65 2.807 0.9915 (0.9943)a 0.2710 (0.225)a 233.0 (347.9)a 6 13
6-Y 32.58 2.230 0.9941 (0.9680) 0.1718 (0.3971) 419.0 (74.39) 7 14
7-Y 32.11 1.986 0.9993 (0.9844) 0.0540 (0.2465) 3366 (156.8) 7 15


a The values in parentheses are the results correlated with the s:
C constant. For the 5-Y system, the result was taken from Reference [16].


Figure 3. Plots of sex
CC versus UV absorption energies (wavenumber: nmax, cm


�1) of (a) 5-Y, (b) 6-Y, (c) 7-Y, and (d) 8-Y


Table 8. UV data, lmax (nm) and nmax (cm
�1) values of 8-Y[18]


Y lmax nmax


H 165 60 606
Me 173 57 803
t-Bu 174 57 471
CH——CH2 217 46 083
CH——O 207 48 309
COCH3 219 45 662
COOH 193.9 51 573
SMe 225 44 444
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Table 4 shows that the equation with sex
CC constant has the best


correlation among those single-parameter correlations. For
the 1-Ys and 2-Ys systems, the correlations of equations with
the single-parameter (sex


CC) are even better than those of the
corresponding dual-parameter (sx and s


.
) equations. As regards


the systems 3-Ys and 4-Ys, the correlations of equations with
the single-parameter (sex


CC) also approximate to those of the
corresponding dual-parameter (sx and s


.
) equations. These


results indicate that the excited-state substituent constant sex
CC


has better capability than the radical substituent constants s
.
to


correlate the UV absorption energy of 1,4-disubstituted
benzenes. It should be noted that the correlations of Eqns 9
and 10 are less than those of Eqns 7 and 8. Perhaps, we think, it
is resulted from the difference of the conjugated system, that
is, in the systems 1-Ys and 2-Ys, both of two substituents in the
molecule are conjugated with the benzene ring, whereas only
one of them is conjugated with the benzene ring in the
systems 3-Ys and 4-Ys. According to Jiang’s[16] suggestion, the
dual-parameter equation should be employed to correlate the
UV absorption spectra for the systems 3-Ys and 4-Ys. Here, two
parameters sp and sex


CC were employed to correlate their UV
data, and Eqns 11 and 12 were obtained (as shown in Table 5).
The correlations of Eqns 11 and 12 are much better than those


of dual-parameter equations in Table 4 for 3-Ys and 4-Ys systems.


Correlation of the UV absorption energy for some
4,4(-disubstituted stilbenes


Further, some 4,40-disubstituted stilbenes were used as model
molecules to test the application of sex


CC, which are p-Y-
substituted-p0-methylsulphonylstilbenes (5-Y), p-Y- substituted-
stilbenes (6-Y), and p-Y-substituted-p0-methylstilbenes (7-Y).
Here, the K-band lmax (nmax) values of UV absorption spectra
of 5-Ys were taken directly from Jiang’s work.[16] The compounds
6-Ys and 7-Ys were prepared by author’s research group and
their K-band lmax values of UV absorption spectra were
measured, from which the corresponding wavenumber (nmax)
was calculated. The lmax and nmax values of 5-Ys, 6-Ys, and
7-Ys are all listed in Table 6.
Using the measured UV wavenumber (nmax) values of


5-Ys, 6-Ys, and 7-Ys in Table 6, we carried out the correlations
between their nmax values and sex


CC constants, and obtained Eqns
13–15, as shown in Table 7.
Jiang’s[16] report shows that s:


C has the best correlation with
nmax of 5-Ys among those radical substituent constants. Thus, s •


C


was employed to correlate with the nmax values of 6-Ys and
7-Ys in this work, and the obtained results are presented in
Table 7 (see the values in parentheses). It can be seen from Table 7


Table 9. Correlation equations for 8-Y


sex
CC or s:


C


nmax¼ aþ b sex
CC (or s •


C)


r s (�103) F n Equationa (�103) b (�103)


sex
CC 59.91 11.61 0.9923 0.8480 385.7 8 16


s:
C 60.37 �23.29 0.9006 2.979 25.74 8 17


Table 10. UV data, lmax (nm) and nmax (cm
�1) values of 9-Y


Y lmax nmax


Me 312.73 31 976
OMe 319.28 31 320
Cl 313.83 31 864
CF3 311.64 32 088
CN 322.90 30 969


Table 11. Correlation equations for 9-Y


sex
CC or s •


C


nmax¼ aþ b sex
CC (or s •


C)


r s (�103) F n Equationa (�103) b (�103)


sex
CC 32.30 1.918 0.9991 0.02335 1678 5 18


s •
C 32.23 �2.787 0.9625 0.1500 37.74 5 19


Figure 4. Plot of sex
CC versus UV absorption energy (wavenumber:


nmax, cm
�1) of 9-Y
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that the correlation of s:
C is somewhat better than that of sex


CC for
5-Ys, and is less than sex


CC for 6-Ys and 7-Ys. The plots of sex
CC


against UV absorption energies of 5-Y, 6-Y, and 7-Y are shown in
Fig. 3 (see a, b, and c, respectively).


Correlation of the UV absorption energy for some
substituted ethenes


The above UV analysis shows that the sex
CC constants can be used


to correlate well with the UV absorption energy of p-Y-substituted
aromatic compounds. What we want to know is whether it can be
used to correlate with the UV absorption energy[18] of substituted
ethenes CH2


——CH—Y (8-Y). Here, we used some substituted
ethenes as model molecules, and carried out correlations
between sex


CC or s:
C and their UV wavenumbers (nmax, as shown


in Table 8). The obtained equations are listed in Table 9. The plot
of sex


CC against the UV data of 9-Y is shown in Fig. 3(d).
The results in Table 9 show that the correlation of sex


CC is better
than that of s:


C constant.


Correlation of the UV absorption energy for some
m-Y-substituted aromatic compounds


It has been found that p-Y-substituted stilbenes have a good
correlation with sex


CC. How about meta-substituted stilbenes? To
test the application of sex


CC in meta-substituted stilbenes, some
model molecules (3-methyl-40-substituted stilbenes, 9-Y) were
prepared and their K-band lmax values of UV absorption spectra
were measured in this work. The measured UV data are listed in
Table 10. Here, sex


CC and s:
C constants were also employed to


correlate with the UV data of Table 10, respectively. The obtained
regression equations are presented in Table 11. It can be seen
from Table 11 that the correlation of sex


CC is better than that of s:
C


constant. Figure 4 is the plot of sex
CC against the UV data of


3-methyl-40-substituted stilbenes (9-Y).
Another example is m-Y-substituted phenylmercuric chlorides


m-YC6H4HgCl (10-Y). Chen et al.[19] prepared a set of 10-Ys and
measured their UV spectra. This work employed sex


CC and s •
C


constants to correlate with the UV data of 10-Y (as shown in
Table 12). The obtained results are listed in Table 13, which shows
a better correlation for sex


CC than s:
C. The plot of sex


CC versus UV
absorption energy of 10-Y was obtained as shown in Fig. 5.


CONCLUSION


The above correlation analysis shows that the excited-state
substituent constant sex


CC is different from the polar substituent
constants sx and radical substituent constants s


.
. The sex


CC should
be measured as the difference of ground state and excited state,
and sx and s


.
are measured in the molecular ground state. The


correlation result is better for the sex
CC to be used to correlate with


the UV absorption energy than the sx or s
.
to be used for the four


kinds of systems, 1,40-disubstituted benzenes, 4,40-disubstituted
stilbenes, substituted ethenes, and m-Y-substituted aromatic
compounds. It is expected that the excited-state substituent
constant sex


CC can be applied in QSPR study on organic
compounds at the excited state. In addition, the sex


CC constant
is easy to be measured. Therefore we recommend using the sex


CC


constant to scale the substituent effect in the molecular excited
state.
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Kinetics and mechanism of the pyridinolysis
of diaryl carbonates
Enrique A. Castroa*, Magdalena Acuñaa, Claudia Sotoa, Carolina Trujilloa,
Bárbara Vásqueza and José G. Santosa*


The reactions of 4-methylphenyl and 4-chlorophenyl 4-nitrophenyl carbonates (1 and 2, respectively), phenyl,
4-methylphenyl, 4-chlorophenyl, and 4-nitrophenyl 2,4-dinitrophenyl carbonates (3, 4, 5, and 6, respectively), and
bis(2,4-dinitrophenyl) carbonate (7) with a series of pyridines are studied kinetically at 25.0 8C in 44wt% ethanol–
water and an ionic strength of 0.2M (KCl). The reactions are followed spectrophotometrically and under excess amine
pseudo-first-order rate coefficients (kobs) are found. For all these reactions, plots of kobs versus free amine
concentration at constant pH are linear, the slope (kN) being independent of pH. The Brønsted-type plots (log kN
vs. pKa of the conjugate acids of the pyridines) are all biphasic (linear portions at high and low pKa and a curvature in
between). These plots are in accordance with a stepwise mechanism, through a zwitterionic tetrahedral intermediate
(T�), and a change in the rate-determining step from formation of T� to its breakdown to products, as the pyridine
basicity decreases. Also studied are the effects of the leaving, non-leaving, and electrophilic groups of the substrate,
and of the amine nature, on the pK0


a value (value at the center of curvature of the Brønsted-type plots). Copyright �
2008 John Wiley & Sons, Ltd.


Supplementary electronic material for this paper is available in Wiley InterScience at http://www.mrw.interscience.wiley.com/
suppmat/0894-3230/suppmat/


Keywords: kinetics; mechanism; pyridinolysis; diaryl carbonates; Brønsted plots


INTRODUCTION


The kinetics and mechanisms of the aminolysis of alkyl aryl
carbonates are well documented.[1–9] The pyridinolysis reactions
of 4-nitrophenyl methyl and phenyl methyl carbonates in
aqueous solution show linear Brønsted-type plots with slopes
ca. 1, which were explained by stepwise mechanisms, through a
zwitterionic tetrahedral intermediate (T�), where its breakdown
to products is the rate-determining step.[1,2] The same aminolysis
of 2,4-dinitrophenyl methyl and 2,4,6-trinitrophenyl methyl
carbonates in aqueous solution exhibit biphasic (two linear
portions and a curvature in between) Brønsted-type plots, with
slopes b1¼ 0.2 (high pKa) and b2¼ 0.8–0.9 (low pKa).


[3,4] These
plots were attributed to stepwise mechanisms and a change in
the rate-limiting step, from T� breakdown to its formation as the
pyridine becomes more basic.[3,4]


The reactions of benzylamines with ethyl X-phenyl carbonates
(X¼MeO, Cl, CN, NO2) in acetonitrile show linear Brønsted-type
plots, with slopes b¼ 1.7–2.3.[6] From these slope values and
other considerations it was deduced that these reactions obey a
stepwise mechanism, with T� breakdown to products as rate
determining.[6] It is noteworthy that these slopes are larger than
those found in aqueous solution (b¼ 0.8–1.1) when breakdown
of T� is the rate-determining step, which could be attributed to
the fact that the pKa values plotted were those in water and not
those in acetonitrile.
In contrast, the reactions of secondary alicyclic (SA) amines


with 2,4-dinitrophenyl methyl and 2,4,6-trinitrophenyl methyl
carbonates in aqueous solution are concerted (single step with
no T� intermediate), as shown by the linear Brønsted-type plots
obtained, with slopes 0.48 and 0.36, respectively.[8,9]


The aminolysis reactions of diaryl carbonates have also been
subjected to kinetic studies,[10–19] although not as extensively as
those of alkyl aryl carbonates. The reactions of quinuclidines
with 3- and 4-nitrophenyl phenyl carbonates and 3,4- and
2,4-dinitrophenyl phenyl carbonates were found to be stepwise,
as judged by the biphasic Brønsted-type plots obtained.[10,11] The
reactions of SA amines,[12,13] anilines,[14] and quinuclidines[13]


with 4-methylphenyl and 4-chlorophenyl 4-nitrophenyl carbon-
ates (1 and 2, respectively) were also found to be stepwise on the
basis of Brønsted-type plots, either biphasic or linear with large
slopes.
In contrast, the reactions of SA amines[9] and quinuclidines[15]


with phenyl 2,4-dinitrophenyl carbonate (3), as well as those of
SA amines,[12,16] quinuclidines,[15] and anilines,[16] with 4-
methylphenyl and 4-chlorophenyl 2,4-dinitrophenyl carbonates
(4 and 5, respectively) were claimed to be concerted. Similarly, the
reactions of SA amines with 4-nitrophenyl 2,4-dinitrophenyl
(6) and bis(2,4-dinitrophenyl) (7) carbonateswere also found to be
concerted.[17] For all these concerted reactions, linear Brønsted-
type plots with slopes b¼ 0.4–0.7 were obtained.
On the other hand, the reactions of primary alkyl amines with


4-nitrophenyl phenyl carbonate show a biphasic Brønsted-type
plot with slopes b1¼ 0.27 (high pKa) and b2¼ 0.99 (low pKa),
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which was attributed to a stepwise mechanism and a change in
the rate-limiting step.[18,19]


As seen above, there are still some uncertainties regarding the
reason why some reactions are stepwise and others concerted.
Furthermore, the effects of the leaving, non-leaving, and
electrophilic (CO vs. CS) groups of the substrate and the amine
nature on the type of mechanism are not clearly understood. In
order to further extend our investigations on the kinetics and
mechanisms of the aminolysis of diaryl carbonates in this work
we report our kinetic results for the reactions of seven diaryl
carbonates (1–7) with a series of seven pyridines (as shown in
structures below). Our main goal is to assess the effect of the
leaving, non-leaving, and electrophilic groups of the substrate,
and of the amine nature, on the kinetics andmechanism. This will
be achieved by comparison of the title reactions between them
and with the aminolysis of similar carbonates. It is of particular
interest to evaluate the influence of the above groups on the pKa
value for the center of the Brønsted curvature (pK0


a ). The pK0
a


value is important because it is a measure of the leaving abilities
from the tetrahedral intermediate of both the amine and the
leaving group of the substrate (as shown below).


RESULTS AND DISCUSSION


The reactions were studied in 44wt% ethanol–water, at 25.0 8C
and an ionic strength of 0.2 (KCl). Under excess of amine over
the substrate, pseudo-first-order rate coefficients (kobs) were
obtained for all reactions. The experimental conditions of the
reactions and the values of kobs are shown in Tables 1–7 in
Supplementary Materials.
The kinetic law obtained under the reaction conditions is


described by Eqn (1), where P is 4-nitrophenoxide or
2,4-dinitrophenoxide anion and S is the substrate:


d½P�
dt


¼ kobs½S� (1)


Plots of kobs against concentration of free pyridine at constant
pH were linear, in accordance with Eqn (2), where k0 and kN are
the rate coefficients for solvolysis and pyridinolysis of the
substrates, respectively. The values of k0 and kN were obtained as
the intercept and slope, respectively, of plots of Eqn (2), and were
pH-independent:


kobs ¼ k0 þ kN ½free pyridine� (2)


Table 1 shows the values of pKa of the pyridinium ions and
those of kN for the reactions under study. With these values the
Brønsted-type plots of Figs 1–3 were obtained.
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The biphasic Brønsted plots found for the pyridinolysis
of carbonates 1–7 can be explained by the existence of a
zwitterionic tetrahedral intermediate (T�) on the reaction
pathway and a change in the rate-determining step, from
breakdown to products of T� (step k2 in Scheme 1) to formation
of T� (step k1 in Scheme 1), as the amine becomes more
basic.[3,10,11]


The lines in the Brønsted plots of Figs 1–3 were calculated by
means of a semiempirical equation, Eqn (3), based on the
existence of the intermediate T� on the reaction pathway.[3,10,11]


This equation contains four parameters: b1 and b2, which are the


Brønsted slopes at high and low pKa, respectively, and k0N and pK0
a ,


which are the corresponding values at the center of the
curvature. The Brønsted curves were calculated by means of Eqn
(3), using the parameters (obtained by nonlinear least-squares
fitting) summarized in Table 2:


log ðkN=k0NÞ ¼ b2ðpKa � pK0
a Þ � logð1þ a=2Þ


log a ¼ ðb2 � b1Þ ðpKa � pK0
a Þ


(3)


The relatively large errors of b1 and pK0
a for the pyridinolysis of


carbonates 1 and 2 can be attributed to the fact that for these
reactions there is only one amine (4-oxypyridine) that clearly
belongs to the region where the formation of the intermediate T�


(k1 step in Scheme 1) is rate limiting. Namely, for these reactions
there is only one amine whose pKa is much greater than pK0


a .
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Figure 1. Brønsted-type plots obtained for the reactions of pyridines


with 4-methylphenyl 4-nitrophenyl carbonate (1, *) and 4-chlorophenyl
4-nitrophenyl carbonate (2, *), in 44wt% ethanol–water, at 25.0 8C and


an ionic strength of 0.2M
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Figure 2. Brønsted-type plots obtained for the reactions of pyridines


with phenyl 2,4-dinitrophenyl carbonate (3, *), 4-methylphenyl


2,4-dinitrophenyl carbonate (4,*), and 4-chlorophenyl 2,4-dinitrophenyl
carbonate (5, &), in 44wt% ethanol–water, at 25.0 8C and an ionic
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with 4-nitrophenyl 2,4-dinitrophenyl carbonate (6, *) and bis(2,4-


dinitrophenyl) carbonate (7, *), in 44wt% ethanol–water, at 25.0 8C
and an ionic strength of 0.2M
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Taking into account the shape of the Brønsted plots obtained
and the values of slopes, the most likely mechanism for the
reactions under scrutiny is the stepwise process shown in
Scheme 1. In this Scheme X, Y, and Z were defined above and Py
represents a pyridine.
Similar shapes and slopes to those of the Brønsted plots in


Figs 1–3 were found in the pyridinolysis of 2,4-dinitrophenyl
acetate,[2] 2,4-dinitrophenyl, and 2,4,6-trinitrophenyl methyl carb-
onates,[3,4] and in the SA aminolysis of 4-nitrophenyl methyl
carbonate,[9] and carbonates 1 and 2.[12,13] The Brønsted plots
obtained in the present work are also in accordance with those
found in the quinuclidinolysis of diaryl carbonates[10,11] and in
the reactions of primary amines with 4-nitrophenyl phenyl
carbonate.[18,19] All these reactions were found to be governed by
stepwise mechanisms, through a zwitterionic tetrahedral inter-
mediate.


Effect of the leaving group


The aim of this section is to assess how the leaving group
(nucleofuge) of the substrate affects the rate constants involved
in the mechanism (Scheme 1) and how this affects the pK0


a value.
For the reactions of 4-oxypiridine with all the carbonates studied
in this work the rate-determining step is the formation of the
zwitterionic tetrahedral intermediate (T�) and, therefore, kN¼ k1
in Scheme 1. From a comparison of the k1 values between
carbonates 1 and 4 and between 2 and 5 (Table 1), where there is
a change in the leaving group from 4-nitrophenoxy to
2,4-dinitrophenoxy for the same non-leaving group, it can be
observed that the k1 values for the dinitro derivatives (4 and 5)
are approximately two-fold larger than those for the correspond-
ingmononitro derivatives (1 and 2). This result is obviously due to
the presence of a second nitro group in the substrate, which
increases the electron-withdrawing ability from the leaving
group, leading to a more positive carbonyl carbon atom and
favoring, therefore, the 4-oxypyridine attack.
On the other hand, when the second step is rate determining,


kN¼ k1k2/k�1. Taking as an example the reactions of the
unsubstituted pyridine, Table 1 shows that the kN values for
the reactions of this amine with the dinitro derivatives (4 and 5)
are approximately 600–700-fold greater than those for the
corresponding mononitro derivatives (1 and 2). Taking into
account that the k1 values are only twice as large for the former
carbonates, it can be deduced that the ratio k2/k�1 is
approximately 300-fold greater for the dinitro derivatives. This
should be mainly due to a larger k2 for the latter carbonates since
these leaving groups should hardly affect k�1 (they are both


weakly basic).[10,11] The change of 4-nitrophenoxy by
2,4-dinitrophenoxy in the tetrahedral intermediate increases k2
due to the much lower basicity of 2,4-dinitrphenoxide compared
with 4-nitrophenoxide (the pKa for the corresponding phenols in
water at 258C are 4.1 and 7.1, respectively),[20] which makes the
former a much better nucleofuge.
Also in accordance with the above discussion, and another


proof that the pyridinolysis of carbonates 1–7 are stepwise, is the
fact that the pK0


a values found (Table 2) for the dinitro derivatives
(about 8.3) are lower than those of the corresponding mononitro
carbonates (about 9.5). This is because, according to the
tetrahedral intermediate hypothesis, an equation can be derived,
Eqn (4),[9] which shows that a larger k2/k�1 ratio means a lower
pK0


a value:


log k�1=k2 ¼ ðb2 � b1Þ ðpK0
a � pKaÞ (4)


According to the k1 and kN values for the reactions of
4-oxypyridine and pyridine, respectively, with carbonates 1, 2, 4,
and 5 and the pKa values of 4-nitrophenol and 2,4-dinitrophenol
(as shown above), the Brønsted slopes for the leaving group (blg)
can be estimated. The resulting values are blg¼�0.1 for k1 (T


�


formation as rate limiting) and �0.94 for kN (T� breakdown as
rate determining). These values are also in agreement with those
usually found for the stepwise aminolysis of carbonates and
esters.[10,11,21–26]


Effect of the amine nature


Our aim here is to evaluate the effect of the nature of the amine
(i.e., pyridines vs. SA amines) on the pK0


a value and, therefore, on
the k�1/k2 ratio. The reactions of SA amines with carbonates 1
and 2 exhibit biphasic Brønsted plots, with the curvature center
at pKa¼ pK0


a ¼ 10.5.[12,13] As seen in Table 2 the pK0
a for the


pyridinolysis of 1 and 2 are ca. 9.5. The larger pK0
a value for


the reactions of SA amines can be attributed to the faster
nucleofugality from the intermediate T� (larger k�1 in Scheme 1)
of an SA amine compared with an isobasic pyridine.[27,28] Since
the k2 value should not be affected by the amine basicity or
nature,[10,11] the larger k�1 values for the SA amines (compared
with isobasic pyridines) mean a larger pK0


a , according to Eqn (4).
The larger k�1 for SA amines indicates that the intermediate T�


formed with these amines is destabilized relative to that arising
from isobasic pyridines.
The destabilization of T�with SA amines can also be confirmed


by comparison of the mechanisms found for the SA aminolysis
and pyridinolysis of carbonates 3–7. The mechanism for the
former aminolysis is concerted,[9,12,16,17] whereas that for the


Table 2. Parameters in Eqn (3) obtained for the pyridinolysis of diaryl carbonates 1–7


Substrate log k0N pK0
a b1 b2 R2


1 2.43� 1.17 9.6� 1.4 0.42� 0.30 1.1� 0.1 0.9976
2 2.7� 1.1 9.5� 1.2 0.45� 0.25 1.15� 0.09 0.9980
3 2.8� 0.2 8.0� 0.3 0.24� 0.04 0.83� 0.03 0.9996
4 2.7� 0.1 8.3� 0.2 0.23� 0.03 0.80� 0.02 0.9998
5 3.2� 0.1 8.3� 0.6 0.23� 0.08 0.82� 0.05 0.9998
6 3.6� 0.4 7.6� 0.8 0.27� 0.11 0.93� 0.07 0.996
7 4.1� 0.4 7.2� 0.6 0.22� 0.09 0.97� 0.07 0.997
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latter aminolysis is stepwise (this work). This shows that the
tetrahedral intermediate formed with pyridines is destabilized by
the change of this amine by an isobasic SA amine.


Influence of the non-leaving group


There is some controversy regarding the influence of the
non-leaving group of the substrate on the kinetics and
mechanism of the aminolysis of esters and carbonates. In some
cases there is a pK0


a shift by the change of non-leaving group,
whereas in other instances there is no shift. The shift of pK0


a with
the change in non-leaving group is important because this is
related to the shift in the k�1/k2 ratio, as shown by Eqn (4). Table 2
shows that the pK0


a values for a given leaving group do not vary
significantly with the variation of the non-leaving group. Thus,
the pK0


a values are 9.6 and 9.5 for the two mononitro derivatives
(carbonates 1 and 2) and ca. 7–8 for the substrates with dinitro
leaving groups (carbonates 3–7). These results are in line with
those found in the SA aminolysis of carbonates 1 and 2, for which
the pK0


a values are 10.5 and 10.6, respectively.[12,13] In other
reactions there is a small influence of the non-leaving group on
the pK0


a value. This is the case of the pyridinolysis of methyl
2,4-dinitrophenyl carbonate[3] and carbonate 3 (this work), where
the change of methoxy by phenoxy as non-leaving group
changes the pK0


a value from 7.8 to 8.0. Similarly, for the
pyridinolysis of ethyl and phenyl 2,4-dinitrophenyl thionocarbo-
nates the pK0


a value changes from 6.8 to 7.0 by the change of
ethoxy to phenoxy.[29,30] A more significant influence of
the non-leaving group on the pK0


a value can be observed by
comparing the pyridinolysis of S-methyl and O-methyl
2,4-dinitrophenyl carbonates: the pK0


a value changes from 7.3
to 7.8.[3,31] Similarly, in the reactions of SA amines with ethyl and
phenyl 2,4-dinitrophenyl thionocarbonates, the pK0


a value
increases from 7.0 to 7.7 by the change of ethoxy to phenoxy
as the non-leaving group.[30]


In order to evaluate the influence of the non-leaving group of
the substrate on the kinetics of the title reactions, a multi-
parametric study was undertaken. With the experimental kN
values obtained for the reactions of carbonates 3–7 with
pyridines with pKa greater than pK0


a , where kN¼ k1, Eqn (5) was
obtained (n¼ 15, R2¼ 0.964). In this equation pKN and pKnlg are
the pKa of the conjugate acids of the nucleophiles and
non-leaving groups, respectively:


log k1 ¼ 2:8þ 0:29 pKN � 0:20 pKnlg (5)


On the other hand, using the experimental kN values for the
reactions of carbonates 3–7 with pyridines with pKa lower than
pK0


a , where the k2 step in Scheme 1 is rate determining and
kN¼ k1k2/k�1, Eqn (6) was obtained (n¼ 14, R2¼ 0.996):


log kN ¼ �1:3þ 0:89 pKN � 0:23 pKnlg (6)


The coefficients of pKN (bN) in both equations are in
accordance with those found in the aminolysis of carbonates,
esters, and their thio derivatives when formation and breakdown
of the intermediate T�, respectively, are the rate-limiting
steps.[27,28] On the other hand, the coefficients of pKnlg (bnlg)
for k1 and kN, Eqns (5) and (6), are closely similar, indicating that
the charge development (from reactant to transition state) on the
oxygen of the non-leaving group is similar for rate determining
formation and breakdown of T�.


Subtracting Eqn (6) from Eqn (5), Eqn (7) is obtained. This
equation shows the dependence of pKnlg on the k�1/k2 ratio for
the pyridinolysis of carbonates 3–7:


logðk�1=k2Þ ¼ 4:1� 0:6 pKN þ 0:03 pKnlg (7)


Equation (7) shows that there is only a marginal effect of the
non-leaving group basicity on the k2/k�1 ratio. As this ratio is
mainly responsible for the pK0


a value (as shown in Eqn (4)), we
conclude that, in the case of the title reactions, the non-leaving
group effect on the pK0


a value is negligible.
In contrast to the above results, a significant influence of the


non-leaving group on the pK0
a value has been found in the


pyridinolysis and SA aminolysis of S-4-nitrophenyl 4-substituted
thiobenzoates[32–34] and in the pyridinolysis of S-2,4-nitrophenyl
4-substituted thiobenzoates.[35] For the SA aminolysis, there is a
pK0


a shift from 9.7 to>10.8 for a change in the non-leaving group
from 4-methylphenyl to 4-nitrophenyl.[32,34] For the reactions
with pyridines, the pK0


a value increases from 9.4 to 10.7 (for the
mononitro derivatives)[33,34] and from 8.5 to 9.9 (for the dinitro
compounds)[35] for the same change of non-leaving group.
The smaller variation of the pK0


a value with the non-leaving
group found for carbonates compared with benzoates could be
due to the fact that for carbonates there is a longer distance
between the substituent in the non-leaving group and the central
carbonyl carbon. Therefore, a smaller influence of the non-leaving
group on the values of k�1 and k2 (and therefore, a smaller effect
on the pK0


a value) should be expected for carbonates, relative to
benzoates. Nevertheless, Um and co-workers[36–38] have found
that for the aminolysis of aryl X-substituted benzoates in 80mol%
water/ 20mol% DMSO there is no variation of the pK0


a value with
the X substituent.


Influence of the electrophilic group


In order to assess the influence of the electrophilic group (CO vs.
CS) on the kinetics and pK0


a value we can compare the
pyridinolysis reactions of phenyl 2,4-dinitrophenyl thionocarbo-
nate and its carbonate derivative. For the thionocarbonate a
biphasic Brønsted-type plot with pK0


a ¼ 7.0 was obtained.[30] For
the pyridinolysis of the corresponding carbonate derivative
(carbonate 3) the pK0


a value found is 8.0 (this work). This means
that for a given pyridine the k�1/k2 ratio is larger for the
carbonate compared with the thionocarbonate, see Eqn (4).
The above results are in agreement with those obtained in


similar reactions. For those of primary amines with 4-nitrophenyl
thionobenzoate a biphasic Brønsted plot with pK0


a ¼ 9.2 was
found.[39] For the same aminolysis of the corresponding benzoate
a linear Brønsted plot with slope 0.9 was obtained, which
indicates that the decomposition of the intermediate T� to
products is rate limiting for the whole amine series (pKa ranging
from 5.7 to 10.9).[39] This means that for the reactions of
4-nitrophenyl benzoate, pK0


a > 10.9. The same results were found
for the reactions of primary alkyl amines with 4-nitrophenyl
phenyl carbonate and its analogous thionocarbonate.[19] The pK0


a


values for these reactions are 9.5 and 8.5, respectively.[19] Namely,
there is an increase of one pKa unit by the replacement of CS by
CO. An increase in the pK0


a value was also found in the
pyridinolysis of 4-nitrophenyl benzoate (pK0


a ca. 12) and its thiono
analog (pK0


a ¼ 9.3).[37] Similarly, for the reactions of SA amines
with 4-nitrophenyl thiolacetate the values of k�1 and k2, and also
the values of the k�1/k2 ratio, are larger than those for the same
aminolysis of 4-nitrophenyl dithioacetate.[40] According to Eqn (4)
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this indicates a larger pK0
a value for the aminolysis of the


thiolacetate. The same conclusion arises from a comparison
between the SA aminolysis of 4-nitrophenyl acetate and
4-nitrophenyl thionoacetate.[41] The larger k�1/k2 values for the
acetate indicate that the pK0


a value increases by the change of CS
by CO as the electrophilic group.
The influence of the electrophilic group on the reactivity


toward pyridines can also be evaluated. For pyridines
of pKa>pK0


a , for which kN¼ k1, the k1 values are greater for
carbonates than thionocarbonates (for example for a hypothe-
tical pyridine with pKa¼ 10 carbonate 3 is 36 times more reactive
than the corresponding thionocarbonate).[30] This shows that CO
is a better electrophile toward pyridines than CS. The same was
found in the pyridinolysis of alkyl aryl thionocarbonates and their
corresponding carbonates: the k1 values are larger for the latter
compounds compared with the former.[29]


In the region of pKa<pK0
a (where T� breakdown to products is


rate determining), carbonate 3 is slightly more reactive than the
corresponding thionocarbonate.[30] As in this region kN¼ k1k2/
k�1 and k1 is much greater for carbonates (as shown above), it
follows that k2/k�1 should be greater for the thionocarbonate.
This is in accordance with the larger k�1/k2 values found in the
pyridinolysis of alkyl aryl carbonates relative to those in the same
aminolysis of the corresponding thionocarbonates.[29] These
results are also in agreement with the larger pK0


a value (larger k�1/
k2 ratio) found for the pyridinolysis of carbonate 3 (this work)
compared with that obtained for the same aminolysis of phenyl
2,4-dinitrophenyl thionocarbonate. [30]


EXPERIMENTAL


Materials


The series of pyridines were purified as reported.[42,43] Carbonates
1,[12] 2,[13] 3,[9] 4,[12] 5,[16] and 7[44] were prepared as described.
Carbonate 6 was prepared as follows: to 2.0 g (10.8mmol) of
4-nitrophenyl chloroformate in 40ml of anhydrous acetonitrile, a
mixture of 1ml of pyridine and 1.685 g (10.8mmol) of
2,4-dinitrophenol in acetonitrile was added at room temperature
and left 3 h with stirring. The mixture was washed three times
with cold water, dried with magnesium sulfate and the solvent
evaporated off. The solid obtained was recrystallized from a
dichloromethane–hexane mixture yielding a solid that melted at
134–135 8C, and was identified as follows: NMR-1H (400MHz,
CDCl3) d (ppm): 7.52 (d, 2H, J¼ 9.2 Hz); 7.70 (d, 1H, J¼ 8.8 Hz); 8.35
(d, 2H, J¼ 9.2 Hz); 8.63 (dd, 1H, J¼ 2.8 Hz, J¼ 9.2 Hz); 9.09 (d, 1H,
J¼ 2.8 Hz). NMR-13C (400MHz, CDCl3) d (ppm): 121.71 (C2


0,C60);
122.30 (C3); 125.60 (C3


0,C50); 126.19 (C6); 129.75 (C5); 141.10 (C2);
145.89 (C1); 146.25 (C4


0); 147.85 (C4); 149.39 (C——O); 154.71 (C1
0).


Anal. Calcd. for C13H7N3O9: C, 44.71; H, 2.02; N, 12.03. Found: C,
44.71; H, 1.84; N, 11.98.


Kinetics measurements


These were carried out by means of a HP-8453 diode array
spectrophotometer in 44wt% ethanol–water, at 25.0� 0.1 8C and
an ionic strength of 0.2M (KCl). The reactions were studied by
monitoring the appearance of 4-nitrophenoxide anion at 400 nm
or 2,4-dinitrophenoxide anion at 360 nm.
All the reactions were examined under excess of amine over


the substrate. The initial substrate concentration was 5� 10�5M,


and the pH was maintained either by partial protonation of the
pyridines or by means of an external buffer.
Pseudo-first-order rate coefficients (kobs) were found through-


out and determined by means of the spectrophotometer kinetic
software for first-order reactions. The experimental conditions of
the reactions and the values of kobs are shown in Tables 1–7 in
Supplementary Materials.


Product studies


In the reactions of carbonates 1 and 2, 4-nitrophenoxide ion was
found as one of the products of the reactions; in those of
carbonates 3–7, 2,4-dinitrophenoxide anion was obtained as one
of the products. This was achieved by a comparison of the UV–Vis
spectra after completion of the reactions with those of authentic
samples under the same experimental conditions.


CONCLUSIONS


From the title reactions the following conclusions can be drawn:
(i) The biphasic Brønsted-type plots (log kN vs. pKa of pyridinium
ions) obtained, the magnitude of the slopes, and the pKa values
found for the center of the break (pK0


a ) are in accordance with
those for a stepwisemechanism. (ii) An important influence of the
leaving group on the pK0


a value and only a marginal effect of the
non-leaving group were found. (iii) SA amines shift the pK0


a to
higher values, relative to pyridines, due to the faster nucleofug-
ality of an SA amine from the intermediate T� compared with that
of an isobasic pyridine. (iv) The change of CS by CO as the
electrophilic group also enlarges the pK0


a value.
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Comparison of solubility of gases and vapours
in wet and dry alcohols, especially octan-1-ol
Michael H. Abrahama* and William E. Acree, Jrb

Equations for the solubility of gases and vapours i

J. Phys. Or

nto dry alcohols from methanol to decan-1-ol and into water-
saturated alcohols from butan-1-ol to decan-1-ol have been compared through the use of the Abraham solvation
equation. It is shown that there are noticeable differences in solvation into the dry and wet alcohols, and that these
differences become larger as the alcohols become smaller and take up more water. The two main factors that lead to
the differences in solvation are the solute hydrogen-bond basicity, B, and solute size, L. Increase in solute
hydrogen-bond basicity favours the wet alcohols and increase in solute size favours the dry alcohols. Solute
hydrogen-bond acidity plays no part, because the hydrogen-bond basicity of water, wet alcohols and dry alcohols
is almost the same. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


There has been considerable discussion over the relative
solubility of compounds in dry octan-1-ol (octanol) and in
water-saturated octan-1-ol (wet octanol), and the relative
partition coefficients from water or octanol-saturated water to
dry octanol or wet octanol. Chiou and Freed[1] seem to be the first
to point out that not only could solubility in wet octanol be
different to that in dry octanol, but solubility in octanol-saturated
water could be different to that in water itself. The latter,
especially, makes analysis of experimental data rather difficult.
The key observations are the water to octanol partition
coefficient, POCT(wet), which is the transfer from octanol-
saturated water to water-saturated octanol, and the gas to dry
octanol partition coefficient, KOCT(dry), defined through Eqn (1). If
concentrations in the gas phase and the solution phase are in the
same units, then K is a dimensionless quantity


KSOLN ¼ solute concentration in solution


=solute concentration in the gas phase
(1)


Values of KOCT(dry) may be transformed into the hypothetical
water to dry octanol partition coefficient, POCT(dry), through
Eqn (2) where KW is the gas to water partition coefficient


POCTðdryÞ ¼ KOCTðdryÞ=KW or


log POCTðdryÞ ¼ log KOCTðdryÞ � log KW
(2)


Similarly, POCT(wet) can be transformed into the gas to wet
octanol partition coefficient through Eqn (3), where K 0


W is now the
partition coefficient from the gas phase to octanol-saturated water


POCTðwetÞ ¼ KOCTðwetÞ=K 0
W or


log POCTðwetÞ ¼ log KOCTðwetÞ � log K0W
(3)


If POCT(wet) and POCT(dry) are used to compare solubilities in
wet and dry octanol, it must be noted that the former refers to
transfer from octanol-saturated water and the latter to transfer
from water. Similarly, if KOCT(wet) and KOCT(dry) are used, with the
former obtained through Eqn (3), the comparison will still include

g. Chem. 2008, 21 823–832 Copyright �

the difference between K 0
W and KW. Only direct measurements of


gas to wet octanol and gas to dry octanol partitions will lead to an
exact comparison of solubilities in dry and wet octanol.
Fortunately, there have been a number of experiments in


which solubilities in water and octanol-saturated water have
been determined,[2–5] the ratio of solubilities being the ratio K 0


W/
KW. Details are in Table 1; ACV is acyclovir and DCV is
deoxyacyclovir. For all 28 compounds, the mean of K 0


W/KW
is 0.971(0.011) and if O-acetyl-ACV is excluded the mean is
0.980(0.006). These ratios correspond to only�0.01 log units, and
so in any comparison of log P or of log K will be negligible. It is
therefore possible to compare log POCT(wet) and log POCT(dry)
and to compare log KOCT(wet) and log KOCT(dry) with an
estimated error of only 0.01 log units, if K 0


W/KW is taken as unity.
Unlike solubilities in water and octanol-saturated water,


solubilities in dry octanol and wet octanol may show
considerable differences. Dallas and Carr[2] suggested that the
differences were rather small, but the 14 compounds studied
were not very polar. For the ACV and DCV compounds studied by
Kristl and Vesnaver[3] the average difference is no less than
0.67 log unit. As can be seen by the summary in Table 2[2–8],
nonpolar compounds seem more soluble in dry octanol, and
polar compounds more soluble in wet octanol. Pinsuwan et al.[9]


listed the ratio of solubilities in water and wet octanol,
corresponding to log POCT(wet), and compared them to values
of log POCT(dry) for no less than 84 compounds. Although the
obtained Eqn (4) shows the two to be highly correlated, the slope
is not unity. The equation shows that for highly hydrophilic

2008 John Wiley & Sons, Ltd.
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Table 1. Solubilities in water and in octanol-saturated water, in mol dm�3 at 298 K


Compound Water Octanol-sat water Ratio References


Methanol 1.580 1.582 0.999 2a


Ethanol 3.744 3.757 0.997 2a


Propan-1-ol 13.36 13.36 1.000 2a


Butan-1-ol 50.19 49.47 1.014 2a


Pentan-1-ol 198.0 192.4 1.029 2a


Hexan-1-ol 798.8 783.8 1.019 2a


Propan-2-ol 7.595 7.610 0.998 2a


2-Methylpropan-2-ol 11.91 11.87 0.935 2a


2-Methylpropan-1-ol 48.86 48.55 1.006 2a


3-Methylbutan-1-ol 208.0 206.6 1.007 2a


Cyclohexanol 157.0 157.3 0.998 2a


Acyclovir (ACV) 7.15� 10�3 6.98� 10�3 0.976 3
N-Acetyl-ACV 11.95� 10�3 11.68� 10�3 0.977 3
O-Acetyl-ACV 1.996� 10�3 1.450� 10�3 0.726 3
Diacetyl-ACV 7.200� 10�3 7.030� 10�3 0.976 3
Deoxyacyclovir (DCV) 83.50� 10�3 82.78� 10�3 0.991 3
N-Acetyl-DCV 137.1� 10�3 132.2� 10�3 0.965 3
O-Acetyl-DCV 107.9� 10�3 103.1� 10�3 0.956 3
Diacetyl-DCV 187.2� 10�3 180.2� 10�3 0.963 3
Sulfanilamide 42.7� 10�3 40.5� 10�3 0.948 4
Sulfacetamide 38.7� 10�3 36.2� 10�3 0.935 4
Sulfapyridine 1.05� 10�3 0.976� 10�3 0.930 4
Sulfadiazine 0.269� 10�3 0.246� 10�3 0.914 4
Sulfamerazine 0.801� 10�3 0.750� 10�3 0.936 4
Sulfamethazine 1.60� 10�3 1.57� 10�3 0.981 4
Sulfathiazole 1.80� 10�3 1.74� 10�3 0.967 4
Sulfamethoxazole 1.47� 10�3 1.52� 10�3 1.034 4
Benzocaine 5.80� 10�3 5.93� 10�3 1.022 5


a Values given are of activity coefficients.


Table 2. Values of log KOCT(wet)� log KOCT(dry)¼D


Compounds Number D References


Alcohols, aromatics 14 0.069 2
ACV and DCV
compounds


8 0.667 3


Sulfonamides 8 0.287 4
Benzocaine 1 0.166 5
Alkanes 4 �0.250 6,7
Alcohols, ketones 10 0.190 6,7
Amines 2 0.600 6,7
Naproxen 1 0.122 8
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compounds with low values of log P, log POCT(wet) will be larger
than log POCT(dry), on the lines of the data in Table 2.


log POCTðwetÞ ¼ 0:41 þ 0:88 log POCTðdryÞ (4)


The structures of wet octanol and dry octanol have been
studied several times. An X-ray diffraction analysis by Franks

www.interscience.wiley.com/journal/poc Copyright � 2008

et al.[10] showed little structural difference although aggregation
into spherical micelles was more pronounced in wet octanol.
Chen and Siepmann[11] have carried out Monte Carlo simulations
of wet and dry octanol, and of solvation of nonpolar and polar
molecules by the two solvent systems. They suggest that
nonpolar solutes partition into the nonpolar regions of the
solvents; this slightly favours partition into dry octanol. When the
polar solutes, methanol and butanol, dissolve in the two solvents,
there is an increase in the average coordination numbers for the
hydroxyl oxygen atoms in the solutes on going from the dry to
the wet octanol. The increase is larger for methanol solute than
for butanol solute which was attributed to preferential partition
of methanol solute into the core of water-rich aggregates.
Although Chen and Siepmann[11] focussed on the hydrogen-
bond environment of solutes in wet and dry octanol, no
distinction was made between the solutes as hydrogen-bond
acids or as hydrogen-bond bases (and conversely for the
solvents). Our method of analysis of solvation and solubility leads
directly to quantitative estimates of the two hydrogen-bond
motifs, and so complements the simulations of Chen and
Siepmann. We review our method as applied to solvation in wet
and dry alcohols, and we set out improved equations that yield
better comparisons between wet and dry octanol.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 823–832







Figure 1. Plots of the e-coefficient against the number of carbon atoms


in the alcohol for dry alcohols * and wet alcohols *


SOLUBILITY OF GASES AND VAPOURS IN ALCOHOLS

METHODS AND RESULTS


Our methods are based on the two linear free energy
relationships, Eqn (5) and Eqn (6)[12,13]


SP ¼ c þ e E þ s S þ a A þ b Bþ v V (5)


SP ¼ c þ e E þ s S þ a A þ b B þ l L (6)


In Eqn (5) and Eqn (6), the independent variables are solute
descriptors as follows. E is the solute excess molar refractivity in
units of (cm3mol�1)/10, S is the solute dipolarity/polarizability, A
and B are the overall or summation hydrogen-bond acidity and
basicity, V is the McGowan characteristic volume in units of
(cm3mol�1)/100 and L is the logarithm of the gas to hexadecane
partition coefficient at 298K. Eqn (5) is used for transfer of solutes
from one condensed phase to another, and Eqn (6) is used for
processes that involve the transfer of solutes from the gas
phase to a solvent phase. The dependent variable, SP, is a set of
solute properties in a given system. For example SP in Eqn (5)
could be the water to wet octanol partition coefficient, as log
POCT(wet), and SP in Eqn (6) could be the gas to wet octanol
partition coefficient, as log KOCT(wet).
With the present systems, the coefficients in Eqn (5) refer to


differences in properties of the solvents water and alcohols,
whereas those in Eqn (6) refer to differences in properties of the
gas phase and alcohols (effectively properties of the alcohols
themselves) and are easier to interpret. Thus although we have
reported on the application of Eqn (5) to partitions between
water and wet and dry alcohols,[14–16] we concentrate on Eqn (6)
and on partitions from the gas phase to wet and dry alcohols.
Coefficients in Eqn (6) are shown in Table 3; N is the number of
solutes used in the regression equations, SD is the regression
standard deviation, R is the correlation coefficient and F is the
F-statistic.
There were not enough data to obtain an equation for


solubility in dry nonanol through the usual regression analysis.

Table 3. Coefficients in Eqn (6) for partition between the gas pha


System c e s a b


Butanol, wet �0.123 0.220 1.414 3.430 2.600
Pentanol, wet �0.107 �0.001 1.188 3.614 1.671
Hexanol, wet �0.302 �0.046 0.880 3.609 1.785
Heptanol, wet �0.159 0.018 0.825 3.539 1.425
Octanol, wet �0.222 0.088 0.701 3.473 1.477
Nonanol, wet �0.197 0.141 0.694 3.616 1.299
Decanol, wet �0.302 0.233 0.741 3.531 1.177
Methanol, dry �0.004 �0.215 1.173 3.701 1.432
Ethanol, dry 0.012 �0.206 0.789 3.635 1.311
Propanol, dry �0.028 �0.185 0.648 4.022 1.043
Butanol, dry �0.039 �0.276 0.539 3.781 0.995
Pentanol, dry �0.042 �0.277 0.526 3.779 0.983
Hexanol, dry �0.035 �0.298 0.626 3.726 0.729
Heptanol, dry �0.062 �0.168 0.429 3.541 1.181
Octanol, dry �0.120 �0.203 0.560 3.576 0.702
Nonanol, dry �0.105 �0.140 0.440 3.625 0.730
Decanol, dry �0.136 �0.068 0.325 3.674 0.767
Gas to water �1.271 0.822 2.743 3.904 4.814


a This work, see text. Values of R2 and F are not given because the
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However, data are available for solubility of a few com-
pounds,[17–19] and so we have used these data to obtain
coefficients for Eqn (6) that fit the data and conform to the
general trend shown for solubility in the other alcohols. The
obtained coefficients for dry nonanol are in Table 3; we give no
values for R2 and F because they have no meaning on our fitting
procedure. Also in Table 3, for comparison are coefficients for the
solubility of gaseous compounds in water itself.[20]


There has been considerable work on the solubility of gases
and vapours in wet and dry alcohols.[14–16] Data for the dry
alcohols were invariably obtained by direct measurements of log
K(dry), and data for the wet alcohols were obtained from log
P(wet) through Eqn (3), on the assumption that K 0


W is equivalent
KW.


[14–16] Application of Eqn (6) leads to the coefficients in Table 3;
these coefficients reflect the chemical properties of the solvents
that influence solubility. In Figs 1–5 are given plots of the
coefficients against the number of carbon atoms in the alcohols,
Nc. The scale of the Figures is the same, except for the plot

se and wet and dry alcohols


l N SD R2 F References


0.523 78 0.24 0.954 298 16
0.721 106 0.20 0.998 13 149 16
0.824 105 0.23 0.991 6387 16
0.830 78 0.17 0.998 6387 16
0.851 395 0.21 0.988 6363 16
0.827 82 0.17 0.998 6261 16
0.835 54 0.18 0.994 1699 16
0.769 93 0.13 0.995 3681 14
0.853 68 0.14 0.997 3534 14
0.869 77 0.12 0.997 6073 14
0.934 92 0.16 0.997 5099 14
0.932 61 0.08 0.999 19 143 14
0.936 46 0.09 0.999 18 181 14
0.927 38 0.07 0.999 23 045 14
0.939 156 0.12 0.997 10 573 15
0.943 14 0.06 a


0.947 45 0.09 0.999 15 984 14
�0.213 392 0.18 0.992 10 229 20


y have no meaning.
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Figure 2. Plots of the s-coefficient against the number of carbon atoms


in the alcohol for dry alcohols * and wet alcohols *


Figure 3. Plots of the a-coefficient against the number of carbon atoms


in the alcohol for dry alcohols * and wet alcohols *


Figure 4. Plots of the b-coefficient against the number of carbon atoms
in the alcohol for dry alcohols * and wet alcohols *


Figure 5. Plots of the l-coefficient against the number of carbon atoms
in the alcohol for dry alcohols * and wet alcohols *
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of the l-coefficient, to indicate the relative importance of the
coefficients. The e- and s-coefficients for the wet alcohols are
always larger than for the corresponding dry alcohols, showing
that the wet alcohols are slightly more dipolar and polarizable
than the dry alcohols, with the effect getting larger as the
alcohols become smaller and take up more water.

www.interscience.wiley.com/journal/poc Copyright � 2008

The behaviour of the a-coefficient is, at first sight, surprising, as
shown in Fig. 3. The wet and dry alcohols have almost the same
hydrogen-bond basicity, except perhaps for butanol where
the wet alcohol is less basic than the dry alcohol. Previous studies
of the effect of solute hydrogen bonding on log POCT(wet) have
led to the conclusion that wet octanol and water have about
the same hydrogen-bond basicity,[21–24] and comparison of
the a-coefficients in Table 3 shows quite conclusively that
water, wet alcohols and dry alcohols have nearly the same
hydrogen-bond basicity. Dallas and Carr[2] measured solvato-
chromic parameters of wet and dry octanol and showed that the
b-basicity parameter was almost the same. Rosés et al.[25]


measured b for methanol–water and ethanol–water mixtures and
observed that b did not alter on addition of substantial quantities
of water to the alcohols. Of course, these measurements are
based on spectroscopic energies, unlike the a-coefficient which is
free energy related, but they still suggest that wet alcohols have a
similar hydrogen-bond basicity to dry alcohols.
On the other hand, the b-coefficient is always much larger for


the wet alcohols than for the dry alcohols, and increases with the
water content of the wet alcohol, as shown in Table 3 and Fig. 4.
Water itself has a much larger b-coefficient than even wet
butanol. Previous work has shown that water is a much stronger
hydrogen-bond acid than wet octanol,[21–24] and the data in
Table 3 now indicate that it is much stronger than wet butanol.
These results are contrary to solvatochromic measurements of
the hydrogen-bond solvent acidity parameter a. Dallas and Carr[2]


found that a was almost the same for wet and dry octanol, and
Rosés et al.[25] observed that addition of water to methanol and
ethanol actually resulted in a decrease in a. As noted above, the
solvatochromic measurements refer to spectroscopic energies.
There is no logical connection between spectroscopic energies
and thermodynamic free energies, and so it is not entirely
surprising that different conclusions may be drawn.
The l-coefficient also differs as between wet and dry alcohols,


but is now larger for the dry alcohols than the correspond-
ing wet alcohols. The result of this is that hydrophobic solutes are
more soluble in the dry alcohols, as expected.
In summary, the two terms that have the most influence on


whether a solute is more soluble in a wet or in a dry alcohol are bB
and lL in Eqn (6). This is illustrated in Fig. 6, which shows how log
K(wet)� log K(dry) changes across the range of alcohols, just due
to the effect of the bB terms for a solute with B¼ 1. As Nc becomes
larger, the effect of B becomes smaller and the partition
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Figure 6. The separate effect of B and of L values on log K for partition


into wet and dry alcohols: D the effect on log K of a solute with B¼ 1, &
the effect on log K of a solute with L¼ 3.Nc is the number of carbon atoms
in the alcohol


Figure 7. Effect of B and L values on log K for partition into wet and dry


octanol: D the effect on log K(wet)� log K(dry) of change in B, & the


effect on log K(wet)� log K(dry) of change in L
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coefficients into the wet and dry alcohols become closer.
Similarly, the effect of just the lL terms for a solute with L¼ 3 (an
average value) also becomes smaller as Nc becomes larger. Hence
for a solute with reasonably large values of B and L, there will be a
large difference between log K(wet) and log K(dry) for the smaller
alcohols, but a much smaller difference between log K(wet) and
log K(dry) for the larger alcohols.
We can focus on octanol, and show the effect of change in B or


L on solubility in wet and dry octanol in Fig. 7. If a solute has a
moderate hydrogen-bond basicity, of around 0.5, and is rather
small so that L is about 1.0 units, there will be little difference
between log KOCT(wet) and log KOCT(dry), because the effects of
the terms in bB and lL tend to cancel out. However for solutes
with large values of B and small values of L or with small values of
B and very large values of L, there will be significant differences.
This is the reason why Cabani et al.[6] and Dallas and Carr[2]


observed rather small differences in solubility in wet and dry

Table 4. Recent values of log KOCT(dry), both directly determined


Compound log KOCT


Helium �1.72
Neon �1.57
Argon �0.71
Krypton �0.24
Xenon 0.38
Hydrogen �1.29
Oxygen �0.76
Nitrogen �1.02
Nitrous oxide 0.33
Carbon monoxide �0.88
Carbon dioxide 0.16
Methane �0.38
Ethane 0.42
Propane 0.97
n-Butane 1.53
n-Pentane 1.95
n-Hexane 2.44
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octanol. Our observation that increase in L leads to preferential
solubility in dry octanol over wet octanol is in agreement with the
conclusions of Chen and Siepmann.[11] However, the finding that
hydrogen-bond effects relate only to the difference in hydrogen-
bond acidity of wet and dry octanol cannot be deduced from the
results of Chen and Siepmann.[11]


Since the equation for dry octanol was constructed (in 2001), a
number of extra values of log KOCT(dry) have been determined by
the direct method. Li et al.[26] have carried out a very though
investigation into 16 polychlorobiphenyls, PCBs, including an
analysis of log KOCT(dry) values. They first selected a literature
derived value (LDV), and then adjusted the value, where
necessary, to achieve internal consistency over a number of
physicochemical properties. Li et al. denoted the final adjusted
value as FAV. We use only the recommended FAV values of
Li et al.[26] for the PCBs; these are in Table 4, together with the
original data used by Abraham et al.[15] Other directly determined

, and from values of log SOCT and log CG


log SOCT log CG References


15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15
15


(Continues)
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Table 4. (Continued)


Compound log KOCT log SOCT log CG References


n-Heptane 2.95 15
n-Octane 3.30 15
Cyclohexane 2.71 15
Methylcyclohexane 3.05 15
Ethene 0.28 15
Pent-1-ene 1.93 15
Hex-1-ene 2.41 15
Oct-1-ene 3.35 15
Non-1-ene 3.83 15
2-Methylbuta-1,3-diene 2.06 15
Cyclohexene 2.83 15
Tetrafluoromethane �0.95 15
Chloromethane 1.39 15
Dichloromethane 2.27 15
Trichloromethane 2.80 15
Tetrachloromethane 2.79 15
1,1-Dichloroethane 2.41 15
1,2-Dichloroethane 2.78 15
1,1,1-Trichloroethane 2.70 15
1,1,2-Trichloroethane 3.40 15
Hexachloroethane 4.47 15
1-Chloropropane 2.24 15
1,2-Dichloropropane 2.96 15
1-Chlorobutane 2.72 15
cis-1,2-Dichloroethene 2.56 15
Trichloroethene 2.99 15
Tetrachloroethene 3.48 15
Dibromomethane 3.07 15
Bromoethane 2.11 15
Iodomethane 2.16 15
Iodoethane 2.59 15
Dibromochloromethane 3.59 15
Dimethylether 1.37 15
Diethylether 2.19 15
Di-n-propylether 2.97 15
Diisopropylether 2.66 15
Di-n-butylether 3.89 15
Diisobutylether 3.40 15
Di-n-pentylether 4.80 15
tert-Butylmethylether 2.58 15
Tetrahydrofuran 2.86 15
Tetrahydropyran 3.22 15
1,4-Dioxane 3.17 15
Propanone 2.31 15
Butanone 2.77 15
Pentan-2-one 3.19 15
Pentan-3-one 3.20 15
3-Methylbutan-2-one 3.04 15
Hexan-2-one 3.68 15
Heptan-2-one 4.15 15
Cyclopentanone 3.67 15
Methyl formate 1.75 15
Ethyl formate 2.19 15
n-Propyl formate 2.66 15
Methyl acetate 2.31 15


(Continues)
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Table 4. (Continued)


Compound log KOCT log SOCT log CG References


Ethyl acetate 2.70 15
n-Propyl acetate 3.17 15
n-Butyl acetate 3.65 15
n-Pentyl acetate 4.12 15
n-Hexyl acetate 4.58 15
Isopropyl acetate 2.93 15
Isobutyl acetate 3.45 15
Isopentyl acetate 3.94 15
Ethyl propanoate 3.15 15
Ethyl butanoate 3.56 15
Acetonitrile 2.31 15
Proprionitrile 2.69 15
1-Cyanopropane 3.12 15
2-Cyanopropane 2.87 15
1-Cyanobutane 3.60 15
1-Cyanopentane 4.08 15
n-Butylamine 3.61 15
Methylamine 1.90 15
Dimethylamine 2.00 15
Trimethylamine 1.94 15
Di-n-propylamine 3.59 15
Nitromethane 2.52 15
Nitroethane 2.88 15
1-Nitropropane 3.25 15
N,N-Dimethylformamide 4.38 15
Methanol 2.84 15
Ethanol 3.20 15
Propan-1-ol 3.68 15
Propan-2-ol 3.38 15
Butan-1-ol 4.19 15
2-Methylpropan-1-ol 3.93 15
Butan-2-ol 3.80 15
2-Methylpropan-2-ol 3.50 15
Pentan-1-ol 4.69 15
3-Methylbutan-1-ol 4.52 15
Hexan-1-ol 5.18 15
Octan-1-ol 6.03 15
Hexadecan-1-ol 9.90 15
Octadecan-1-ol 10.93 15
Eicosan-1-ol 12.06 15
2-Chloroethanol 4.30 15
Cyclohexanol 5.18 15
Acetic acid 4.31 15
Dimethylsulfoxide 4.96 15
Sulfur hexafluoride �0.30 15
Carbon disulphide 2.28 15
Tetramethyltin 2.62 15
Benzene 2.80 15
Toluene 3.31 15
Ethylbenzene 3.72 15
o-Xylene 3.90 15
m-Xylene 3.79 15
p-Xylene 3.79 15
n-Propylbenzene 4.09 15
Isopropylbenzene 3.98 15


(Continues)
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Table 4. (Continued)


Compound log KOCT log SOCT log CG References


Hexamethylbenzene 6.31 15
trans-Stilbene 7.48 15
Biphenyl 6.15 15
Naphthalene 5.19 15
Acenaphthene 6.31 15
Fluorene 6.83 15
Anthracene 7.55 15
Phenanthrene 7.52 15
Fluoranthene 8.61 15
Pyrene 8.75 15
1,2-Dichlorobenzene 4.36 15
1,4-Dichlorobenzene 4.46 15
1,2,3-Trichlorobenzene 5.19 15
1,3,5-Trichlorobenzene 4.85 15
1,2,3,4-Tetrachlorobenzene 5.64 15
1,2,3,5-Tetrachlorobenzene 5.55 15
1,2,4,5-Tetrachlorobenzene 5.62 15
Pentachlorobenzene 6.49 15
Hexachlorobenzene 7.17 15
1,4-Dibromobenzene 5.21 15
Methylphenylether 4.01 15
Benzonitrile 4.46 15
4-Ethoxyacetanilide 9.59 15
2-Hydroxybenzoic acid 7.44 15
4-Hydroxybenzoic acid 8.08 15
Methyl 4-hydroxybenzoate 8.57 15
Piperidine 4.04 15
N-Methylpyrrolidine 3.64 15
Pyrrolidine 4.07 15
4-Chlorobiphenyl 6.78 26
2,40-Dichlorobiphenyl 7.34 26
4,40-Dichlorobiphenyl 7.85 26
2,4,40-Trichlorobiphenyl 7.85 26
2,4,5-Trichlorobiphenyl 7.78 26
2,40,5-Trichlorobiphenyl 7.94 26
2,20,5,50-Tetrachlorobiphenyl 8.22 26
2,3,4,5-Tetrachlorobiphenyl 8.55 26
2,20,4,5,50-Pentachlorobiphenyl 8.79 26
2,3,30,4,40-Pentachlorobiphenyl 9.45 26
2,3,4,40,5-Pentachlorobiphenyl 9.36 26
2,20,3,4,40,50-Hexachlorobiphenyl 9.66 26
2,20,4,40,5,50-Hexachlorobiphenyl 9.44 26
2,20,4,40,6,60-Hexachlorobiphenyl 9.14 26
2,20,3,4,40,5,50-Heptachlorobiphenyl 10.16 26
2,20,3,30,4,40,5,50-Octachlorobiphenyl 11.13 26
1,2-Dichlorobenzene 4.33 27
1,3-Dichlorobenzene 4.13 27
1,4-Dichlorobenzene 4.18 27
1,2,3-Trichlorobenzene 5.16 27
1,2,4-Trichlorobenzene 4.84 27
1,3,5-Trichlorobenzene 4.64 27
1,2,3,4-Tetrachlorobenzene 5.61 27
1,2,3,5-Tetrachlorobenzene 5.53 27
1,2,4,5-Tetrachlorobenzene 5.65 27
Pentachlorobenzene 6.28 27


(Continues)
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Table 4. (Continued)


Compound log KOCT log SOCT log CG References


Hexachlorobenzene 6.90 28
p,p-DDTa 10.09 28
p,p0-DDEb 9.70 29
p,p0-DDDc 10.03 29
cis-Chordane 8.83 29
trans-Chlordane 8.83 29
Heptachlor 7.76 29
Heptachlor epoxide 8.59 29
Aldrin 8.26 29
Dieldrin 8.84 29
Endrin 8.32 29
a-Endosulfan (Endosulfan I) 8.43 29
b-Endosulfan (Endosulfan II) 9.53 29
Phenol 5.68 0.94 �4.74 30, 32
Bibenzyl 6.45 �0.35 �6.80 30, 32
Hexachloroethane 4.42 �0.28 �4.70 30, 32
Hexamethylbenzene 6.31 �0.89 �7.20 30, 32
Lindane 7.96 �0.74 �8.70 30, 33


a 1,1,1-Trichloro-2,2-(4-chlorophenyl)ethane.
b 1,1-Dichloro-2,2-(4-chlorophenyl) ethene.
c 1,1-Dichloro-2,2-(4-chlorophenyl)ethane.
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values of log KOCT(dry), have been recorded by Wania et al.,[27]


Chen et al.[28] and Shen and Wania;[29] these are also in Table 4. In
addition to these directly determined values, it is possible to
obtain log KOCT(dry) through measurements of the solubility of
solutes in dry octanol, SOCT(dry), together with measurements of
the corresponding vapour pressures (equivalent to concentration
in the gas phase), both measurements being at 298 K. Pinsuwan
et al.[30] and Raevsky et al.[31] have compiled lists of SOCT(dry) but
unfortunately, there are few corresponding values of vapour
pressure at 298 K available, and for most of those solutes for
which both SOCT(dry) and vapour pressure are known, values of
log KOCT(dry) by the direct method are known. However, there are
a few additional compounds for which log KOCT(dry) can be
obtained by the indirect method, taking solubilities from
Pinsuwan et al.,[30] and vapour pressures at 298K from the
literature.[32,33] Details are given in Table 4.
There are 200 compounds in Table 4; application of Eqn (6)


yields


Log KOCTðdryÞ ¼ � 0:147ð0:022Þ � 0:214ð0:034Þ E
þ 0:561ð0:042Þ S þ 3:507ð0:072Þ A
þ 0:749ð0:049Þ B þ 0:943ð0:007Þ L


(7)


ND¼ 200, SD¼ 0.142, R2¼ 0.997, F¼ 15 405.9
Here, ND is the number of data points, SD is the standard


deviation, R is the correlation coefficient and F is the F-statistic.
The coefficients in Eqn (7) are very close to those listed for log
KOCT(dry) in Table 3, and so the extra data confirms the original[15]


equation.

J. Phys. Org. Chem. 2008, 21 823–832 Copyright � 2008 John W

Finally, we point out that we have carried out the present
analysis using Eqn (6) because the coefficients in Eqn (6) are
easier to interpret than those in Eqn (5). However, if we had used
Eqn (5) as the basis for the analysis, the general interpretation
would be unchanged.
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A statistical-mechanical analysis of group
additivity. Calculation of thermochemical
values from frequency distributions
Gustav Bojesena*

Molecular vibrational frequencies of homologous
similar, and the fine structure of the distributions

J. Phys. Or

series plotted as cumulative frequency distributions are very
exhibit identical features. An obvious explanation is that the


changes in the molecular frequency distributions (MFDs) from one homologue to the next is independent of the
chain length and of the functional groups in themolecule. Since group additivity is valid for the chosen homologous
series there is here an explanation for the linearity of thermochemical values expressed by group additivity. For
these properties the following hypothesis is proposed: group additivity is observed when theMFD is a sum of group
frequency distributions (GFDs). This leads to additivity for the zero-point vibrational energy which is confirmed by
analysis of the frequencies of 126 organic molecules from 11 homologous series. The frequency distribution for a
methylene group is estimated from that of octadecane. From this GFD combined with 11 different MFD it is possible
to calculate model frequencies for the homologous series which are in good agreement with frequencies from
ab initio calculations. For three thermochemical parameters (the logarithm of the vibrational partition function, the
vibrational excitation energy and the vibrational heat capacity), the combination of the estimated methylene GFD
with 11 different MFDs lead to group additivity values for a methylene group which are identical over a wide
temperature range. The derivation of Benson additivity for thermochemical functions from frequency distributions
is at step towards a better understanding of Benson additivity. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


It is the purpose of this work to investigate the statistical-
mechanical foundation of additivity methods within the
harmonic oscillator stiff rotor approximation. That thermo-
chemical properties of well-behaved organic compounds can be
calculated by group additivity is firmly based on experi-
mental evidence.[1–4] However, there appear to have been
few attempts to explain the success of group additivity based on
the statistical-mechanical description of organic molecules.
Somemathematical similarity between ab initio calculations and
calculations of group additivity values has been noted[5] but
generally the justification of the validity of group additivity
methods has been based solely on the internal consistency of
the results and the agreement between additivity values and
experimental or ab initio results.
Group additivity is not only used to obtain thermochemical


values but does also provide the basis for understanding linear
energy relationships, and it will clearly be valuable to have amore
fundamental understanding of the method.[6–12]


In the harmonic oscillator stiff rotor approximation, the
average energy of a molecule at a given temperature in its
electronic ground state can be written as a sum of terms (Eqn (1))
where eee is the electronic energy, ezpe the zero-point energy, evib

g. Chem. 2008, 21 833–843 Copyright �

the vibrational excitation energy, erot the rotational energy and etr
is the translational energy


" ¼ "ee þ "zpe þ "vib þ "rot þ "tr (1)


That some thermodynamic property X is additive means that it
can be written as a sum of group contributions:


XðTÞ ¼
X
i


nig
X
i ðTÞ (2)


where ni is the number of groups with the contribution gXi ðTÞ.
This leads to the following expressions for the heat of formation
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DHf, the heat capacity and the entropy:


DHfðTÞ ¼
X
i


nig
DH
i ðTÞ (3a)


CðTÞ ¼
X
i


nig
C
i ðTÞ (3b)


SðTÞ ¼
X
i


nig
S
i ðTÞ (3c)


where gDHi ðTÞ, gCi ðTÞ and gSi ðTÞ are the group contributions to the
heat of formation, the heat capacity and the entropy.
In Eqn (1) the energy of the molecule is calculated from the


nuclei and electrons whereas the heat of formation is calculated
from the elements in their standard states. For molecules in the
gas phase, the difference between Eqns (1) and (3a) is
essentially that of the standard states apart from the RT
difference between the internal energy and the enthalpy. Since
group additivity is valid at a range of temperatures as long as it
is not too low, the most straightforward way for both Eqns (1)
and (3a) to be valid is that the individual terms in Eqn (1) are a
sum of group contributions or only dependent on the
temperature.
Group additivity of the electronic energy has been the subject


of many investigations and will not be discussed further.[13–15]


The additivity of the electronic energy is a very important
element in understanding additivity but even for the heat of
formation it can only provide a part of the explanation, and for
the heat capacity and the entropy it is unsatisfactory.
Within the approximation chosen here, the translational and


rotational energies are only determined by the temperature. This
leaves the zero-point energy and the vibrational excitation
energy and additivity must be valid for both. Atomic additivity of
the zero-point energy has been noticed before and its group
additivity (Eqn (4)) will be explored below:[16–21]


Ezpe ¼ hc


2kB


X
i


~ni (4a)


¼
X
i


nig
zpe
i (4b)


The last term in Eqn (1) to be considered is the vibrational
excitation energy which can be derived from the following
equation:


E�vibðTÞ ¼ NAkBT
2 @


@T
ln qvibðTÞ (5)


where qvib is the vibrational partition function calculated from the
lowest energy level. Since the differential operator @=@T follows
the distributive rule, it follows from Eqn (5) that the vibrational
partition function qvib must be a product of group contributions:


qvibðTÞ ¼
Y
i


1


1 � exp½�hc~ni=kBT � (6a)


¼
Y
i


½gqvi ðTÞ�ni (6b)


or that the logarithm of the vibrational partition function is a sum
of group contributions:


ln qvibðTÞ ¼
X
i


ni ln½gqvi ðTÞ� (7a)


¼
X
i


nig
ln qv
i ðTÞ (7b)
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The multiplicativity of the partition function or the additivity of
the logarithm of the partition function also follows from the
expression for the entropy which in itself is additive:


S ¼ H þ RT


T
þ kB lnQ (8)


The validity of Eqn (6) does suggest that there must be some
similarity or systematic variations in the frequencies of
compounds for which group additivity is valid, and in order to
explore this, cumulative frequency distribution for a variety of
molecules have been investigated.
Figure 1 shows a graphical representations of the frequencies


for the linear alkanes propane, octane, tridecane and octadecane
plotted as cumulative molecular frequency distributions (MFDs).
The frequencies are calculated at the MP2(FC)/6-31G* level. The
plots are constructed in the same way as cumulative distributions
known from statistical analyses, such that the ordinate of
each point is the fraction of frequencies in the molecule with a
wavenumber smaller than or equal to the abscissa. The
frequencies fall in three groups within the approximate intervals:
~n� 530 cm�1, 740 cm�1� ~n� 1580 cm�1 and 3070 cm�1� ~n.
Each methylene group contributes with two frequencies in the
low region below 530 cm�1, five in the middle region between
740 and 1580 cm�1 and two in the high region above 3070 cm�1.
The five frequencies in the region between 740 and 1580 cm�1,
fall with four between 740 and 1475 cm�1 and one in a narrow
region around 1570 cm�1. For the three longest alkanes in Fig. 1,
even the fine structures in the cumulative frequency distributions
are clearly similar, which is particularly noticeable in the middle
region between 740 and 1580 cm�1. Methyl groups have a
different number of frequencies in the three regions and
consequently the four distributions, although very similar, will not
be identical. For the shortest alkanes with highly discontinous
distributions, the fine structure of the distributions are difficult to
discern but in the whole series from octane (six methylene
groups) to octadecane (16 methylene groups) there appear to
be no changes in the features of the fine structure. The
cumulative frequency distributions of the homologous series
listed in Table S1 show the same similarities. Frequency
distributions are the basis for analysing the heat capacity of
solids and have been used in calculations of heat capacities for
liquid and crystalline carbon polymers.[22–26]


It follows from the analysis above, and most clearly from Eqn
(6a), (6b) that if Benson groups could be associated with constant
group frequencies independently of the number and kind of
other groups in the molecule, additivity would follow directly.
Many spectroscopic group frequencies are indeed very insensi-
tive to the molecular structure but some, in particular those at
low wavenumbers, can occur within wide intervals. However, the
most serious shortcoming of spectroscopic group frequencies in
any explanation for additivity is that they in general occur at too
high frequencies to provide anything but a minor contribution to
those thermochemical values which depends on frequencies.
This is shown in Fig. 2 where the cumulated vibrational heat
capacity for octane is plotted against the wavenumber. For this
molecule the normal modes with frequencies below 1200 cm�1


contribute more than 90% of the vibrational heat capacity at
300 K. The frequency distribution of this molecule is typical and it
shows that spectroscopic group frequencies cannot provide an
explanation for the validity of group additivity.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 833–843







Figure 1. Cumulative molecular frequency distributions (MFDs) for propane, octane, tridecane and octadecane


Figure 2. Cumulative plot of the vibrational contribution to the heat


capacity of octane
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The very similar MFDs of the linear alkanes and in particular the
constant fine structures over the series immediately suggest that
they can be formed by linear combinations such that the MFD of
each homologue is derived from the MFD of the lower
homologue combined with a frequency distribution that is
characteristic for the methylene group. Such a distribution will be
called a group frequency distribution (GFD). The validity of
additivity expresses that thermochemical values are linear
functions of the groups, and this leads to the central hypothesis
of this paper which can briefly be formulated as follows: for
properties which depend on the vibrational frequencies, group
additivity is observed when the MFD is a sum of GFDs. This
hypothesis will be tested by calculations of molecular frequencies
and by analysis of the group contribution from a methylene

J. Phys. Org. Chem. 2008, 21 833–843 Copyright � 2008 John W

group on thermochemical properties, in particular the zero-point
energy, the vibrational partition function, the vibrational
excitation energy and the vibrational contribution to the heat
capacity.

RESULTS AND DISCUSSION


Zero-point energy and additivity


It is easily seen that a MFD determined as described above will
lead to zero-point energy additivity. When the MFD is a sum of
GFDs, it follows that the mean of all the frequencies in the
molecule: < ~nM > can be written as the weighted sum of group
frequency means < ~ni >:


< ~nM >¼ 1


ð3N � 6Þ
X
i


niwi < ~ni > (9)


where ni is the number of ith groups in the molecule and wi is the
number of frequencies in the group. From this follows:


hc


2kB
ð3N � 6Þ < ~nM >¼ hc


2kB


X
i


niwi < ~ni > (10)


and comparison with Eqn (4b) shows that the zero-point energy
group additivity value gzpei can be written as


gzpei ¼ hc


2kB
wi < ~ni > (11)


As mentioned above, several studies have shown the
approximate linear dependency of the zero-point energy on
the molecular composition whereas group additivity has
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Figure 3. Zero-point energy dependency on number of CH2 groups. The values are from ab initio calculations. The equations in the legend are
least-square fits to the points for each homologous series
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attracted much less attention. Group additivity of the zero-point
energy must necessarily provide more variables than any atomic
additivity scheme and thus be more accurate.
For the 126 compounds in Table S1, the zero-point energy


values from ab initio calculations are summarized in Fig. 3. The
average total zero-point additivity value for a methylene group as
calculated from the slopes of the fits in Fig. 3(a) is equal to
76.79 kJmol�1. According to the central hypothesis the meth-
ylene group additivity value should be independent of the other
groups in the molecule or on the number of methylene groups.
This is confirmed by the very small variations in the slopes and by
the quality of the linear fits (all standard errors on the slopes are
smaller than 0.03).
When the number of frequencies in a selected region changes


with a constant number from one homologue to the next, the
zero-point energy for the frequencies in that region should,
according to the hypothesis, be a linear function of the number of
methylene groups. For the three regions mentioned above, this
criteria is fulfilled for the homologous series in Table S1, except for
the alkylbenzenes for which there is no empty region between 530
and 740cm�1. As shown in Figs S1 and S2 the linearity of the fits are
excellent. The lowest point in the alkane series from ethane show
the only deviation from the predicted linearity. The linearity of the
zero-point energy in the selected regions also proves that the
overall linearity of the zero-point energy is not caused by the two
additional high C—H stretch frequencies. The observed behaviour
of the zero-point energy is in agreement with the hypothesis and
directly explains the group additivity of the zero-point energy
required by the concurrent validity of Eqns (1) and (3a).


Comparisons of molecular frequency distributions


One obvious consequence of the central hypothesis is that
isomers with the same Benson groups should have identical
frequencies. An indication that this is indeed the case can be seen

www.interscience.wiley.com/journal/poc Copyright � 2008

in Figs 3, S1 and S2. For the ethers, glymes, ketones and
secondary amines several of the points arise from more than one
isomer. For the total zero-point energy and the zero-point energy
calculated from the frequency in the middle regions these points
coincide. Only for the zero-point energy calculated from the
normal modes in the lowest region small deviations are seen.
The results of direct comparisons of the frequencies is shown in


Table 1. In this table the frequencies from isomeric dodecenes
are also included. When the frequencies of the isomers are
plotted against each other a straight line with a slope of one is
obtained, and the temperature dependency of the vibrational heat
capacities are very close to identical. Notice that the linear
regressions are based only on frequencies below 1200 cm�1 which
means that the spectroscopic group frequencies are largely
excluded. The observation that isomers with the same Benson
groups have nearly identical frequencies confirms the hypothesis.


Vibrational excitation energy and heat capacity


The vibrational excitation energy E*(T) is equal to the integrated
heat capacity:


E�vibðTÞ ¼
ZT


0


CvibðTÞdT (12)


Assuming additivity for the heat capacity, Eqn (12) can be
written as


E�vibðTÞ ¼
ZT


0


X
i


nig
C
i ðTÞdT (13a)


¼
X
i


ni


ZT


0


gCi ðTÞdT (13b)
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Table 1. Comparison of frequencies and vibrational heat capacities from isomers with the same Benson groups


y


x Heptylpropylether Butylhexylether Dipentylether


Ethyloctylether 0.999259, 0.00431a 0.999863, 0.00293 0.999054, 0.00500
87, 20, �16, �35b �2, �75, �105, �114 31, �35, �66, �78


3-Butoxypropanol 4-Propoxybutanol 5-Ethoxypentanol
2-Pentoxyethanol 0.998359, 0.00578 0.99767, 0.00639 0.998692, 0.00441


�393, �324, �271, �216 �337, �248, �191, �147 �415, �265, �175, �112


4-Undecanone 5-Undecanone 6-Undecanone
3-Undecanone 0.99605, 0.00548 0.994159, 0.00797 0.994202, 0.00750


�45, �17, �6, �2 �44, �24, �15, �11 �42, �22, �15, �11


Heptylpropylamine Butylhexylamine Dipentylamine
Ethyloctylamine 1.00087, 0.00336 1.00108, 0.00233 1.00082, 0.00399


82, 9, �24, �39 34, �35, �64, �72 43, �26, �54, �64


Trans-4-dodecene Trans-5-dodecene Trans-6-dodecene
Trans-3-dodecene 0.998876, 0.00481 0.998137, 0.00488 0.998301, 0.00555


7, 12, 6, 1 13, 29, 26, 20 3, 20, 17, 12


a These numbers are the slope and its standard error from the regression analysis of the points: ð~nxi ; ~n
y
i Þ for ~ni < 1200 cm�1.


b These numbers are the difference in the vibrational heat capacity calculated as Cy � Cx (10�3 J K�1mol�1) for T¼ 300, 400, 500,
600 K.
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Since the heat capacity is an increasing function of the
temperature any deviation from additivity at low temperatures
will give a proportionally small contribution to the vibrational
energy and thus additivity of the vibrational excitation energy will
follow from the additivity of the heat capacity.


Model calculations


Whereas the additivity of the zero-point energy follows directly
from its definition and the way of calculating MFDs from GFDs,
this is neither the case for the vibrational excitation energy nor for
the heat capacity or the logarithm of the partition function. A
more detailed analysis for what is required is presented in the
Appendix. Without an analytical proof that additivity of the three
mentioned thermochemical functions follows from the construc-
tion of MFDs from GFDs, confirmation of the hypothesis must
come from indirect arguments. The approach chosen here is the
model calculations described below.
The model calculations include the following steps: (1) the GFD


of a methylene group is estimated from the frequencies of a
long-chained alkane. (2) Calculation of model frequencies from
combinations of the methylene GFD with the ab initio based
MFDs of the lowest homologues in Table S1 and comparison of
the resultant model frequencies of the higher homologues with
ab initio frequencies. (3) Comparison of heat capacities at 300 K
calculated from model frequencies and from ab initio frequen-
cies. (4) Proof that the thermochemical values calculated from the
model frequencies lead to additivity, that is that Eqn (A7) is
satisfied.
In steps 2 and 3 the outcome of model calculations is


compared with ab initio results. The approximations of the
harmonic oscillator stiff rotor description are well understood,
and ab initio frequencies are successfully used in accurate
calculations of thermochemical values in which corrections for
the approximations are included. When the frequencies are

J. Phys. Org. Chem. 2008, 21 833–843 Copyright � 2008 John W

sufficiently similar the corrections for the approximations will be
the same independently of the source of the frequencies, and
consequently it is sufficient to compare the model frequencies
with ab initio frequencies The most significant part of the model
calculations is the last step where it is tested whether the linear
combinations of frequency distributions do in fact leads to
additivity of those thermochemical functions which depend on
the molecular frequencies. Thus this step tests whether the
required mathematical relationships are obtained.
It is relatively easy to find a GFD for the methylene group since


a long-chained linear alkane will have a MFD which is nearly
determined by the methylene groups alone. In octadecane
there are a total of 162 normal modes: 33 frequencies with
10.2 cm�1� ~n� 534.4 cm�1, 91 with 743.7 cm�1� ~n� 1576.0 cm�1


and 38 with 3072.4 cm�1� ~n. For the methylene group the
ratio of frequencies in the same regions are 2, 5 and 2. The
methylene GFD was generated by keeping the value at 0 for
~n� 10.1 cm�1, 2/9 for 534.5 cm�1� ~n� 743.6 cm�1 and 7/9 for
1576.1 cm�1� ~n� 3072.4 cm�1. The points in the octadecane
MFD were subsequently linearly fitted to the endpoints and a
linear interpolation was used to calculate the function for every
0.1 cm�1.
The combination of the methylene GFD with the MFDs of the


lowest homologues is illustrated in Fig. 4. Figure 4 (panel A) shows
the low region (~n� 1200 cm�1) of the MFD from ethanol together
with the distributions obtained for three higher homologues by
addition of the methylene GFD one, three and five times. The
resultant normalized functions are models for the MFDs of
propanol, pentanol and heptanol. When the number of
frequencies in a molecule is known, the frequencies can be
determined from the MFD as described in the Appendix and as
indicated by the dashed lines in Fig. 4A. Ethanol has eight
frequencies below 1200 cm�1 and the three higher homologues
have 11, 19 and 27. The figure illustrates how as expected, the
repeated addition of the methylene GFD necessarily leads to
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Figure 4. (A) Cumulative molecular frequency distribution for ethanol and model distributions for propanol, pentanol and heptanol. The dashed lines
illustrate how the frequencies are determined from the distributions. (B) Comparison of the frequencies found from the distributions in A and frequencies


from ab initio calculation. The full lines are drawn with a slope of 1
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frequencies at progressively lower wavenumbers. Figure 4
(panel B) shows a comparison between the model frequencies
found from the MFDs and the frequencies from ab initio
calculations of propanol, pentanol and heptanol. For ethanol
itself the chosen procedure for finding the frequencies from the
MFD ensures that the original ab initio frequencies are recovered
except for the rounding error to the nearest 0.1 cm�1. For the
higher homologues the agreement between the ab initio and the
model frequencies is very satisfactory. The points on the figures in
panel B are spread around the line drawn with a slope of
one. Similar calculations were done for all compounds in the
11 homologous series in Table S1, and the model and ab initio

Figure 5. (a) The difference in the vibrational heat capacity (T¼ 300 K) cal


Cvib(model). (b) The relative error on the vibrational heat capacity values


J. Phys. Org. Chem. 2008, 21 833–843 Copyright � 2008 John W

frequencies for the 126 molecules are available in the
Supplementary Material.
In estimating the difference between the ab initio results


and the results of the model calculation, the 11 molecules in
the first row are excluded. For the remaining 115 molecules
the absolute value of the relative error on the frequencies is
3.2%. This satisfactory calculation of molecular frequencies for
the homologous series provides further confirmation of
the central hypothesis. However, it is also important to show
that this leads to consistent and correct values of the
thermochemical functions. That this is indeed the case is shown
below.

culated from ab initio frequencies, Cvib(a.i.) or from model frequencies
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Figure 5(a) shows the difference between the heat capacities of
the 126 compounds in Table 1 calculated from the ab initio
frequencies and from the model frequencies. The temperature
chosen is 300 K at which a relatively small number of frequencies
at low wavenumbers contribute very significantly to the heat
capacity, and which consequently is a stricter test of the model
frequencies than heat capacities calculated at a higher
temperature. The error on the heat capacity values is between
�1 and 3 J K�1mol�1 and a small systematic increase with the
chain length is observed. The relative error on the heat capacities
at 300 K is shown in Fig. 5(b) and for most of the molecules the
relative error of less than 1%. Comparison with the data in the
NIST Computational Chemistry Comparison and Benchmark
database[27] indicate that the differences for the frequencies
obtained here between model calculations and ab initio results
are within the differences between ab initio calculations with
different methods or basis sets.
The points from the various homologous series in Fig. 5(a), (b)


show a systematic increase with the chain length in the difference
between the ab initio frequencies and the model frequencies.
This difference appears to depend very little on the homologous
series and can consequently be eliminated by adjusting the GFD
for the methylene group.
As illustrated in Fig. 4 the discrete levels in the MFD of the


lowest homologues are partially repeated in the MFDs of the
higher homologues. Better frequencies of the higher homol-
ogues could undoubtedly be generated with a continuous
function for the MFDs of the lowest homologues but how this
continuous function is best generated will require further model
calculations. The satisfactory agreement between calculations of
heat capacities from the model frequencies and from ab initio
frequencies is a further argument in support of the central
hypothesis.
The central part of the hypothesis is formulated in Eqns (A1)


and (A2). Ideally a test should be based on several GFDs and so far
it has only been possible to estimate a GFD for the methylene
group. However, the correct mathematical relationship between

Figure 6. Methylene group additivity values: gCi ðTÞ from 11 different model c
for C–(H)2(C)2
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frequency distributions and additivity of the thermochemical
values can nonetheless be tested as described in the Appendix
and expressed in Eqn (A7). The test of this equation is the last step
in the model calculations and was done as follows: the values for
ln[qvib(T)], Evib(T) and Cvib(T), were calculated for the 11 lowest
homologues that is the compounds in the first row of Table 1
from their ab initio frequencies. Subsequently the values of the
same functions were calculated from the model frequencies of
the 11 homologues with one C—(H)2(C)2 group. The ln[qvib(T)],
Evib(T) and Cvib(T) functions were determined in steps of 1 K in
the temperature interval 1–1500 K. In the last step, the methylene
group additivity values gln qvCH2


ðTÞ, gECH2ðTÞ and gCCH2ðTÞ values were
determined according to Eqn (A7) by subtraction of the values for
the 11 different lower homologues from those of the 11 higher
homologues.
This gives 11 different estimates of the group additivity values


gln qvCH2
ðTÞ, gECH2ðTÞ and gCCH2ðTÞ in the chosen temperature interval.


These results are shown in Figs S3, S4 and 6. It is remarkable that
the 11 different estimates of all three functions in the whole
temperature interval are indistinguishable. For the heat capacity
group additivity values, it is possible to compare with the values
used for the C—(H)2(C)2 group in the NIST database.[28] These are
shown as the point in Fig. 6. The agreement with the results based
on the model calculations is satisfactory, in particular considering
that themethylene GFD (fCH2ð~nÞ) used in themodel calculations is
based on unscaled frequencies. It is a very strong argument in
favour of the central hypothesis that the addition of the
methylene GFD to anyMFD is proven to give consistent values for
gln qvCH2


ðTÞ, gECH2ðTÞ and gCCH2ðTÞ in a wide temperature interval as
well as a constant contribution to the zero-point energy.
In the model calculations the additivity of the heat capacity


appears to extend to much lower temperatures than what is
found when Benson schemes are constructed from experimental
values. Several things may contribute to this difference, in
particular the MFDs which have been used in the model
calculations are based on a single conformer. Since the relative
concentrations of the different conformers will depend on the

alculations. The points are the group additivity values from Reference [18]
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temperature the additivity observed at low temperatures in the
model calculations cannot be expected for experimental heat
capacities. The harmonic oscillator stiff rotor approximation will
also give the largest deviations when the thermochemical value is
most dependent on the lowest frequencies.

CONCLUSIONS


The compounds chosen for this study include such a variety of
functional groups that their frequency distributions are repre-
sentative for wider selections of organic compounds. Thus the
effect of an additional methylene group on their frequency
distribution must be a general effect of that group.
The hypothesis which has been tested states that MFDs are


linearly dependent on group distributions, and this leads directly
to the required group additivity of the zero-point energy.
However, it must also be shown to lead to group additivity of the
vibrational excitation energy and the heat capacity. The model
calculations show that this is indeed the case. Thus the
hypothesis is confirmed by a number of observations: (1) it is
shown that a methylene group contributes linearly to the
zero-point energy and that this linearity is not a consequence of
the two high C—H stretch frequencies associated with each
methylene group. (2) In agreement with the hypothesis, isomers
with the same groups have nearly identical frequency including
frequencies at low wavenumbers where spectroscopic group
frequencies are absent. (3) It is shown for the methylene
group that the way of calculating frequencies from linear
combinations of frequency distributions, leads to frequencies
which compares well with ab initio frequencies. (4) It is proven
that frequencies derived from the 11 combinations of 11 different
MFDs and an estimated methylene GFD leads to additivity for the
logarithm of the partition function, the vibrational excitation
energy and the heat capacity of the methylene group in a wide
temperature range, and that the result for the heat capacity are in
good agreement with experimental values. Thus the mathemat-
ical relationship expressed by Eqn (A7) is proven. This provide at
strong indication for the validity of Eqns (A1) and (A2). It must also
be mentioned that the observation of striking similarity of the
MFDs of homologous series which lead to this work in itself
supports the hypothesis.
Hitherto the foundation of Benson additivity on fundamental


molecular properties has been limited to the electronic energy as
expressed by the atoms-in-molecules theory. The validity of
Benson additivity for the heat capacity and the entropy has been
based on the consistent agreement between experimental (or
ab initio) results and the values calculated by additivity. The
analyses and hypothesis presented here shows that spectro-
scopic group frequencies are an insufficient explanation and
states that additivity is not the result of cancellation-of-errors
or some such phenomenon. The confirmation of the hypothesis
shows that the additivity of functions which depends on
molecular vibrations depends on a fundamental property of
the organic molecules. Thus it provides important support for the
validity of Benson additivity.
Since Benson additivity has also been shown to be valid for


transition states, the MFDs of transition states should also be
linear functions of GFDs.[6–12] This is the subject of a forthcoming
publication.

J. Phys. Org. Chem. 2008, 21 833–843 Copyright � 2008 John W

COMPUTATIONAL METHODS


Frequencies were calculated with the Gaussian 03 programmes at
the MP2(FC)/6-31G* level.[29] For all the compounds an all
anti-conformation of the aliphatic chain was used. All other
calculations were done with Mathematica version 5.2 or 6.0

SUPPLEMENTARY MATERIAL


In Table S1 the 126 compounds from 11 homologous series
included in the study are listed. Figures S1 and S2 are Plots of the
zero-point energy of the 126 compounds in the regions
600 cm�1<~n� 2000 cm�1 and ~n< 600 cm�1 shown as a func-
tion of the number of CH2-groups. Figures S3 and S4 show the
methylene group additivity values gln qvCH2


ðTÞ and gECH2ðTÞ from
11 different model calculations. Ab initio and model frequencies
for the 126 compounds listed in Table S1 are provided as are the
ab initio frequencies for the four isomeric dodecenes in Table 2.
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APPENDIX


The hypothesis suggested here for the additivity of the
vibrational excitation energy, the vibrational heat capacity and
the logarithm of the vibrational partition function can be
formulated as follows:
The cumulative group frequency distributions (GFDs): f1ð~nÞ,


f2ð~nÞ, . . ., fið~nÞ are continuous functions for 0<~n� ~nmax with
fi(0)¼ 0, all with a maximum at fið~nmaxÞ¼ 1 and with ~nmax�
4000 cm�1.
From these functions the cumulative molecular frequency


distributions (MFDs) can be constructed by linear combinations:


F1ð~nÞ ¼ 1


k1


X
i


n1;iwifið~nÞ


F2ð~nÞ ¼ 1


k2


X
i


n2;iwifið~nÞ


:


:


Fjð~nÞ ¼ 1


kj


X
i


nj;iwifið~nÞ


(A1)


nj,i refer to the number of ith groups in the jth molecule and wi is
the number of frequencies in the ith group. 1/kj are normalization
factors which are given by


k1 ¼ n1;1w1 þ n1;2w2 þ . . . þ n1;iwi


k2 ¼ n2;1w1 þ n2;2w2 þ . . . þ n2;iwi


:


:


kj ¼ nj;1w1 þ nj;2w2 þ . . . þ nj;iwi


The frequencies of the molecules are sets A1, A2, . . ., Aj of
lengths given by kj which is equal to 3Nj� 6, where Nj is the
number of atoms in the jth molecule. In the model calculation it
has been used that when the lengths of the sets are known, the
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elements (i.e. the frequencies) can be calculated from the
cumulative MFDs F1ð~nÞ, F2ð~nÞ, . . ., Fjð~nÞ. The procedure is
equivalent to a quantile analysis where the inverse of the
cumulative distribution function (the probability distribution) is
used. kj fractions between 1/(2kj) and 1� 1/(2kj) are found on the
ordinate of the MFD and the frequencies are then determined
from the function. The procedure is illustrated by the dashed lines
in Fig. 4.
As outlined in the main text, the sum zj of the elements in the


set Aj can then be calculated from:


zj ¼ nj;1w1 < ~v1 > þ nj;2w2 < ~v2 > þ . . . þ nj;iwi < ~vi >


where <~ni> is the mean of the GFD functions: < @½fið~nÞ�=@~v > in
the interval 0<~n� ~nmax. The zero-point energy of jth molecule is
equal to zj multiplied by the constant: hc/2kB.
Additivity of a thermochemical property requires that when


the associated function X(~n,T) is mapped on the sets A1, A2, . . ., Aj


the sums for all the sets can be written as


Xl¼ k1


l¼ 1


Xð~nl 2 A1; TÞ ¼ n1;1g
X
1ðTÞ þ n1;2g


X
2ðTÞ þ ::: þ n1;ig


X
i ðTÞ


Xl¼ k2


l¼ 1


Xð~nl 2 A2; TÞ ¼ n2;1g
X
1ðTÞ þ n2;2g


X
2ðTÞ þ ::: þ n2;ig


X
i ðTÞ


:


:


Xl¼ kj


l¼ 1


Xð~nl 2 Aj; TÞ ¼ nj;1g
X
1ðTÞ þ nj;2g


X
2ðTÞ þ ::: þ nj;ig


X
i ðTÞ


(A2)


where ~nl refer to the elements in the sets Aj and gXi ðTÞ is the group
additivity value for the X-property of the ith group. The
coefficients nj,i in Eqns (A1) and (A2) are identical. In the present
work X(~n,T) is either the logarithm of the vibrational partition
function (Eqn (A3)), the vibrational excitation energy function
(Eqn (A4)) or the vibrational heat capacity function (Eqn (A5)), and
the coefficients gXi ðTÞ are the group additivity values for the
logarithm of the vibrational partition function gln qvCH2


ðTÞ, the
vibrational excitation energy gEi ðTÞ or the vibrational heat
capacity gCi ðTÞ.


ln½qvibð~v; TÞ� ¼ lnf1=½1� expð�hc~v=kBTÞ�g (A3)


E�vibð~v; TÞ ¼ NAkBhc~v=½expðhc~v=kBTÞ � 1� (A4)


Cvibð~v; TÞ ¼ NAkBðhc~v=kBTÞ2 expðhc~v=kBTÞ
=½expðhc~v=kBTÞ � 1�2


(A5)


The procedure described under ‘Model calculations’ for testing
the consistency of this way of finding thermochemical
parameters is based on Eqn (A2) which for two homologues
reduces to Eqn 6, where XM and XMþCH2 are the values of a
thermochemical property for a molecule and its higher
homologue:


XMðTÞ ¼
XkM
l¼ 1


Xð~nl 2 AM; TÞ (A6a)


XMþCH2ðTÞ ¼
XkM þ 9


l ¼ 1


Xð~nl 2 AM þCH2 ; TÞ (A6b)
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GROUP ADDITIVITY

XM was found from the set of frequencies AM obtained from the
ab initio calculations. For the higher homologue the set of
frequencies AMþCH2 were found from the weighted sum of
frequency distributions ½kMFMð~nÞ þ 9fCH2ð~nÞ�=ðkM þ 9Þ, where
kM is the number of normal modes for the lower homologue and
fCH2ð~nÞ is the GFD of a methylene group derived from the
octadecane frequencies. The group additivity value gXCH2ðTÞ for a
methylene group was subsequently calculated from the

J. Phys. Org. Chem. 2008, 21 833–843 Copyright � 2008 John W

following equation:


gXCH2
ðTÞ ¼ XMþCH2ðTÞ � XMðTÞ (A7a)


¼
XkM þ 9


l ¼ 1


Xð~nl 2 AM þ CH2 ; TÞ �
XkM
l ¼ 1


Xð~nl 2 AM; TÞ (A7b)
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Ru(III), Os(VIII), Pd(II) and Pt(IV) catalysed
oxidation of glycyl–glycine by sodium
N-chloro-p-toluenesulfonamide: comparative
mechanistic aspects and kinetic modelling
R. V. Jagadeesha and Puttaswamya*

The Ru(III)/Os(VIII)/Pd(II)/Pt(IV)-catalysed kinetics o

J. Phys. Or

f oxidation of glycyl–glycine (Gly-Gly) by sodium N-chloro-p-
toluenesulfonamide (chloramine-T; CAT) in NaOH medium has been investigated at 308K. The stoichiometry and
oxidation products in each case were found to be the same but their kinetic patterns observed are different.
Under comparable experimental conditions, the oxidation-kinetics and mechanistic behaviour of Gly-Gly with CAT
in NaOH medium is different for each catalyst and obeys the underlying rate laws:


Rate¼ k [CAT]t [Gly-Gly]
0 [Ru(III)][OHS]x


Rate¼ k [CAT]t[Gly-Gly]
x [Os(VIII)]y[OHS]z


Rate¼ k [CAT]t[Gly-Gly]
x [Pd(II)][OHS]y


Rate¼ k [CAT]t[Gly-Gly]
0 [Pt(IV)]x[OHS]y


Here, Ts¼CH3C6H4SO2� and x, y, z< 1 in all the cases. The anion of CAT, CH3C6H4SO2NCl
S, has been postulated as


the common reactive oxidising species in all the cases. Under comparable experimental conditions, the relative ability
of these catalysts towards oxidation of Gly-Gly by CATare in the order: Os(VIII) > Ru(III) > Pt(IV) > Pd(II). This trendmay
be attributed to the different d-electronic configuration of the catalysts. Further, the rates of oxidation of all the four
catalysed reactions have been compared with uncatalysed reactions, under identical experimental conditions. It was
found that the catalysed reaction rates are 7- to 24-fold faster. Based on the observed experimental results, detailed
mechanistic interpretation and the related kinetic modelling have been worked out for each catalyst. Copyright �
2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The chemistry of N-haloamines is of interest due to their diverse
chemical behaviour.[1] These compounds resemble hypohalites in
their oxidative behaviour and they are more stable than
hypohalites.[2,3] Consequently, these compounds react with a
wide range of functional groups and effect a variety of molecular
changes.[1] The prominent member of this class of compounds
is sodium N-chloro-4-methylbenzenesulfonamide, commonly
known as chloramine-T (p-CH3C6H4SO2NClNa�3H2O and abbre-
viated as CAT). Mechanistic aspects of many of its reactions have
been well documented.[1,4–6] However, a very little information is
available in the literature on CAT reactions with dipeptides.
Dipeptides are useful biomaterials in many biological,


pharmaceutical, analytical and synthetic applications. Glycyl–
Glycine (Gly-Gly) is the first member of the dipeptide series and
a review of literature reveals that there are many reports on
the kinetics of its hydrolysis.[7,8] It has also been oxidised by
manganese-(III),[9] bromamine-T,[10] bromamine-B[11] in acid
medium. However, literature survey revealed that there are no
efforts being made from the kinetic and mechanistic viewpoints
on the oxidation of Gly-Gly by N-haloamines in alkaline medium.
Hence, there was a need for understanding the oxidation
mechanism of this dipeptide in alkaline medium, so that this

g. Chem. 2008, 21 844–858 Copyright �

study is expected to throw some light on the mechanism of
metabolic conversion of Gly-Gly in the biological systems. Hence,
the present kinetic study gives an impetus, as the Gly-Gly is a
biologically important substrate. Also, no one has examined the
role of platinum group metal ions as catalysts in N-haloamine
oxidation of Gly-Gly.
The studies on the use of platinum group metal ions, either


alone or binary mixtures, as catalysts in many redox reactions,
have been gaining interest.[12] Common platinum group metal
ions employed in homogeneous catalysis involving redox
reactions are Ruthenium (III) chloride (Ru(III)), Osmium(VIII) oxide
(Os(VIII)), Palladium(II) chloride (Pd(II)), Platinum(IV) chloride
(Pt(IV)), Iridium(III) chloride (Ir(III)) and Rhodium(III) chloride
(Rh(III)). The mechanisms of these catalysis are quite complicated
due to the formation of different intermediate complexes, free
radicals and differing oxidising states of these catalysts.[13,14]

2008 John Wiley & Sons, Ltd.
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Although many complexes of these metal ions with various
organic and inorganic substances have been reported, an
extensive literature survey reveals the absence of comprehensive
studies on the oxidation-kinetics and mechanism of dipeptides
by any of these catalysts. Consequently, such studies provide an
insight into the interaction of metal ions with the substrate in
biological systems.
This background instigated us to carry out the title reaction in


order to interpret the mechanism and to understand the catalytic
redox chemistry of Gly-Gly in the presence of platinum group
metal ions. Preliminary experimental results revealed that the
reactions of Gly-Gly with CAT in alkaline medium without a
catalyst were sluggish, but the reactions become facile in the
presence of a micro quantity of platinum group metal ions
like Ru(III), Os(VIII), Pd(II) and Pt(IV). The main objectives of the
present investigation are to: (i) elucidate plausible mechanisms,
(ii) deduce appropriate rate laws, (iii) ascertain the various
reactive species, (iv) assess the relative rates of catalysts, (v)
understand the catalytic redox chemistry of Gly-Gly in the
presence of platinum group metal ions, (vi) find the catalytic
efficiency of catalysts and (vii) compare the reactivity with that
under uncatalysed oxidation.
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EXPERIMENTAL


Materials


Chloramine-T (Merck) was purified by the method of Morris
et al.[3] An aqueous solution of CAT was prepared, standardised
iodometrically and stored in amber coloured, stoppered bottles
to prevent photochemical deterioration.[3] The concentration of
stock solutions was periodically determined. Chromatographi-
cally pure Gly-Gly (Merck) was used as received. Aqueous
solutions of desired strength were prepared whenever required.
Ruthenium trichloride (Merck), palladium chloride (Arora-
Matthey) and platinum chloride (SD Fine Chem Ltd.) solutions
were prepared in 20mM HCl while osmium tetroxide (BDH) was
prepared in 20mMNaOH. Allowance for the amount of acid/alkali
present in the catalyst solutions was made while preparing the
reaction mixtures for kinetic runs. The ionic strength of the
system was maintained constant at a high value (0.3mol dm�3)
using a concentrated solution of NaClO4 in order to swamp the
reaction wherever the effect is noticed. The permittivity of the
reaction mixture was altered by the addition of methanol in
varying proportions (v/v), and the values of the dielectric
constant of water–methanol mixtures as reported in the
literature[15] were employed. Solvent isotope studies were made
in D2O (99.4% purity) supplied by Bhabha Atomic Research
Center, Mumbai, India. Reagent grade chemicals and doubly
distilled water were used throughout. UV-3101 PC UV–Vis-NIR
Scanning Spectrophotometer was used for studying the
formation of various complexes. Regression analysis of the
experimental data was carried out on an fx-100W scientific
calculator to obtain the regression coefficient, r.


Kinetic measurements


The reactions were carried out under pseudo-first-order
conditions ([substrate]0� [oxidant]0) at constant temperature
in glass-stoppered Pyrex boiling tubes coated black on outside

J. Phys. Org. Chem. 2008, 21 844–858 Copyright � 2008 John W

surface to eliminate any photochemical effects. The oxidant and
requisite amount of substrate, NaOH, Ru(III)/Os(VIII)/Pd(II)/Pt(IV)
catalyst, NaClO4 (wherever mentioned) solutions and water (to
keep the total volume constant for all runs), were taken in the
tube and thermostatted at 308 K until thermal equilibrium was
attained. A measured amount of CAT solution, which was also
thermostatted at the same temperature, was rapidly added to the
mixture and was shaken intermittently for uniform concentration.
The progress of the reaction was monitored by iodometric
determination of unreacted CAT in 5ml of aliquots of the reaction
mixture withdrawn at different time intervals. The course of
the reaction was studied for more than two half-lives. The
pseudo-first-order rate constants (k0 s�1) calculated from the
linear plots of log [CAT] versus time were reproducible within
�3–5%.


Stoichiometry


Different ratios of CAT to Gly-Gly in the presence of
1.0� 10�2mol dm�3 NaOH and 1.0� 10�5mol dm�3 catalyst
were equilibrated at 308 K for 24 h. The unreacted oxidant in the
reaction mixture was determined iodometrically. The analysis
showed that onemole of Gly-Gly reacts with twomoles of oxidant
for all the catalysed reactions, confirming to the following
stoichiometry:


NH2CH2CONHCH2COOHþ 2TsNClNaþ 3H2O ! 2HCHOþ 2CO2


þ 2NH3 þ 2TsNH2 þ 2Naþ þ 2Cl�


(1)


where Ts¼CH3C6H4SO2.


Product analysis


The reaction mixtures (1mol of Gly-Gly and 2moles of CAT in the
presence of 1.0� 10�2 and 1.0� 10�5mol dm�3 catalyst) were
allowed to progress for 2–3 h under stirred condition at 35 8C.
After completion of the reaction (monitored by TLC), the reaction
products were extracted with ether. Formaldehyde and
p-toluenesulfonamide (PTS) are identified as the main oxidation
product of Gly-Gly and reduction product of CAT, respectively.
Evaporation of the ether layer was followed by column
chromatography on silica gel (60–200 mesh) using gradient
elution (from dichloromethane to chloroform). After initial
separation, the products were further purified by recrystalisation.
Formaldehyde, the oxidation product of Gly-Gly was detected


by spot tests[16] and estimated as its 2,4-DNP derivative.[17] The
amount of formaldehyde was calculated from the weight of
hydrazone formed in the presence of each catalyst and the yield
of the formaldehyde was found to be 75–80%. Further, the
melting point of the 2,4-DNP derivative of formaldehyde was
found to be 165 8C (Lit. m.p. 166 8C). It was also observed that
formaldehyde does not undergo further oxidation under the
prevailing kinetic conditions.
The reduction product of CAT, PTS (TsNH2), was detected by


TLC.[18] It was further confirmed by its melting point of 139 8C (Lit
m.p. 137–140 8C). Further, PTS has been quantitatively esti-
mated[17] by its reaction with xanthydrol to yield the correspond-
ing N-xanthyl-p-toluenesulfonamide. In a typical experiment,
equal quantities of separated PTS and xanthydrol (0.20 g) were
dissolved in 10ml of glacial acetic acid. The reaction mixture was
stirred for 3min at laboratory temperature and allowed to stand
for 90min. The derivative was filtered, recrystalised with dioxane/

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


4
5







Table 1. Effect of varying reactant concentrations on the reaction rate at 308 K


103 [CAT]0 (mol dm�3) 102 [Gly-Gly]0 (mol dm�3)


104 k
0
(s�1)


Ru(III) Os(VIII) Pd(II) Pt(IV)


0.20 1.00 5.69 10.11 3.16 4.20
0.50 1.00 5.74 9.98 3.10 4.29
1.00 1.00 5.78 10.0 3.12 4.26
2.00 1.00 5.70 10.1 3.00 4.21
4.00 1.00 5.81 10.0 3.20 4.30
1.00 0.50 5.70 7.41 2.14 4.21
1.00 1.00 5.78 10.0 3.12 4.26
1.00 2.00 5.71 14.1 4.46 4.20
1.00 3.00 5.80 17.40 5.51 4.19
1.00 4.00 5.79 20.1 6.56 4.30


[NaOH]¼ 1.00� 10�2mol dm�3; [catalyst]¼ 1.00� 10�5mol dm�3; I¼ 0.30mol dm�3 (in case of Ru(III) catalysis).
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water (3:1) and dried at room temperature. This was weighed and
the recovery of PTS in all the cases is found to be 80–85%. The
liberated CO2 and NH3 were identified by conventional lime water
and Nessler’s reagent tests, respectively.

RESULTS


Kinetic orders


The kinetics of oxidation of Gly-Gly by CAT was investigated at
several initial concentrations of the reactants in NaOHmedium in
the presence of Ru(III), Os(VIII), Pd(II) and Pt(IV) catalysts at 308 K
under identical experimental conditions. Despite the fact that the
stoichiometry and oxidation products were same in all the
catalysed reactions, the oxidation kinetic behaviour was different.
All the reactions were carried out under pseudo-first-order
conditions, wherein [Gly-Gly]0� [CAT]0.
Under the pseudo-first-order conditions of [Gly-Gly]0� [CAT]0,


with other reaction conditions remaining constant, the order in
[CAT]0 was found to be unity in all the four catalysed reactions, as

Table 2. Effect of varying NaOH and catalyst concentrations on t


102 [NaOH] (mol dm�3) 105 [catalyst] (mol dm�3)


0.20 1.00
0.50 1.00
1.00 1.00
2.00 1.00
4.00 1.00
1.00 0.20
1.00 0.50
1.00 1.00
1.00 2.00
1.00 4.00


[CAT]0¼ 1.00� 10�3mol dm�3; [Gly-Gly]0¼ 1.00� 10�2mol dm�3;
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indicated by the linearity of the plots of log [CAT] versus time
(r> 0.9948). Further, the linearity of these plots with constancy of
the slopes obtained at various [CAT]0 indicated a first-order
dependence of the reaction rate on [CAT]0. The pseudo-
first-order rate constants (k


0
) obtained are given in Table 1.


Under the same experimental conditions, the rate of the reaction
increased in [Gly-Gly]0 (Table 1) for Os(VIII)- and Pd(II)-catalysed
reactions and plots of log k


0
versus log [Gly-Gly] were found to be


linear (r> 0.9925) with fractional slopes of 0.47 and 0.54,
respectively, indicating a fractional-order dependence on
[Gly-Gly]0 in both cases. Further, the intercepts of the plots of
k
0
versus [Gly-Gly]0 in these cases were linear (r> 0.9889) which


confirmed a fractional-order dependence of rate on [Gly-Gly]0 in
both the reactions. But the orders in [Gly-Gly]0 were found to be
zero in case of Ru(III) and Pt(IV) catalysis (Table 1).
The rate of the reaction increased with increasing [NaOH]


(Table 2) in all the cases. The log–log plots of rate versus [NaOH]
(r> 0.9901) showed that the orders in [OH�] were less than unity
(0.37–0.73), indicating a fractional-order dependence of rate on
[OH�] in all the four catalysed reactions. The reaction rate
increases with the increase in [Ru(III)] and [Pd(II)] and log–log

he reaction rate at 308 K


104 k
0
(s�1)


Ru(III) Os(VIII) Pd(II) Pt(IV)


2.41 5.42 1.06 2.26
4.00 7.61 2.01 3.17
5.76 10.0 3.12 4.26
8.41 13.6 5.76 5.47


12.2. 17.7 9.01 7.06
1.14 3.00 0.74 1.16
2.86 6.10 1.47 2.51
5.76 10.00 3.12 4.26


11.6 17.7 6.41 7.67
23.2 29.6 12.61 14.0


I¼ 0.30mol dm�3 (in case of Ru(III) catalysis).
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Figure 1. Plot of log k
0
versus I1/2


Figure 2. Plots of log k
0
versus 1/D
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plots of rate versus [catalyst] were found to be linear (r> 0.9905)
with a slope of unity, indicating a first-order dependence of rate
on [Ru(III)] and [Pd(II)]. Whereas in case of [Os(VIII)] and [Pt(IV)]
catalysis, such plots were linear (r> 0.9965) with slopes less than
unity (0.80–0.85), indicating fractional-order kinetics in [Os(VIII)]
and [Pt(IV)]. All these results are recorded in Table 2.
Addition of PTS to the reactionmixture retards the rate in Pt(IV)


catalysis and the rate constants at 4.0, 8.0, 14.0 and 20.0� 10�4


[PTS]mol dm�3 were 4.26, 3.80, 2.92 and 2.45� 10�4 s�1,
respectively. Further, a plot of log k


0
versus log [PTS] was linear


(r¼ 0.9899) with a negative slope of 0.25, indicating a negative
fractional-order dependence of the rate on [PTS]. It also indicates
that PTS is involved in a fast pre-equilibrium to the rate-limiting
step in the proposed scheme for the Pt(IV) catalysis. But the rate
was unaffected by the addition of PTS in other catalysed reactions
and it signifies that the PTS is not involved in any step prior to the
rate-limiting step in the schemes proposed.
An increase in ionic strength of a reaction system by the


addition of NaClO4 decreased the rate of the reaction and the rate
constants at 0.1, 0.2, 0.3, 0.4 and 0.5mol dm�3 ionic strength were
12.8, 8.11, 5.76, 4.21 and 3.11� 10�4 s�1, respectively, in case of
Ru(III) catalysis. Further, a plot of log k


0
versus I1/2 gave a straight


line (Fig. 1; r¼ 0.9926) with a negative slope of 1.5. But variation of
ionic strength showed negligible effect on the rate of the reaction

Table 3. Effect of varying dielectric constant of the medium on t


% MeOH (v/v) D Ru(III)


0 76.73 5.76
10 72.37 6.81
20 67.48 9.00
30 62.71 12.01


[CAT]0¼ 1.00� 10�3moldm�3; [Gly-Gly]0¼ 1.00� 10�2mol dm�3; [N
I¼ 0.30mol dm�3 (in case of Ru(III) catalysis).
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in other catalysed reactions. Hence, only in case of Ru(III)-
catalysed reaction, the ionic strength of the medium was
maintained at a constant concentration of 0.30mol dm�3 of
NaClO4 for kinetic runs in order to swamp the reaction.
The effect of dielectric constant of the medium on the reaction


rate was studied by adding methanol (0–30% v/v) to the reaction
mixture, while keeping other experimental conditions constant.
The rates were found to increase with increase in MeOH content
in case of Ru(III)- and Os(VIII)-catalysed reactions and the plots of
log k


0
versus 1/D were linear (Fig. 2; r> 0.9979) with positive


slopes. But in the case of Pd(II) catalysis, the slope of such a plot
was negative (Fig. 2; r¼ 0.9990). However, negligible influence of
variation of dielectric constant on the rate was observed in case
of Pt(IV) catalysis. All these results were recorded in Table 3.
The rate remained constant with the addition of Cl� or Br� ions in

he reaction rate at 308 K


104 k
0
(s�1)


Os(VIII) Pd(II) Pt(IV)


10.0 3.12 4.26
12.3 2.41 4.30
15.2 1.61 4.20
20.0 1.00 4.16


aOH]¼ 1.00� 10�2mol dm�3; [catalyst]¼ 1.00� 10�5moldm�3;
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Table 4. Temperature dependence on the reaction rate and values of activation parameters for the oxidation of Gly-Gly by CAT in
the presence and absence of catalyst


Temperature (K)


104 k
0
(s�1)


Ru(III) Os(VIII) Pd(II) Pt(IV)


298 2.84 5.69 1.20 1.79 (0.11)
303 3.74 7.82 2.01 2.71 (0.22)
308 5.76 10.0 3.12 4.26 (0.41)
313 8.08 14.0 5.11 6.61 (0.81)
318 11.6 18.2 8.00 9.59 (1.41)
Ea (kJmol�1) 58.6 42.7 75.7 68.2 (108)
DH 6¼ (kJmol�1) 56.0� 0.02 39.6� 0.01 73.1� 0.02 65.3� 0.06 (106� 0.10)
DG6¼ (kJmol�1) 95.0� 0.09 93.1� 0.16 95.8� 0.2 95.0� 0.12 (101� 0.21)
DS 6¼ (J K�1mol�1) �125� 0.21 �173� 0.21 �75.3� 0.10 �96.2��0.21 (15.7� 0.41)
log A 9.69� 0.11 4.17� 0.01 9.33� 0.10 8.20� 0.01 (14� 0.09)


[CAT]0¼ 1.00� 10�3mol dm�3; [Gly-Gly]0¼ 1.00� 10�2mol dm�3; [NaOH]¼ 1.00� 10�2mol dm�3; [catalyst]¼ 1.00� 10�5mol dm�3;
I¼ 0.30mol dm�3 (in case of Ru(III) catalysis).
Values in the parentheses refer to oxidation of Gly-Gly by CAT in the absence of catalyst. Experimental conditions are the same as in
footnote without catalyst.
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the form of NaCl or NaBr (1.0� 10�2–5.0� 10�2mol dm�3). As a
dependence of the rate on hydroxyl ion concentration was noted,
solvent isotope studies were made using D2O for all the four
catalysed reactions. Studies of the reaction rate in D2O medium
for Ru(III)-, Os(VIII)-, Pd(II)- and Pt(IV)-catalysed reactions revealed
that k


0
(H2O)was equal to 5.70� 10�4, 10.0� 10�4, 3.12� 10�4


and 4.26� 10�4 s�1, and k
0
(D2O) was 6.7.0� 10�4, 11.2� 10�4,


3.85� 10�4 and 4.85� 10�4 s�1, respectively. The solvent isotope
effect, k


0
(H2O)/k


0
(D2O) was found to be 0.88, 0.89, 0.81 and 0.88 for


the four cases.
The reaction was studied at different temperatures (298–


318 K), keeping other experimental conditions constant. From the
linear Arrhenius plots of log k


0
versus 1/T (r> 0.9904), values of


activation parameters for the overall reaction were evaluated
(Table 4). The addition of the reaction mixtures to aqueous
acrylamide monomer solutions did not initiate polymerisation,
indicating the absence of in situ formation of free radical species
in the reaction sequence. The control experiments were also
performed under the same reaction conditions but without the
oxidant, CAT.


DISCUSSION


Chloramine-T acts as an oxidising agent in both acidic and
alkaline solutions. The oxidation potential of CAT-PTS redox
couple varies[19] with the pH of the medium, having values of
1.139 V at pH 0.65, 0.778 V at pH 7.0 and 0.614 V at pH 9.7.
Chloramine-T behaves like a strong electrolyte[2] in aqueous
solutions, and depending on the pH of the medium, it furnishes
different equilibria in solutions.[2,19–21] The possible oxidising
species in acidified CAT solutions[2,19–21] are the conjugate-free
acid TsNHCl, the dichloramine-T TsNCl2, the hypochlorous acid
HOCl and also perhaps H2O


þCl. In alkaline CAT solutions, TsNCl2
does not exist[22,23] and hence the expected reactive species are
TsNHCl, TsNCl�, HOCl and OCl�.

www.interscience.wiley.com/journal/poc Copyright � 2008

Hardy and Johnston[19] have reported the establishment of the
following equilibria in alkaline solution of CAT:


TsNCl� þ H2O Ð TsNHClþ OH� (2)


TsNHClþ H2O Ð TsNH2 þ HOCl (3)


If HOCl were to be the primary oxidising species as indicated in
Eqn (3), a first-order retardation of rate by added PTS would be
expected. However, no such effect was noticed in the present
study. If TsNHCl is the reactive species, retardation of the rate by
[OH�] is expected (Eqn (2)), which is also contrary to the
experimental observations. Hence, in the present investigation,
the rate of the reaction is accelerated by OH� ions clearly
indicates that the anion TsNCl� is themost likely oxidising species
involved in the oxidation of Gly-Gly by CAT in all the four
catalysed reactions.


Mechanism and rate law of Ru(III) catalysis


Ru(III) chloride acts as an efficient catalyst in many redox
reactions, particularly in an alkaline medium.[24–26] Under the
experimental conditions [OH�]� [Ru(III)] and the fact that [OH�]
increases the rate, ruthenium (III) is mostly present as the
hydroxylated species [Ru(H2O)5OH]


2þ and its formation in the
following equilibrium is of importance in the reaction:


½RuðH2OÞ6�
3þ þ OH� Ð ½RuðH2OÞ5OH�


2þ þ H2O (4)


Hence, the hydroxylated species [Ru(H2O)5OH]
2þ complex ion


of ruthenium(III) has been assumed to be the reactive catalysing
species. Similar equilibria have been reported between Ru(III)-
catalysed oxidation of several other substrates with various
oxidants in alkaline medium.[13,27–29]


The existence of a complex between the catalyst and oxidant
was evidenced from the UV–Vis spectra of both Ru(III) and
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Ru(III)-CATmixture, in which a shift of Ru(III) from 352.6 to 338 nm
was observed, indicating the formation of a complex (Fig. 3). Such
type of oxidant–catalyst complex formation has also been
reported in other studies.[30,31]


Further, for a general equilibrium


Mþ nS Ð
K
ðMSnÞ (5)


between two metal species, M and MSn having different
extinction coefficients, Ardon[32] has derived the following:


1


DA
¼ 1


½S�nf1=DE½MTotal�Kg
þ 1


DE½MTotal�
(6)


where K is the formation constant of the complex, [S] is the
concentration of CAT, DE is the difference in extinction coefficient
between two metal species, [M]Total is the total concentration of
metal species and DA is the absorbance difference of solution
containing no S and one that contains a certain concentration of
S represented by [S]. Equation (6) is valid provided that [S] is so
much greater than [M]Total that the amount of S tied up in the
complex is negligible or it is subtracted from the initial
concentration of S. According to Eqn (6), a plot of 1/DA versus
1/[S] or 1/[S]2 should be linear with an intercept in case of 1:1 or
1:2 type of complex formation between M and S. The ratio of
intercept to slope of this linear plot gives the value of K.
Ruthenium (III) in NaOH medium containing CAT showed an


absorption peak at 338 nm (lmax for the complex). The complex
formation studies were made at this lmax of 338 nm. In a set
of experiments, the solutions were prepared by taking
different amounts of CAT (2.0� 10�4–4.0� 10�3mol dm�3) at
constant amounts of RuCl3 (1.0� 10�5mol dm�3) and NaOH
(1.0� 10�2mol dm�3) at 308 K. The absorbance of these
solutions was measured at 338 nm. The absorbance of the
solution in the absence of CAT was also measured at
the same wavelength. The difference of these absorbances (with
and without CAT) gives the differential absorbance, DA. A plot of
1/DA versus 1/[CAT] was linear (r¼ 0.9944) with an intercept
suggesting the formation of a 1:1 complex between CAT and
Ru(III) catalyst. Similar type of behaviour for the formation of
complex has been reported in earlier works.[18,32,33] Further, the

Figure 3. UV–Vis spectra of (A) CAT, (B) Ru(III) and (C) CATþ Ru(III) in NaOH
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plot of log (1/DA) versus log (1/[CAT]) was also linear (r¼ 0.9801)
and from the slope and intercept of the plot of 1/DA versus 1/
[CAT], the value of the formation constant, K, of the complex was
deduced; it was found to be 6.06� 102.
In view of the above facts, a detailed mechanism for


Ru(III)-catalysed oxidation of Gly-Gly by CAT in alkaline medium
is shown in Scheme 1.
The total concentration of CAT is [CAT]t, then


½CAT�t ¼ ½TsNHCl� þ ½TsNCl�� (7)


By substituting for [TsNHCl] from equilibrium (i) of Scheme 1 in
Eqn (7) and solving for [TsNCl�], one obtains


½TsNCL�� ¼ K1½CAT�t½OH��
½H2O�þK1½OH�� (8)


From the slow and rate-determining step (rds) of Scheme 1,


Rate ¼ �d½CAT�t ¼ k2½TsNCl��½RuðIIIÞ� (9)


By substituting for [TsNCl�] from Eqn (8) into Eqn (9), the
following rate law is obtained:


Rate ¼ �d½CAT�t
dt


¼ K1K2½CAT�t½RuðIIIÞ�½OH��
½H2O� þ K1½OH�� (10)


Rate law (10) is in good agreement with the experimental
results.
Since rate¼ k


0
[CAT]t, Eqn (10) can be transformed into


k0 ¼ K1k2½RuðIIIÞ�½OH��
½H2O� þ K1½OH�� (11)


1


k0
¼ ½H2O�


K1k2½RuðIIIÞ�½OH�� þ
1


k2½RuðIIIÞ�
(12)


Based on Eqn (12), a plot of 1/k
0
versus 1 /[OH�] at constant


[CAT]0, [Gly-Gly]0, [Ru(III)] and temperature was found to be
linear (r¼ 0.9822). From the values of slope and intercept of such
a plot, the equilibrium constant (K1) and decomposition
constant (k2) were calculated and found to be 7.90� 104 and
11.1 dm3mol�1 s�1, respectively.

medium
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Scheme 1. A detailed mechanistic scheme for Ru(III)-catalysed oxidation of Gly-Gly by CAT
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The proposed mechanism and the derived rate law are
substantiated by the following experimental facts:
For a reaction involving a fast pre-equilibrium Hþ or OH� ion


transfer, the rate increases in D2O since D3O
þ and OD� are two to


three times stronger acids and stronger bases,[34–36] respectively,
than H3O


þ and OH� ions. In the present study, the observed
solvent isotope effect of k


0
(H2O)/k


0
(D2O)< 1 is due to the greater


basicity of OD� compared to OH� and is conforming to the fact.
However, the magnitude of increase of rate in D2O is small
(k


0
(H2O)/k


0
(D2O)¼ 0.88) compared to the expected value of 2 to 3


times greater, which can be attributed to the fractional-order
dependence of rate on [OH�].
The ionic strength (I) effect on the reaction rates has been


described according to the theory of Bronsted and Bjerrum,[37]


which postulates the reaction through the formation of an
activated complex. According to this theory, the effect of ionic

www.interscience.wiley.com/journal/poc Copyright � 2008

strength on the rate for a reaction involving two ions is given by
the relationship:


log k0 ¼ log k0 þ 1:02ZAZBI
1=2 (13)


Here, ZA and ZB are the valency of the ions A and B, and k and k0
are the rate constants in the presence and absence of the added
electrolyte, respectively. A plot of log k


0
against I1/2 should be


linear with a slope of 1.02 ZAZB. If ZA and ZB have similar signs, the
quantity ZAZB is positive and the rate increases with the ionic
strength, having a positive slope, while if the ions have dissimilar
charges, the quantity ZAZB is negative and the rate would
decrease with the increase in ionic strength, having a negative
slope. In the present case, a primary salt effect is observed as the
rate decreases with increase in ionic strength of medium,[37]


supporting the involvement of ions of opposite sign in the
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rate-limiting step (Scheme 1). The Debye–Huckel plot of log k
0


against I1/2 gave a straight line with a slope of�1.5. In the present
system, two positive ions and one negative ion are involved in the
rate-limiting step (Scheme 1) and the expected slope of �2 has
not been found. This may be due to the fact that the ionic
strength employed in the present investigation is beyond the
formal Debye–Huckel limiting law. Alternatively, there could be
formation of ion pairs in concentrated solutions, as suggested by
Bjerrum.[37]


In the present case, addition of methanol to the reaction
mixture increased the reaction rate. The effect of changing
solvent composition on the rate of reaction has been described in
detail in various monographs[38–44] and a plot of log k


0
versus 1/D


was linear, with a positive slope. The dependence of the rate
constant on the dielectric constant of the medium is given by the
following:


ln k0 ¼ ln k00 �
NZAZBe


2


DRTr 6¼


� �
(14)


In this equation, k00 is the rate constant in a medium of infinite
dielectric constant, ZAe and ZBe are the total charges on the ions A
and B, r6¼ is the radius of the activated complex, R, T and N have
their usual meanings. This equation predicts a linear plot of log k


0


versus 1/D with a negative slope if the charges on the ions are of
the same sign and a positive slope if they are of opposite sign. The
positive dielectric effect observed in the present study (Table 3)
clearly supports[41] the involvement of dissimilar charges in the
rate-limiting step (Scheme 1).
It was felt reasonable to compare the reactivity of CAT towards


Gly-Gly in the absence of Ru(III) catalyst, under identical
experimental conditions, in order to evaluate the catalytic
efficiency of Ru(III). The reactions were carried out at different
temperatures (298–318 K) and from the plots of log k


0
versus 1/T


(r> 0.9914), activation parameters are evaluated for the
uncatalysed reactions also (Table 4). However, the Ru(III)-
catalysed reactions were found to be about 14 times faster than
uncatalysed reactions. The activation parameters evaluated for
the catalysed and uncatalysed reactions explain the catalytic
effect on the reaction. The catalyst Ru(III) forms a complex (X) with
the oxidant, which increases the oxidising property of the oxidant

Table 5. Values of catalytic constant (KC) at different temperature


Temperature (K) Ru(III) Os(V


298 27.3 5.5
303 35.2 7.5
308 53.5 9.5
313 72.7 13
318 102 16
Ea (kJmol�1) 51.0 39
DH 6¼ (kJmol�1) 48.4� 0.01 36.7�
DG6¼ (kJmol�1) 65.5� 0.16 69.7�
DS 6¼ (J K�1mol�1) �54.6� 0.13 �106�
log A 10.3� 0.10 7.66�


[CAT]0¼ 1.00� 10�3moldm�3; [Gly-Gly]0¼ 1.00� 10�2mol dm�3; [N
I¼ 0.30mol dm�3 (in case of Ru(III) catalysis).
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than without Ru(III). Further, the catalyst Ru(III) suitably modifies
the reaction path by lowering the energy of activation (Table 4).
It has been pointed out by Moelwyn-Hughes[45] that, even in


presence of the catalyst, the uncatalysed reactions also proceed
simultaneously, so that


k1 ¼ k0 þ KC½catalyst�x (15)


Here, k1 is the observed pseudo-first-order rate constant
obtained in the presence of Ru(III) catalyst and k0 is that for the
uncatalysed reaction, KC is the catalytic constant and x is the order
of the reaction with respect to [Ru(III)]. In the present
investigation, ‘x’ value was found to be unity. Then the value
of KC is calculated using the Eqn (16):


KC ¼ k1 �
k0


½RuðIIIÞ�x (16)


The values of KC have been evaluated at different temperatures
(298–318 K) and KC was found to vary with temperature. Further, a
plot of log KC versus 1/T was linear (r¼ 0.9992) and the values of
energy of activation and other activation parameters for the
Ru(III) catalyst were computed and are summarised in Table 5.
The proposed mechanism is supported by the observed


moderate values of energy of activation and other thermodyn-
amic parameters. The fairly high positive values of the free energy
of activation and of the enthalpy of activation suggest that the
transition state is highly solvated, while fairly high negative
entropy of activation (Table 4) indicates the formation of a rigid
associated transition state. Addition of the reduction product of
CAT, PTS, did not alter the rate, indicating its non-involvement in
the pre-equilibrium with the oxidant. Similarly, addition of halide
ions has no effect on the rate indicating that there is no role for
halide ions in the reaction. All these observations support the
proposed mechanism.


Mechanism and rate law of Os (VIII) catalysis


Osmium tetroxide is known to be an efficient catalyst in the
oxidation of several organic compounds by various oxidants in
aqueous alkaline medium.[29,46–48] It has been shown that
osmium is stable in its þ8 oxidation state and exists in the

s and activation parameters calculated using KC values


KC


III) Pd(II) Pt(IV)


7 0.61 2.98
9 1.00 4.42
8 1.52 6.84
.2 2.41 10.4
.8 3.70 14.5
.2 68.2 59.8
0.06 65.5� 0.01 57� 0.1
0.14 74.5� 0.12 70.3� 0.24
0.14 �28.9� 0.10 �43.0��0.61
0.01 11.7� 0.11 10.6� 0.10


aOH]¼ 1.00� 10�2mol dm�3; [catalyst]¼ 1.00� 10�5moldm�3;
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Figure 4. UV–Vis Spectra of (A) CAT, (B) Gly-Gly and (C) CATþGly-Gly, (D) Pd(II) and (E) Pd(II)þCATþGly-Gly in NaOH medium
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following equilibria:[49–55]


OsO4 þ OH� þ H2O Ð ½OsO4ðOHÞðH2O�� (17)


½OsO4ðOHÞðH2OÞ�� þ OH� Ð ½OsO4ðOHÞ2�
2� þ H2O (18)


The complexes [OsO4(OH)(H2O)]
� and [OsO4(OH)2]


2�, which
can be reduced to [OsO2(OH)4]


2�, with octahedral geometries
are less likely to form higher coordination species with the
oxidant/substrate. It is more realistic to postulate OsO4, which has
tetrahedral geometry,[50] as the active catalyst species than can
effectively form a complex with the oxidant/substrate species.
Spectroscopic evidence for the complex formation between
CATand Gly-Gly was obtained from UV–Vis spectra of Gly-Gly, CAT
and a mixture of both (Fig. 4). Absorption maxima in alkaline
medium appear at 236 nm for Gly-Gly, 223 nm for CATand 227 nm
for a mixture of both. A bathochromic shift of 4 nm from 223 to
227 nm of CAT suggests that complexation occurs between CAT
and Gly-Gly.
Furthermore, the first-order dependence of rate on [CAT]0 and


fractional-order dependence on each of [Gly-Gly]0, [OH
�] and


[Os(VIII)] indicate that the intermediate complex formed from the
oxidant and substrate, which interacts with the catalyst. The
possible oxidising species here would be TsNCl�. In the light of
these considerations, the Gly-Gly-CAT oxidation mechanism is
formulated as given in Scheme 2 to explain all the observed
experimental results.
The total effective concentration of CAT is


½CAT�t ¼ ½TsNHCl� þ ½TsNCl�� þ ½XII� þ ½XIII� (19)


By substituting for [TsNHCl], [TsNCl�] and [XII] from steps (i), (ii)
and (iii) of Scheme 2 in Eqn (19) and solving for [XIII], we get


½XIII� ¼ K5K6K7½CAT�t½Gly� Gly�½OsðVIIIÞ�½OH��
½H2O� þ K5½OH�� þ K5K6½Gly� Gly�½OH��f1þ K7½OsðVIIIÞ�g


(20)


From the slow and rds of Scheme 2,


Rate ¼ �d½CAT�t
dt


¼ k8½XIII� (21)
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By substituting for [XIII] from Eqn (20) into Eqn (21), the
following rate law was obtained:


Rate ¼ K5K6K7k8½CAT�t½Gly� Gly�½OsðVIIIÞ�½OH��
½H2O� þ K5½OH�� þ K5K6½Gly� Gly�½OH��f1þ K7½OsðVIIIÞ�g


(22)


Since rate¼ k
0
[CAT]t, Eqn (22) can be transformed into


k0 ¼ K5K6K7K8½Gly� Gly�½OsðVIIIÞ�½OH��
½H2O� þ K5½OH�� þ K5K6½Gly� Gly�½OH��f1þ K7½OsðVIIIÞ�g


(23)


Scheme 2 and the rate law (23) are supported by the following
facts:
Solvent isotope studies show that k


0
(H2O)/k


0
(H2O)< 1. This is


generally correlated with the fact that OD� ion is a stronger base
than OH� and in base catalysed reactions, enhancement of rate
in D2O medium is expected[34–36] and the same is noticed in the
present study. In the present investigation, a plot of log k


0
versus


1/D is linear with a positive slope supporting the proposed
Scheme 2, where a positive ion and a dipole[43,56] are involved in
the rate-limiting step. The negligible influence of variation of the
ionic strength, addition of PTS and halide ions on the rate of the
reaction, and also the evaluated activation parameters are in
good agreement with the mechanism proposed and the rate law
derived.
The reactivity of CAT towards Gly-Gly in the absence of Os(VIII)


catalyst was compared with the Os(VIII)-catalysed reaction, under
identical set of experimental conditions. Rate constants revealed
that the Os(VIII)-catalysed reactions are 24-fold faster than
uncatalysed reactions (Table 4). The values of KC were determined
at different temperatures and from a plot of log KC versus 1/T
(r¼ 0.9948), values of activation parameters for Os(VIII) catalyst
were computed (Table 5).


Mechanism and rate law of Pd(II) catalysis


Palladium (II) chloride catalysis has been observed during various
redox reactions and the reactions in the presence of Pd(II)
have also shown a complex kinetics. Generally, the palladium
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Scheme 2. A detailed mechanistic scheme for Os(VIII)-catalysed oxidation of Gly-Gly by CAT
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complexes are somewhat less stable, from both kinetic and
thermodynamic sense, than their platinum analogous. It is known
to exist as different complexes in alkaline solutions[13,57–59]


and the possible Pd(II) complex species are [Pd(OH)Cl3]
2�,


[Pd(OH)2Cl2]
2� and [Pd(OH)4]


2�. The species [Pd(OH)3Cl]
2� and


[Pd(OH)4]
2� are not commonly found as they are insoluble.


Further, the rate increases with the increase in [OH�] and there
was no effect of [Cl�] on the rate of reaction which clearly rules
out [Pd(OH)Cl3]


2� as the reactive species. Hence, [Pd(OH)2Cl2]
2�


complex ion has been assumed to be the reactive species in the
present study.
UV–Vis spectral studies revealed that there is transient


existence of complex between CAT and Gly-Gly in alkaline

J. Phys. Org. Chem. 2008, 21 844–858 Copyright � 2008 John W

medium for Pd(II) catalysis. Absorption maxima were appeared
at 223 nm for CAT, 236 nm for Gly-Gly and 227 nm for mixture
of both (Fig. 4). The formation of other complex between
CATþGly-Gly mixture and Pd(II) was also informed from UV–Vis
spectral studies. Absorption maxima in alkaline medium
appeared at 356 nm for Pd(II), 227 nm for CATþGly-Gly and
340 nm for Pd(II) and CATþGly-Gly mixture confirmative the
existence of complex between Pd(II) and CATþGly-Gly mixture.
The complex formation studies have been made for Pd(II) and
CATþGly-Gly mixture at 340 nm in alkaline medium. A plot of 1/
DA versus 1/[CAT] (r¼ 0.9910) with an intercept suggests the
formation of 1:1 complex between Pd(II) and CATþGly-Gly
mixture. Further, the 1:1 complex formation was also evidenced
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Scheme 3. A detailed mechanistic scheme for Pd(II)-catalysed oxidation of Gly-Gly by CAT
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from the linearity of the plot log 1/DA versus log 1/[CAT]
(r¼ 9899). From the slope and intercept of the plot 1/DA versus 1/
[CAT], the value of formation constant, K was found to be
3.5� 102.
Furthermore, the kinetic data led the authors to assure that


TsNCl� is the reactive species of CAT. On the basis of the
experimental findings, Scheme 3 is proposed for CAToxidation of
Gly-Gly in the presence of Pd(II) in alkaline medium.
The total effective concentration of CAT is


½CAT�t ¼ ½TsNHCl� þ ½TsNCl�� þ ½XV� (24)


By substituting for [TsNHCl] and [TsNCl�] from steps (i) and (ii)
of Scheme 3 in Eqn (24) and solving for [XV], one gets


Rate ¼ K10K11K12½CAT�t½Gly� Gly�½OH��
½H2O� þ K10½OH�� þ K10K11½Gly� Gly�½OH�� (25)

www.interscience.wiley.com/journal/poc Copyright � 2008

From the slow and rds of Scheme 3,


Rate ¼ �d½CAT�t
dt


¼ k12½XV�½PdðIIÞ� (26)


By substituting for [XV] from Eqn (25) into Eqn (26), the
following rate law is derived:


Rate ¼ K10K11K12½CAT�t½Gly� Gly�½PdðIIÞ�½OH��
½H2O� þ K10½OH�� þ K10K11½Gly� Gly�½OH�� (27)


The rate law (27) satisfies all the experimental observations and
hence the proposed mechanism and the derived rate law are
valid.
Since rate¼ k


0
[CAT]t, Eqn (27) can be transformed into


k0 ¼ K10K11K12½Gly� Gly�½PdðIIÞ�½OH��
½H2O� þ K10½OH�� þ K10K11½Gly� Gly�½OH�� (28)
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Figure 5. UV–Vis spectra of (A) CAT, (B) Pt(IV) and (C) Pt(IV)þCAT in NaOH medium
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Rate of reaction decreases on decreasing dielectric constant of
the medium. This observed solvent effect leads to the reported
conclusion,[43] that the decrease in dielectric constant should
decrease the reaction rate for the reaction involving a negative
ion and dipolar molecule as shown in Scheme 3, which
substantiates the proposed mechanism. The increase of reaction
rate in D2Omedium supports the proposed mechanism since it is
well known that OD� is a stronger base than OH�[34–36] ion and
hence exerts a stronger acceleration effect on the reaction. The
proposed mechanism is also supported by the activation
parameters and also negligible effect of PTS, halide ions and
ionic strength on the rate of the reaction. Further, energy of
activation of Pd(II)-catalysed and -uncatalysed reactions were
computed and it was found that Pd(II)-catalysed reactions were
nearly eightfold faster than uncatalysed reactions (Table 4). The
values of KC and activation parameters for Pd(II) catalyst were
determined (Table 5) by the plot of log KC versus 1/T (r¼ 0.9981).
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Mechanism and rate law of Pt(IV) catalysis


Pt(IV) catalysis during variety of redox-reactions is well reported
in the literature.[13,33,60,61] Chloroplatinic acid, H2(PtCl6), is the
starting material in platinum(IV) chemistry. In aqueous solution,
chloroplatinic acid ionises[13,33,62] as follows:


H2½PtCl6� Ð ½PtCl6�2� þ 2Hþ (29)


In an alkaline medium (pH> 8), [PtCl6]
2� changes to [PtCl5


(OH)]2� in a fast step[33,60,62] and follows as


½PtCl6�2� þ OH� Ð ½PtCl5ðOHÞ�2� þ Cl� (30)


Further ligand (Cl�) replacements from [PtCl5 (OH)]2� is also
reported:[33,60,62]


½PtCl5ðOHÞ�2� þ OH� Ð ½PtCl4ðOHÞ2�
2� þ Cl� (31)


However, the dihydroxy platinum (IV) species is quite
unstable[33,63] in aqueous solutions and therefore consequently
under the present experimental conditions [PtCl5(OH)]


2�may act
as the reactive species of Pt(IV) in alkaline medium. Similar
equilibrium have been reported in the Pt(IV)-catalysed oxidation

J. Phys. Org. Chem. 2008, 21 844–858 Copyright � 2008 John W

of several substrates using various oxidants in alkaline med-
ium.[60–62]


The formation of a complex between Pt(IV) and oxidant was
evidenced from UV–Vis spectra of both Pt(IV), and Pt(IV)-CAT in
which a shift of Pt(IV) from 360 to 347 nm was observed,
indicating the formation of a complex (Fig. 5). According to
Eqn (6), a plot of 1/DA versus 1/[CAT] (r¼ 0.9912) with an intercept
suggests the formation of 1:1 complex between Pt(IV) and CAT.
Further, the plot of log 1/DA versus log 1/[CAT] was also linear
(r¼ 9816). From the slope and intercept of the plot 1/DA versus 1/
[CAT], the value of formation constant, K, of the complex was
found to be 4.29� 102.
Based on the experimental results, it is likely that TsNCl� itself


acts as the reactive oxidant species in the present case also.
Considering the above facts and all the observed experimental
data, the reaction Scheme 4 can be suggested for Pt(IV)-catalysed
oxidation of Gly-Gly by CAT in alkaline medium.
The total effective concentration of CAT is


½CAT�t ¼ ½TsNHCl� þ ½TsNCl�� þ ½XVII� þ ½XVIII� (32)


By substituting for [TsNHCl], [TsNCl�] and [XVII] from steps (i), (ii)
and (iii) of Scheme 4 in Eqn (32) and solving for [XVIII], we get


½XVIII� ¼ K14K15K16½CAT�t½PtðIVÞ�½OH��½H2O�
½TsNH2�f½H2O� þ K14½OH�� þ K14K15½PtðIVÞ�½OH��g þ 1


(33)


From the slow and rds (iv) of Scheme 4,


Rate ¼ �d½CAT�t
dt


¼ k17½XVIII� (34)


By substituting for [XVIII] from Eqn (33) into Eqn (34), the
following rate law is governed:


Rate ¼ K14K15K16k17½CAT�t½PtðIVÞ�½OH��½H2O�
½TsNH2�f½H2O� þ K14½OH�� þ K14K15½PtðIVÞ�½OH��g þ 1


(35)


The rate law (35) is in complete agreement with the
experimental observations.
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Scheme 4. A detailed mechanistic scheme for Pt(IV)-catalysed oxidation of Gly-Gly by CAT
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Since rate¼ k
0
[CAT]t, Eqn (35) can be transformed into Eqn (36):


k0 ¼ K14K15K16k17½CAT�t½PtðIVÞ�½OH��½H2O�
½TsNH2�f½H2O� þ K14½OH�� þ K14K15½PtðIVÞ�½OH��g þ 1


(36)


The observed dielectric and isotope effects are in accordance
with the theories of Amis[43] and Collins and Bowman,[34]


respectively. The negligible influence of ionic strength of the
medium and of added halide ions on the rate of the reaction, and
also the observed activation parameters further corroborate with
the suggested mechanism. Catalytic constants and activation
parameters with reference to Pt(IV) catalyst have been computed

www.interscience.wiley.com/journal/poc Copyright � 2008

(Table 5). Pt(IV)-catalysed reactions showed 10-fold faster than
the uncatalysed reactions (Table 4). The values of k0 obtained
from the experiment (0.41� 10�4 s�1) and by the plot of k


0
versus


Pt(IV) (0.39� 10�4 s�1) were consistent with each other,
indicating that both Pt(IV)-catalysed and -uncatalysed reactions
take place simultaneously.
We thought, it is worthwhile to compare the rate of oxidation


of Gly-Gly in the presence of these four catalysts with that of
uncatalysed reaction (in the absence of catalyst), under identical
experimental conditions. It was found that the catalysed
reactions are 7- to 24-fold faster than the uncatalysed reaction.
For the catalysed reactions, it is seen from the Table 4 that the
activation energy is highest for the slowest reaction and vice

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 844–858
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versa. From the inspection of rate constants and the values of
energy of activation (Table 4), the relative reactivity of these
catalysts during the oxidation of Gly-Gly by CAT in alkaline
medium is in the order: Os(VIII)> Ru(III)> Pt(IV)> Pd(II). This may
be attributed to the d-electronic configuration of the metal ions.
Osmium having d0 electronic configuration has greater catalytic
efficiency to oxidise the substrate compared to the other metal
ions used in the present study. Thus, the catalytic efficiency
decreases as the number of electrons in the d-orbital increases.
Pd(II) having d8 electronic configuration is expected to have least
catalytic efficiency among the catalysts used. It is likely that
during the course of the reaction the metal ion momentarily
undergo reduction when the oxidant/oxidant-substrate complex
is attached to themetal ions and after this themetal ion gets back
to its original valence state as shown in Schemes 1–4. Ru(III) and
Pt(IV) having d5 and d6 electronic configuration, respectively,
exhibit intermediate catalytic efficiency in the present study.
Hence, based on d-electronic configuration of the metal ions, the
reactivity decreases as the number of electrons increases in the
d-orbital as d0 (Os(VIII))> d5 (Ru(III))>d6 Pt(IV)>d8 (Pd(II)).
Consequently, the observed catalytic trend: Os(VIII)> Ru(III)>
Pt(IV)> Pd(II) is based on the d-electronic configuration of the
metal ions.
Furthermore, efforts were made to compare the main salient


features of the kinetic data of this paper with the results
reported[64] for the oxidation of glycine (monomer of gly-gly) by
CAT in alkalinemedium. Gowda andMahadevappa have reported
the kinetics of oxidation of several amino acids by CAT in both
acid and alkaline media.[64] Rate of oxidation of glycine shows
first-order dependence each in [CAT]0 and [Glyine]0, and inverse
fractional-order in [OH�]. But in the present investigation, the
oxidation of gly-gly exhibits a first-order kinetics in [CAT]0 and
fractional-order in [OH�] for all the four catalysed reactions,
whereas zero and fractional-order in [gly-gly]0, and first and
fractional order in [catalyst] for various catalysed reactions
studied. The stoichiometry of the reaction was found to be 1:2 for
both glycine and gly-gly. It was also found that the Ea¼ 108 and
62.0 kJmol�1 for gly-gly (Table 4) and glycine,[64] respectively,
revealed that the reaction is faster in glycine compared to gly-gly.
This can be attributed to the involvement of different oxidising
species TsNHCl and HOCl in the oxidation of glycine, and TsNCl�


in the case of gly-gly. The facts presented above compel us to
conclude that the present study in many respects differ from the
reported studies[64] that is the kinetics of oxidation of glycine by
CAT in alkaline medium.
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CONCLUSIONS


The kinetic patterns of Ru(III)/Os(VIII)/Pd(II)/Pt(IV)-catalysed
oxidation of Gly-Gly by CAT in NaOH medium were found to
be different and the catalytic efficiency of these platinum group
metal ions increases in the order: Os(VIII)> Ru(III)> Pt(IV)> Pd(II).
This trend may be attributed to different d-electronic configur-
ation of the catalysts. Further, the rates of oxidation of Gly-Gly for
all the catalysed reactions have been compared with uncatalysed
reaction and found that the catalysed reactions are 7- to 24-fold
faster. Catalytic constants and activation parameters with
reference to each catalyst have been computed. Based on the
observed experimental results, detailed mechanistic interpret-
ation and the related kinetic modelling have been worked out for
each catalyst. It can be concluded that Ru(III)/Os(VIII)/Pd(II)/Pt(IV)

J. Phys. Org. Chem. 2008, 21 844–858 Copyright � 2008 John W

acts as efficient catalysts in the oxidation of Gly-Gly brought
about by CAT in alkaline medium.
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Complexation of niflumic acid with native and
hydroxypropylated a- and b-cyclodextrins in
aqueous solution
Wojciech Zielenkiewicza, Irina V. Terekhovab*, Małgorzata Koźbiała,
Małgorzata Wszelaka-Rylika and Roman S. Kumeevb

Interactions between niflumic acid and native and hy

J. Phys. Or

droxypropylated a- and b-cyclodextrins (CDs) were investigated
by 1H NMR, UV-vis spectroscopy, densimetry, and calorimetry at pH¼ 7.4 (phosphate buffer) and T¼ 298.15K.
Thermodynamic parameters of 1:1 complex formation were calculated and discussed in terms of influence of cavity
size and availability of hydroxypropyl substituents on the complex stability. The 1H NMR data indicated the inclusion
of niflumic acid into macrocyclic cavity of all CDs under study. It was found that both phenyl and pyridine rings of
niflumic acid molecule can be included in the cyclodextrin cavity. The co-existence of two different kinds of 1:1
inclusion complexes in the solution was suggested. In spite of the fact that binding of niflumic acid with a-cyclodextrin
is more enthalpically favorable, stability of the inclusion complexes is very low due to the enthalpy–entropy
compensation effect. Complex formation of b-CDs with niflumic acid is characterized by the higher enthalpy and
entropy changes caused by more intense dehydration. Introduction of hydroxypropyl groups in the cyclodextrin
molecule was found to promote the binding with niflumic acid. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Niflumic acid (2-[3-(trifluoromethyl)anilino]nicotinic acid, NA,
Fig. 1) belongs to a class of nonsteroidal anti-inflammatory
drugs and acts by inhibiting isoforms of cyclo-axygenase. It is also
a noncompetitive inhibitor of chloride exchange. Niflumic acid
has an activity to treat inflammatory rheumatoid diseases and
relieve acute pains. It is used during the period of pains and after
surgery and fever. It is obvious that gastrointestinal absorption
and therapeutic action of drugs depend on its solubility. Niflumic
acid is a poorly water-soluble medicine, therefore, its low
aqueous solubility can reduce activity and restrict practical
applications. To increase the aqueous solubility and bioavail-
ability of niflumic acid as well as to eliminate its unwanted side
effects the encapsulation by cyclodextrins (CDs) can be proposed
and used.[1–3] CDs are the cyclic oligosaccharides obtained by the
enzymatic degradation of starch, therefore, they are nontoxic and
safe for human health.[4–6] The ability of CDs to form inclusion
complexes (or host–guest complexes) with a wide variety of
organic compounds is well known[4,5,7] and determines the
numerous practical applications of CDs as solubilizing, stabilizing,
and encapsulating agents as well as drug delivery systems.[1–3,8]


The inclusion complex formation with CDs can lead to changes
in the physicochemical and biological properties of guest
molecules.
To improve the aqueous solubility of niflumic acid, to prolong


its therapeutic action, and to reduce unwanted side effects the
complexation by CDs can be applied. Thus, the aim of our work is
to reveal the ability of CDs to form inclusion complexes with
niflumic acid in aqueous solution. This current research is a
continuation of our previous investigation devoted to study on
complex formation of niflumic acid with native and modified

g. Chem. 2008, 21 859–866 Copyright �

b-CDs.[9] Data on complex formation of niflumic acid with b-CDs
were also reported in several publications.[10–13] In particular,
Gezawi et al.[10] studied the complex formation of niflumic
acid with b- and g-CDs in aqueous solutions (pH 6.0 and 7.0)
at 298.15 K by microcalorimetry and HPLC. It was shown that
the cavity of b-CD molecule is more suitable for complexation
with niflumic acid than the larger cavity of g-CD. Bogdan et al.[11]


using the 1H NMR measurements detected the formation of 1:1
inclusion complexes between b-CD and niflumic acid caused by
the insertion of trifluoromethylphenyl residue of the guest
molecule into the host cavity. Ambrus et al.[12] proposed to use
hydroxypropyl-b-CD as an additive to increase the solubility rate
and in vitro diffusion ability of niflumic acid. The reduced gastric
toxicity of niflumic acid in the presence of CD was also noted.[13]


However, it should be emphasized here that quantitative data
concerning interaction of a-CD with niflumic acid are absent in
literature.
In this paper, we present new thermodynamic parameters of


complex formation of native and hydroxypropylated a- and
b-CDs with niflumic acid in aqueous solution (pH 7.4) and analyze

2008 John Wiley & Sons, Ltd.
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Figure 1. Structure of niflumic acid
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the influence of cavity dimensions and availability of hydro-
xypropyl substituents on the complexation properties of CDs.

EXPERIMENTAL


Materials


Commercially available niflumic acid (Sigma), a-CD (Fluka),
hydroxypropyl-a-CD (HP-a-CD, Aldrich), b-CD (Fluka), hydroxy-
propyl-b-CD (HP-b-CD, Aldrich) were used without further
purification. CDs were stable crystallohydrates, the water content
in which determined by thermogravimetric analysis was con-
sequently taken into account during the sample preparation.
Hydroxypropylated CDs with the average substitution degree
0.6 per glucose unit were randomly substituted. All measure-
ments were performed in phosphate buffer with pH 7.4. Double
distilled, deionized water was used for buffer preparation. The
solutions were prepared by weight.


1H NMR


All 1H NMR spectra were recorded in D2O (99.9% of isotopic
purity) at pD¼ 7.4 and T¼ 298.15 K using a Bruker AC-200
spectrometer operating at 200MHz. Cyclohexane was used as an
external reference.


UV-vis spectrophotometry


Absorption spectra were recorded in the range of 200–400 nm at
298.15 K on a UV-2401 PC UV-VIS Recording Spectrometer
(Shimadzu, Japan) equipped with TCC-240 A, temperature
controlled cell holder. Quartz cuvettes with a path length of
1 cm were employed.
For the calculation of the binding constants, the change of


absorption of niflumic acid was measured at several wavelengths
as a function of CDs concentration. The concentration of niflumic
acid was fixed at 5.1� 10�5mol kg�1 and the CDs concentrations
were changed from 0 to 3� 10�3mol kg�1. The CD solutions of
corresponding concentration were used in the reference
cuvettes.


Densimetry


The densities of solutions were measured at 298.15 K with a
vibrating tube densimeter model DMA 602 (Anton Paar, Austria)
thermostated to better than �1� 10�3 K. The densimeter was
calibrated with twice-distilled water and dry air. The accuracy of
measurements was �2� 10�6 g cm�3. The niflumic acid con-
centration was kept constant (5� 10�3mol kg�1), whereas the
CD concentration was varied from 0 to 0.016mol kg�1.

www.interscience.wiley.com/journal/poc Copyright � 2008

The apparent molar volume of niflumic acid (Vf,NA) was
calculated from the density data using the expression:


Vf;NA ¼ MNA


d
� 103 � ðd � d0Þ


CNA � d � d0
(1)


where MNA is the molecular mass of niflumic acid, CNA is the
concentration of niflumic acid, d and d0 are the densities of
solution and solvent, respectively. Buffer was the solvent in the
binary systems (bufferþ niflumic acid), whereas the solution
(bufferþCD) was the solvent in the ternary system (buf-
ferþCDþ niflumic acid).


Calorimetry of solution


Measurements of the thermal effects of dissolution of crystalline
samples of CD in pure buffer and in the niflumic acid solutions
were performed using a home-made calorimeter of solution. The
more detailed description of the construction of calorimeter was
given previously.[14] All calorimetric measurements were carried
out at 298.15 K. The error in the heat effect measurements was
not greater than 0.6%. The concentration of niflumic acid varied
from 0 to 0.017mol kg�1, and the CD concentration was fixed
(1.9� 10�3mol kg�1). Experimental enthalpies of CD dissolution
in pure solvent (DH(s)) and in the niflumic acid solution
(DH(sþNA)) were used for the calculation of enthalpies of
transfer (DtrH):


DtrH ¼ DHðsþ NAÞ � DHðsÞ (2)


RESULTS AND DISCUSSION


Niflumic acid is amphoteric compound with two main ionizable
sites (in-ring N and COOH) and, therefore, can exist as cation,
zwitterion, and anion in aqueous solutions.[15] Calculation of the
equilibrium concentrations of all species using pK1¼ 2.28
and pK2¼ 4.86[15] showed that niflumic acid is fully ionized at
pH> 7. Therefore, we carried out all our measurements at pH 7.4
which corresponds to (a) total ionization of niflumic acid; (b)
physiological pH value; (c) higher solubility of niflumic acid.[16]


1H NMR study


NMR spectroscopy can afford the information on the binding
mode, stoichiometry of the complexes, and their stability. It is well
known[17] that the 1H NMR spectrum of a- and b-CD
in D2O consists of the signals of H(1), H(2), H(3), H(4), H(5), and
H(6) protons. It is necessary to note that protons H(1), H(2), H(4),
and H(6) are located on the exterior of CD cavity, whereas protons
H(3) and H(5) are placed inside macrocyclic cavity near the wider
and narrow rims of CD molecule, respectively. Protons H(3) and
H(5) are sensitive to the inclusion complex formation. Addition of
the excess amount of niflumic acid (0.016mol kg�1) to the
solutions of a-CD (0.005mol kg�1) and b-CD (0.005mol kg�1)
induces the measurable shifts of the resonances of H(3) and H(5)
protons confirming the inclusion complex formation process. The
chemical shift changes are larger for b-CD protons due to the
formation of more stable complex in this system. Figure 2, as an
example, shows the 1H NMR spectra of b-CD in the free state and
in the presence of niflumic acid. It should be noted that the
chemical shift changes of the external protons of both a-CD and
b-CD are insignificant. Thus, the results of the qualitative 1H NMR

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 859–866







Figure 3. Dependences of the chemical shift changes of niflumic acid protons


H(9), 7 - H(10), , - H(12))


Figure 2. The partial 1H NMR spectrum of b-CD alone (a) and in the
presence of niflumic acid (b) at 298.15 K
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analysis indicate the penetration of niflumic acid inside the CD
cavity.


1H NMR spectra of niflumic acid (0.005mol kg�1) in the
presence of CDs were also considered. Figure 3 illustrates the
changes of the chemical shifts of niflumic acid protons with
respect to increasing CD concentration. The shape of the titration
curves in Fig. 3 points out the complex formation of niflumic acid
with all CDs under study. The 1:1 stoichiometry of the b-CD/
niflumic acid and HP-b-CD/niflumic acid complexes was
determined by Bogdan et al.[11] and by us in our recent
publication,[9] respectively. Moreover, according to the Bene-
zi–Hildebrand method,[18,19] dependences presented in Fig. 3
were converted into double reciprocal plots (Fig. 4), the linearity
of which additionally confirms the 1:1 binding mode.
The 1:1 complexation of niflumic acid with CDs can be


described as follows:


CDþ NA ¼ CD � NA (3)


Equilibrium constant is written as


K ¼ ½CD � NA�
½CD� � ½NA� ¼


½CD � NA�
ðCCD � ½CD � NA�Þ � ðCNA � ½CD � NA�Þ (4)


where CCD and CNA are the initial concentrations of CD and
niflumic acid, respectively.

versus the cyclodextrin concentration (* - H(2), M - H(3), [ I
]


- H(4), ! - H(8), – -
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Figure 4. Double reciprocal plots for complex formation of niflumic acid
with cyclodextrins
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The observed chemical shift (dexp) for niflumic acid protons can
be expressed as follows


dexp ¼ a � df þ ð1� aÞ � dc (5)


where a is the fraction of niflumic acid in the free state; df and dc
are the chemical shifts for free and complexed niflumic acid,
respectively.
Letting Dd¼ dexp� df and Dcd¼ dc� df, and after some


re-arrangements of Eqns (4) and (5) one can obtain


K ¼ Dd � CNA
Dcd � ðCCD � CNA � Dd=DcdÞ � ðCNA � CNA � Dd=DcdÞ


(6)


The values of K and Dcd determined from nonlinear fitting of the
data using Eqn (6) are listed in Tables 1 and 2, respectively.
As follows from Table 1, a-CDs possessing the smaller cavity


diameter form less stable complexes with niflumic acid. The
presence of hydroxypropyl substituents in the CD molecule
promotes the binding and makes the inclusion complexes
more stable. In particular, this is well noticeable on the complexes
with HP-a-CD. Perhaps, the stronger binding affinity of modified
CDs to niflumic acid is originated by their higher flexibility
permitting to hold the guest molecule.
As can be seen from Table 2, the signals of protons of


trifluoromethylphenyl residue are significantly shifted upon

Table 1. Apparent stability constants of the complexes of niflumi
T¼ 298.15 K)


CD Calorimetry Densimetry UV


a-CD 0.13� 0.09* — —
HP-a-CD — — —
b-CD 2.5� 0.1 2.4� 0.4 2.6�
HP-b-CD 2.2� 0.1 2.8� 0.4 3.09�
* Standard deviation calculated by the fitting program (the same i


www.interscience.wiley.com/journal/poc Copyright � 2008

complex formation with all considered CDs. This fact illustrates
that trifluoromethylphenyl residue of niflumic acid molecule
penetrates into CD cavity. The measurable Dcd values obtained
for H(2), H(3), and H(4) protons (Table 2) confirm that insertion of
the pyridine ring into macrocyclic cavity can also take place. Thus,
relying on the obtained results, we can assume the co-existence
of two kinds of 1:1 complexes. In one of them, the
trifluoromethylphenyl residue is located in the CD cavity, and
in the second one—the pyridine ring is placed inside the cavity.
Comparison of Dcd values obtained for complexes with a-CD


and b-CD (Table 2) shows that the cavity size has no influence on
the binding mode. Nevertheless, the magnitudes of Dcd are lower
for less stable complexes formed by a-CD. Considering the
complex formation of niflumic acid with native and substituted
CDs, we can note that the Dcd values for protons of pyridine ring
are higher in the case of binding with the modified CDs (Table 2).
It means that the fraction of complexes in which the pyridine
ring is included into macrocylic cavity is slightly increased
upon complex formation of niflumic acid with hydroxypropylated
a- and b-CD.


UV-vis spectroscopic study


The absorption spectra of niflumic acid in the absence and in the
presence of b-CD and HP-b-CD are shown in Fig. 5. Two
absorption maximum wavelengths were observed at 204 and
286.5 nm. By adding CDs, there was a small bathochromic shift for
the second absorption maximum, reaching 287 and 288.5 nm
at the maximum concentration of b-CD and HP-b-CD, respect-
ively. The presence of b-CD and HP-b-CD results in decrease and
increase in the absorbance intensity, respectively. The spectral
changes induced by the addition of CDs indicate the transfer of
niflumic acid from the aqueous environment to the apolar CD
cavity upon inclusion complex formation. The discrepancy
observed for the influence of native and modified b-CD on
the absorbance intensity can be attributed to the formation of
different types of 1:1 inclusion complexes. This assumption is
proved by the above discussed 1H NMR data, according to which
the fraction of the complexes with included pyridine ring is
increased upon complex formation with HP-b-CD.
In order to evaluate the stability constants of the complexes we


measured the change in the absorbance (DA) with increasing
concentrations of CDs at several wavelengths. As an example, the
concentration dependences of DA are presented in Fig. 6. The
stability constants were calculated from nonlinear fitting of the

c acid with cyclodextrins (phosphate buffer with pH¼ 7.4,


lgK


1H NMR Literature


0.9� 0.2
1.8� 0.2


0.1 2.0� 0.3 2.72 (pH 7)[10] 2.53 (pH 12)[11]


0.02 2.3� 0.1


s for Tables 2 and 3).
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Table 2. Chemical shift changes of niflumic acid protons induced by 100% complex formation with cyclodextrins (phosphate buffer
with pH¼ 7.4, T¼ 298.15 K)


CD


Dcd, ppm


H(2) H(3) H(4) H(8) H(9) H(10) H(12)


a-CD Dd< 0.01 �0.04� 0.01 Dd< 0.01 0.04� 0.01 0.15� 0.04 0.21� 0.01 �0.19� 0.01
HP-a-CD 0.13� 0.01 0.02� 0.01 0.04� 0.01 0.07� 0.01 0.12� 0.01 0.19� 0.03 0.13� 0.01
b-CD 0.06� 0.03 0.03� 0.01 0.04� 0.01 �0.06� 0.02 0.16� 0.01 0.41� 0.04 �0.34� 0.01
HP-b-CD 0.10� 0.01 0.05� 0.01 0.06� 0.01 �0.05� 0.01 0.16� 0.01 0.53� 0.01 �0.14� 0.01
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data to Benesi–Hildebrand equation:[18]


A ¼ A0 þ
D" � K � CNA � CCD


1þ K � CCD
(7)


where A and A0 are the absorbance of niflumic acid in the
presence and absence of CD, respectively; De¼ eCD�NA� eNA is the
difference in the molar absorptivities between free (eNA) and
complexed (eCD�NA) niflumic acid; CNA and CCD are the
concentrations of niflumic acid and CD, respectively; K is the

Figure 5. Absorption spectra of niflumic acid (5� 10�5mol kg�1) in the
absence and presence of the excess amounts of b-CD and HP-b-CD


(pH¼ 7.4; T¼ 298.15 K)
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stability constant of the complex. Additionally, K values were
calculated with the aid of nonlinear least-squares analysis
implemented in computer program. Results of calculation are
listed in Table 1.
As it is evident from Table 1, the K values are slightly higher


than those obtained by the other methods. The similar result was
observed by Canipelle et al.[20] for complex formation of b-CD
with monosulfonated triphenylphosphine oxides in the aqueous
solution. The different K values were also obtained by Caron
et al.[21] for complex formation between the sodium salt of the
monosulfonated triphenylphosphine and the b-CD investigated
in the aqueous solution by high field nuclear magnetic resonance
and UV-vis spectroscopies.
The variance of K can be explained by small spectral changes,


which increase the influence of experimental errors.[22] The
second kind of errors can be caused by the optical presence of
CD, which gives the irreproducible values of absorbance.[22]


Finally, the errors can arise from the incorrect treatment of the
experimental data. For example, Paduano et al.[23] received
different K values from 1H NMR and UV measurements owing to
the use of wrong binding model for calculation. To exclude the
last source of errors we consider the various binding models.
Since niflumic acid contain two aromatic rings in the structure,
the possibility of participation of both rings in complex formation
with two CD molecules should be examined. Therefore, the
spectroscopic data were additionally fitted for 2:1 (host–guest)

Figure 6. Changes in the absorption of niflumic acid versus the cyclo-


dextrin concentration (pH¼ 7.4; T¼ 298.15 Kl¼ 285nm)
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binding model according to the following equation:


A ¼ A0 þ
K1:1 � "CD�NA � CNA � CCD þ K2:1 � "ðCDÞ2 �NA � CNA � C


2
CD


1þ K1:1 � CCD þ K1:1 � K2:1 � C2
CD


(8)


where eCD�NA and "CD2�NA are the molar absorptivities of the 1:1
and 2:1 complexes, respectively; K1:1 and K2:1 are the stability
constants of 1:1 and 2:1 complexes, respectively. The K2:1 values
obtained by nonlinear fitting of the data using Eqn (8) were
incorrect from the thermodynamic point of view (K2:1< 0). Thus,
best fitting was obtained for 1:1 complexation model. In addition
to the Job plots,[9,11] double reciprocal plots (Fig. 4), this result
proves the formation of 1:1 complexes between niflumic acid and
CDs.


Volumetric study


The transfer of niflumic acid from the aqueous solution to the
apolar cavity of CD should be reflected in its molar volume. For
this purpose, the apparent molar volumes of niflumic acid were
determined at different concentrations of b-CD and HP-b-CD. The
obtained concentration dependences of Vf,NA are presented in
Fig. 7. It can be seen from Fig. 7 that significant nonlinear increase
in Vf,NA values with increase of CD concentration is observed for
both systems. According to Young’s rule,[24] the apparent molar
volume contains the contributions from free and complexed
species. Concerning the 1:1 complex formation, the experimental
Vf,NA value can be defined as


Vf;NA ¼ a � Vf;NAf
þ ð1� aÞ � Vf;NAc (9)


where a is the fraction of free niflumic acid; Vf;NAf and Vf;NAc are
the apparent molar volumes of free and fully complexed niflumic
acid, respectively. After some re-arrangements Eqn (9) can be
transformed into Eqn (10):


Vf;NA ¼ Vf;NAf
þ K � Vf;NAc � CCD
1þ K � CCD


(10)


where K is the stability constant and CCD is the CD concentration.
By applying Eqn (10) to the data in Fig. 7 using a nonlinear
least-squares fitting method, the Vf;NAc and K values were
obtained. It is necessary to note here that K values determined
from the density measurements are in agreement with K
obtained by the other experimental methods (Table 1). The
tendency of K to be higher for complexes with substituted CD is
also observed.

Figure 7. Apparent molar volumes of niflumic acid versus the cyclodextrin


www.interscience.wiley.com/journal/poc Copyright � 2008

Calculated Vf;NAc values corresponding to 100% complex
formation of niflumic acid with b-CD and HP-b-CD are equal to
229� 2 and 226� 1 cm3mol�1, respectively. These values are
considerably higher than Vf;NAf ¼ 194:4 cm3 mol�1 correspond-
ing to the niflumic acid in the free state. The difference between
Vf;NAc and Vf;NAf defined as the volume of transfer (DtrV) is
positive. In spite of the limited number of publication devoted to
volumetric study of inclusion complexes of CDs, the positive
volumes of transfer have also been obtained for the complex
formation of b-CD with a, v-alkyl dicarboxylate anions,[25] gallic
acid,[26] alkane-a, v-diols,[27] and 2-naphthyl acetate.[28]


Franks et al.[29] and Shahidi et al.[30] pointed out that the partial
molar volume of nonelectrolyte (V


0
) is determined by the intrinsic


volume of solute and the volume changes due to its interactions
with the solvent:


V
0 ¼ VvW þ Vvoid � Vshrinkage (11)


where Vvw is van der Waals volume, Vvoid is the associated void or
empty volume, Vshrinkage is the shrinkage in volume caused by the
interaction of hydrogen bonding groups of the solute with the
water molecules. Assuming that Vvw and Vvoid of the niflumic acid
are the same in water and CD solution, the positive volume of
transfer can be explained by the decrease in volume of shrinkage
in the presence of CD in the aqueous solution. b-CD is known as
structure-breaker solute.[31] Thus, the observed results indicate
that the structure-breaking effect of b-CDs decreases upon
binding with niflumic acid. It means that more water molecules
are released in the bulk water, which has higher volume
contribution than structure-broken water.[32] Moreover, the
partial or complete expulsion of solvent molecules located
inside the CD cavity to the bulk solvent results in the positive
contribution to DtrV.


[25,27]


The Vf;NAcvalues obtained for the complex formation of
niflumic acid with b-CD and HP-b-CD are practically equal, within
the error margins. This fact allows to suppose that the number of
solvent molecules released from the CD cavity to the bulk solvent
and contribution from this process should be similar for b-CD and
HP-b-CD. As a consequence, the volume changes caused by the
reorganization of solvent molecules upon complex formation are
approximately the same for both CDs.


Calorimetric study


Calorimetry is a direct method to obtain all thermodynamic
parameters of complex formation (K, DcG, DcH, and DcS) and to

concentration (pH¼ 7.4; T¼ 298.15 K)
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Figure 8. Isotherms of binding of cyclodextrins with niflumic acid


(pH¼ 7.4; T¼ 298.15 K)
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predict the driving forces of binding. Isotherms of binding are
shown in Fig. 8. Mathematical treatment of these dependences
using minimization computer program HEAT[33] allows to
simultaneously estimate the stability constant (Table 1) and
the enthalpy of complex formation (Table 3). Free energy and
entropy of complex formation reported in Table 3 were calculated
from the well-known thermodynamic equations:


DcG ¼ �RT ln K (12)


DcG ¼ DcH� TDcS (13)


The process of complex formation of CDs involves the
following stages: destruction of solvation shells of the solutes;
release of cavity-bound water, host–guest interactions (hydrogen
bonding, hydrophobic, electrostatic, van der Waals interactions),
and hydration of the complex.[4,34] Thermodynamic parameters
of complex formation reflect the contributions from all these
processes.
It was obtained that inclusion of niflumic acid into CD cavity is


accompanied by the negative enthalpy and entropy changes
(Table 3), so it is enthalpy driven. The high negative values of
enthalpy can result from several contributions, which predomi-
nate over the hydrophobic interactions and desolvation. First of
them is exothermic effect from van der Waals interactions and
possible hydrogen bonding. The second one is the exothermic
effect from the exclusion of solvent molecules from the CD
cavity.[34] The cavity-bound water (‘‘enthalpy-rich’’ or ‘‘activated’’

Table 3. Apparent thermodynamic parameters of complex
formation of niflumic acid with cyclodextrins (phosphate
buffer with pH¼ 7.4, T¼ 298.15 K)


CD
DcG,
kJmol�1


DcH,
kJmol�1


DcS,
J (mol K)�1


a-CD �0.7� 0.5 �40� 1 �132� 97
b-CD �14.5� 0.6 �22.1� 0.5 �25� 2
HP-b-CD �12.3� 0.6 �20.1� 0.6 �26� 2
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water) is at a higher energy than is bulk water. Therefore, its
release upon the CD complexation is enthalpy favorable.[34]


Complex formation of niflumic acid with a-CD is characterized
by lower K and more negative DcH and DcS values (Table 3). Due
to very small stability constant and practically linear binding
isotherm, it was problematic to calculate the thermodynamic
parameters of complex formation more precisely for this system.
Low stability of this complex is a result of enthalpy–entropy
compensation. As follows from 1H NMR data, the insertion of
niflumic acid in the a-CD cavity takes place. More probably, the
large negative enthalpy of complexation indicates the prevalence
of van der Waals interactions instead of the hydrophobic
interactions. Smaller a-CD cavity is more suitable for tight
placement of niflumic acid molecule. In this case, aromatic rings
of niflumic acid are in close van der Waals contact with the cavity
walls, and this phenomenon results in favorable enthalpy
contribution. In addition, the polar groups of niflumic acid
remained outside the cavity can form H-bonds with OH-groups
surrounding the rims of a-CD molecule. Large negative entropy
value obtained for this system confirms the formation of more
compact and less flexible structure.
With respect to a-CD, the thermodynamic parameters


obtained for complex formation with b-CDs are considerably
higher (Table 3). The decrease in the exothermicity of binding
caused by the increased positive contribution from the
dehydration effects is confirmed by less negative entropy
changes. The proximity of thermodynamic parameters obtained
for niflumic acid complexation with b-CD and HP-b-CD can point
out the similar binding mode in these systems. This conclusion is
in accordance with the results of densimetry and 1H NMR.

CONCLUSIONS


The results of this work demonstrated that native and
hydroxypropylated a- and b-CDs are able to form with niflumic
acid the 1:1 inclusion complexes. Insertion of both phenyl and
pyridine residues of niflumic acid molecule in the macrocyclic
cavity of the all considered CDs takes place. However, the
inclusion of the former residue is more preferential. The b-CD was
found to be a more suitable complexating agent for niflumic acid
since it forms more stable inclusion complexes with it.
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INTRODUCTION


The hydrogen bond has been intensively investigated frommany
years using both experimental and theoretical methods, but
many phenomena connected with proton transfer from donor to
acceptor still need clarification. One of the systems which have
been very well investigated experimentally are complexes of
phenols with tertiary amines in which a single OHN hydrogen
bond is formed and where there is a possibility of almost
continuous control of the donor–acceptor properties of the
interacting components so that the proton in the hydrogen
bridge can be gradually shifted from donor to acceptor. Structural
measurements[1] and ab initio calculations of the structure[2–4]


show that the proton-transfer process causes significant
modification of the geometrical parameters of the hydrogen
bridge, moderate changes in the structure of the proton donor,
and small changes in the structure of the proton acceptor.
Relationships between the structural parameters of the hydrogen
bridges have been investigated for many years.[5–7] Rich
experimental material, including dipole moment measure-
ments,[8–10] NMR,[11–13] NQR,[14–16] IR,[17,18] and UV spec-
tra,[17,19,20] has also been gathered. The structural data as well
as other experimental results suggest that proton transfer in the
hydrogen bridge must be connected with a fundamental
rearrangement of the electron cloud surrounding the bridge
atoms.
The direct method of investigating electron density is X-ray


measurement, which is able to show the electron cloud. Another
method, equivalent to the experimental, is theoretical analysis
with the method provided by the Atom in Molecules (AIM) theory
developed by Bader,[21] which not only provides a picture of the
electron cloud, but also quantitative parameters describing the
electron density at the critical points and in the atomic basins.

g. Chem. 2008, 21 867–875 Copyright �

Many papers can be found in the literature devoted to AIM
analysis of the hydrogen bond which correlate the electron
density with geometric parameters of the hydrogen bridge. An
exponential relationship between the electron density at BCPs
and O � � �H distance was established for complexes of amine and
phosphine oxides with different protonodonors.[22] The electron
densities at the BCPs of O � � �H and N � � �H were analyzed for
the gas phase and crystalline complexes[23] and it was shown
that the difference in the two bridges was determined by the
heavy atom. The dependence of lnr on the distance was
lnr¼ (1.682� 0.060)� (2.829� 0.048)dOH=O���H for OH and lnr¼
(1.611� 0.014)� (2.677� 0.010)dNH=N���H for NH. Another AIM
parameter which was used to characterize the difference in the
N � � �H and O���H interactions was the distance at which the
Laplacian of the electron density changes sign. For O � � �H this
was 1.35 Å and for N � � �H 1.42 Å. Systematic analysis of the
Laplacian versus N � � �H and O � � �H distance was also performed
for the complexes of 4-methylimidazole and 4-methylimida-
zolium acetate, in which the hydrogen-bonded proton was
shifted from the proton donor to a proton acceptor.[24] The AIM
method also makes an analysis of the energetic properties of the
electrons at the critical points possible. The energetic properties
of heteronuclear hydrogen bonds were systematically investi-
gated for OHN. The values of the Laplacian, potential, kinetic, and
total energy of the electrons at the BCPs of the O � � �H and N � � �H
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bonds were used to classify the hydrogen bond interactions and
discuss their covalent–noncovalent character.[25] Positive values
of the Laplacian indicate a noncovalent interaction, but more
precise measures are the values of the potential (V) and kinetic
energy (G). A �G/V ratio greater than 1 indicates a noncovalent
interaction. Values lower than 1 suggest that the interaction is
partially covalent.
Despite many articles characterizing the AIM parameters of the


hydrogen bond, the simplest model systems of phenols with
tertiary amines have not been investigated with this method and
there is still a need to analyze the simplest intermolecular
complexes with typical hydrogen bonds and to describe the
changes in electron density which takes place under the transfer
of a proton from a proton donor to a proton acceptor. The
purpose of the present paper is to investigate the changes in
electron density in the model complexes with an OHN hydrogen
bond, namely, complexes of phenols with trimethylamine.

COMPUTATIONAL DETAILS


Complexes of trimethylamine with six phenols with different
proton donor abilities (phenol, 4-nitrophenol, 2,6-dichlorophenol,
2,4-dinitrophenol, 2,6-dichloro-4-nitrophenol, and 2,4,6-trinitrophenol)
were optimized at the DFT B3LYP/6-31G(d,p) level of calculation with
the O���H distance kept fixed in steps of 0.1 Å from 0.8 to 2.1 Å
and complete optimization of the other structural parameters.
According to ref.,[26,27] the DFT B3LYP/6-31G (d, p) method is
known to be sufficient for describing the structures of complexes
with hydrogen bonds. To check how the optimization method
influences the geometry of the equilibrium structure, the
optimization of phenol–trimethylamine complexes was also
performed at the MP2/6-311þþG** level. The calculations were
performed with the Gaussian 03 program.[28]


The wave function evaluated for each O � � �H distance was
used as the input to the AIM2000 program,[29] with all the default
options. The integration of atomic properties over atomic basins
was performed in natural coordinates, with a tolerance of
0.001 a.u. per integration step. The degree of proton transfer (XPT)
was calculated using the method described previously.[30]


Previous investigations of the structural dependencies in
phenol–tertiary amine upon shifting of the proton in the
hydrogen bond[1–4,30] showed that the most sensitive to proton
transfer are the geometrical parameters of the hydrogen bridge,
also including the CO bond length in the phenol molecule. More
limited geometry changes than in the case of the bridge
geometry are also seen for the phenolate ring. For this reason
the analysis of the AIM parameters will concentrate on the bridge
O � � �H � � �N, and the phenol C1 atoms and the bond critical
points (BCPs) located on the O � � �H, N � � �H, and CO bonds. The
ring critical point (RCP) located in the center of the aromatic ring
of the phenol will also be analyzed as potentially sensitive to
hydrogen bond strength. In Scheme 1, the structure of the
phenol–trimethylamine complex and all the BCPs and the phenol
RCP are depicted.
As the analysis will concern the changes in the hydrogen


bridge upon proton transfer, a very important question is
choosing the parameter which can express the degree of proton
transfer. The initial parameter used to predict the degree of
proton transfer is DpKa (¼pKa(BH


þ)�pKa(AH)). Although this
parameter is defined for an aqueous solution, it is commonly
used also for nonhydrous solutions, gas phase, and the solid state.

www.interscience.wiley.com/journal/poc Copyright � 2008

It was shown[31] that the dependency of DpKa on the degree of
proton transfer is a sigmoidal curve, and for this reason DpKa is
not very convenient as a parameter in the relationships. The
sensitivity of hydrogen bridge length to proton transfer allows
using the O � � �H and CO bond lengths as a measure of the
proton-transfer degree and hydrogen bond strength, but these
bond lengths are also sensitive to the interaction of the proton
with the substituents in the ortho position of the phenol. A very
well-known relationship between proton-transfer degree and
dipole moment[8] suggests that the best parameter to express
the degree of proton transfer is the XPT evaluated from the
dipole moments[30] estimated from the equation describing the
dependence of the squared dipole moment m2 ¼ m2


PT XPTþ
m2
HBð1� XPTÞ which was obtained assuming the additivity of the


molar polarizability of a molecule existing in two tautomeric
forms: HB – molecular hydrogen bond and PT – hydrogen bond
with proton transferred to the acceptor atom. The values of
dipole moments were obtained for optimized structure in
Gaussian calculations. The values of mHB and mPT were estimated
from the sigmoid dependence of the calculated dipole moments
on the O—H distance d(OH) according to the equation[8],
m¼mHBþ (mPT�mHB) [K/(1þ K)] where K is the proton transfer
equilibrium constants. The points at largest d(OH) were gradually
eliminated in the procedure of reaching the best coincidence of
fitted and obtained from Gaussian calculations dipole moments.

RESULTS AND DISCUSSION


Analysis of the OHN hydrogen bridge


Character of the AIM parameters of the BCPs


The geometric parameters of the hydrogen bridge and the AIM
parameters of the bond critical points of OH and NH are collected
in Table 1 (Supplementary Material).
The most important parameters in AIM analysis are connected


with the BCPs. According to the Bader theory, the existence of
BCPs as well as the presence of bond paths linking two atoms is a
necessary condition for the existence of a chemical bond. In the
case of very weak hydrogen bonds, the value of the electron
density at a BCP must be higher than 0.002 a.u., which was found
to be the boundary value for the existence of a hydrogen
bond.[32] In all the analyzed complexes, the OHN hydrogen bond
is relatively strong; therefore, even in the weakest complexes
analyzed in this study the values of the electron density are
significantly higher, so the existence of the interaction is
unquestioned. With increase in XPT, r(r)OH decreases and r(r)NH
increases. Both dependencies are linear only in the region close
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Figure 1. Electron density (r(r)) at the OH (a) and NH (b) bond critical


points as a function of OH and NH distance, respectively.^- this study, o,


ref.[22]; D, ref.[23]; D, ref.[25] This figure is available in colour online at
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to an XPT of about 0.5. It is characteristic that the value of the
electron density of the O � � �H group changes in a range about
three times wider than the density at the BCP of the N � � �H bond.
The range of the changes is connected with the strength of the
bond. The hydrogen bonds with participation of O � � �H groups
are stronger than those with N � � �H groups. Because the values of
the electron density at the BCP of the O � � �H bond decreases with
proton transfer, it could be expected that the highest r(r)OH will
be equal to the value characteristic for phenols. These values
change from 0.3654 (a.u.) for phenol to 0.3286 (a.u.) for picric acid,
so the value of the electron density for the free OH group not
engaged in a hydrogen bond cannot be included in the
relationship of the O � � �H which participates in the hydrogen
bond. On the other hand, the values of electron density of N � � �H
attain 0.3424 (a.u.), typical for an Nþ � � �H bond in the
trimethylamine cation. It is characteristic that the electron
density at both critical points of the OHN bridge does not yield a
relationship common to all the phenols, but a specificity of the
phenol is seen, especially for the O � � �H bond. The electron
density is highest for picric acid and lowest for phenol. Also, the
crossing point of the electron density relationships of O � � �H and
N � � �H is not exactly at XPT¼ 0.5, but moves from the lowest
values for phenol to the highest for picric acid. A detailed
discussion of the crossing-point parameters needs a more precise
determination of the electron density in the XPT range around 0.5,
but it is seen that it is related to the pKa value of phenol.
The electron densities at the O � � �H and N � � �H BCPs as a


function of the interaction distance for the phenol–trim-
ethylamine complexes are compared in Fig. 1 with the electron
densities published previously.[22,23,25] The common relationships
for O � � �H and N � � �H are independent of the components of
the hydrogen bond complex, although a difference between the
O � � �H and N � � �H interactions is seen in the range of the
electron density. When the results in ref.[23] are typical for strong
hydrogen bonds and those in[22] for weak OHO interactions, the
results for the phenol–trimethylamine complexes cover a very
broad range of interactions of different strength and allow us
to generalize the linear relationship of lnr with the distance. For
O � � �H, this is ln r ¼ �2:5634dOH=O���H þ 1:3645 and for N � � �H
ln r ¼ �2:4697dNH=N���H þ 1:3919. The results obtained in this
study confirm the universal character of the exponential
dependence of the electron density on the distance.
Figure 2 shows the relation of the Laplacian of the electron


density at both BCPs of the OHN bridge, 52r(r). Analogously to
the relation of the electron density, the values of the Laplacian of
the N � � �H bond are a few times lower than for O � � �H and the
relationships are separated for the particular phenols.
The sign of the Laplacian identifies the regions of space where


the charge is locally depleted (52r(r)> 0) or concentrated
(52r(r)< 0). The Laplacian of the electron density can be used to
classify the interatomic interactions: the shared-shell interaction
(52r(r)< 0) and the closed-shell interaction (52r(r)> 0). Typical
hydrogen bonds and Van der Waals complexes are examples of
the closed-shell type, while covalent and polar bonds represent
the shared-shell interaction. The value of 52r(r) in the 0–1 (a. u.)
range expresses the special character of the interaction, which is
intermediate between closed-shell and shared-shell. The inter-
action belongs to the closed-shell type,[33] but a local
concentration of charge also takes place, so the interaction
has a mixed character, with contributions of the shared-shell and
closed-shell. In this range electron density of the system
undergoes a fundamental rearrangement which the molecular

J. Phys. Org. Chem. 2008, 21 867–875 Copyright � 2008 John W

orbital is built. The closed-shell interaction region of the Laplacian
of electron density can be divided into two regions depending on
the values of potential (V(r)CP) and kinetic (G(r)CP)energies. For the
jV(r)CPj/G(r)CP ratio between 1 and 2 the hydrogen bond has
partially covalent character. The value of jV(r)CPj/G(r)CP ratio equal
1 is the boundary value at which the closed-shell interaction has
partially covalent character.
For the analyzed compounds, the Laplacian of the electron


density switches its sign at about 0.5 XPT. Below this value the
O � � �H bond is a closed-shell and the N � � �H bond a shared-shell
interaction, while above 0.5 XPT the characters of these bonds
changes. The coordinates of the crossing point of the
relationships for O � � �H and N � � �H are connected with the
proton donor properties of the phenols. The minimum values of
XPT and 52r(r) at the crossing point of the OH and NH
dependencies are lowest for phenol and highest for picric acid.
The eigenvalues of the Hessian matrix of the electron density


(l1, l2, l3) are a source of information on the stability of the bond
and its energetic properties. The ellipticity (e¼ (l1/l2)� 1) at the
BCP describes the deviation from centric concentration of the
electron density at the BCP and provides a measure of the p


character of a bond and its structural stability. In Fig. 3, the
relations of the ellipticities at the BCPs characterizing the O � � �H
and N � � �H bonds are compared. The difference between the
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Figure 2. Laplacian of the electron density (52r(r)) at the OH (solid line)
and NH (broken line) bond critical points as a function of proton-transfer


degree. The numbering of the phenols in all figures is according


to their pKa values: 1, phenol (pKa¼ 9.99); 2, 4-nitrophenol (7.15);
3, 2,6-dichlorophenol (6.08); 4, 2,4-dinitrophenol (4.07), 5, 2,6-dichloro-
4-nitrophenol (3.68); and 6, 2,4,6-trinitrophenol (picric acid) (0.42). This


figure is available in colour online at www.interscience.wiley.com/journal/


poc


(a)


(b)


Figure 3. Ellipticity of the electron density at the OH (a) and NH (b) bond
critical points as a function of proton-transfer degree (XPT). This figure is


available in colour online at www.interscience.wiley.com/journal/poc
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relationships for O � � �H and N � � �H bonds is not only limited to
higher values for O � � �H, but is also seen in the slope of the lines.
The curves for O � � �H change from 0, and above XPT¼ 0.5 the
ellipticity grows. For N � � �H, the change in ellipticity decreases
continuously from the high value characteristic for XPT¼ 0. Above
XPT¼ 0.5, the ellipticity of the BCP between the N and H atoms is
stabilized at the value close to 0, which means that the NH bond
becomes stable. For O � � �H, e reaches the highest values at XPT
close to 1, which means that after shifting the proton to the
acceptor, the O � � �H bond becomes unstable. In contrast, the
N � � �H bond is unstable when the proton is located at the donor
atom. In the relationships of ellipticity, the differences between
the phenols used as proton donors are more clearly seen than in
the relationships discussed above. The value of the ellipticity for
both BCPs in the hydrogen bridge is the highest for picric acid
and the lowest for phenol. The hydrogen bond is most unstable
when is formed by the strongest phenol, so the proton can be
easily moved between the donor and acceptor.
The eigenvalues of the Hessian matrix of the electron density


can be used to calculate the potential and kinetic energy
densities of the electrons at the critical points. The local kinetic
electron energy density can be evaluated from the experimental
electron density distribution according to the Abramov expres-
sion,[34] which can be used in an approximated version for a
closed-shell interaction.[35] Comparison of the energy densities
calculated by quantum chemical methods with those calculated
using the approximate equations performed for large set of
hydrogen-bonded complexes[36] verifies the validity of the
approximate equation. Both energy densities are related to the
hydrogen bond distance. According to the equations presented
in ref.,[37] the kinetic energy density is G¼ 15.3l3 and the
potential energy density V¼ 35.1(l1þ l2). The potential energy
of the electrons (V(r)BCP) expresses the pressure exerted on the
electrons at the BCP by other electrons. The kinetic energy
(G(r)BCP) reflects the mobility of the electrons at the BCP and the
pressure exerted by the electrons at the BCP on other electrons. A
comparison of both energies for the critical points located on the
O � � �H and N � � �H bonds of the investigated OHN hydrogen-
bonded complexes is shown in Fig. 4. Shifting the proton from
the donor to the acceptor is connected with a decrease in the
kinetic energy of the electrons at the BCP close to the proton
donor and an increase in the kinetic energy at the BCP close to
the acceptor. The potential energy changes in the opposite
direction. When the electrons are less mobile, the energy exerted
on them by other electrons is higher. The proton-transfer degree
at which equalization of the kinetic and potential energies at the
O � � �H and N � � �H BCPs takes place is about 0.5, but the values at
the crossing point depend on the proton donor properties of the
phenol. For a phenol with higher proton donor properties, the
kinetic energy density at the O � � �H and N � � �H BCPs equals at
higher XPT values than for the phenol with lower proton donor
properties. The mobility of the electrons in the O � � �H bond is
highest when the proton-transfer degree is lowest, but for the
free OH group in phenols the energy value is too low to be
included in the relationship as the point with XPT¼ 0. Transferring
the proton from the donor to the acceptor is connected with
changes in the mobility of the electrons at both critical points in
the hydrogen bridge, and when the degree of proton transfer is
0.5, electronmobility at both BCPs is this same. Analogous energy
equalization applies for the potential energy density. It is
characteristic that the energies for the O � � �H bond change
within a significantly broader range than for the N � � �H bond.
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Figure 4. Kinetic energy density (G(r)) (a) and potential energy density


(V(r)), (b) of electrons at the BCPs of OH (solid line) and NH (broken line)
as functions of XPT. This figure is available in colour online at www.


interscience.wiley.com/journal/poc
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Figure 5. Relationship between the atomic volume integrated within


the 0.001 isosurface of the atoms participating in the hydrogen bridge: H


(a), O (b), and N (c), and the proton-transfer degree. The values of the


atomic volumes of H, O in free phenols and O� in the phenolate anions
are respectively: phenol, 21.7748, 113.8061, 131.0570; 4-nitrophenol,


21.2046 113.3520, 129.3497; 2,6-dichlorophenol, 18.9302, 111.6285,


111.1629; 2,6 –dichloro-4-nitrophenol, 18.5680, 110.7825, 125.3135; 2,4-


dinitrophenol, 11.9799, 113.3519, 123.5758; and picric acid, 11.2704,
106.2757, 118.7405. The atomic volumes of the H and N atoms in the


trimethylammonium cation are 26.8351 and 61.7336, respectively. This


figure is available in colour online at www.interscience.wiley.com/journal/
poc
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Character of the atomic basins


AIM theory provides a partition of the molecular space into
atomic basins associated with basins of zero local flux in the
gradient vector field of the electron density and the basins
correspond to topologically defined atoms. Such a precise
partition of the molecule allows investigation of the electron
density associated with a particular atom and discussion of the
parameters concerning the atomic basins. It can be expected that
in the proton-transfer process the atomic volumes of the proton,
proton donor, and proton acceptor will change. The relationship
of the atomic volumes of H, O, and N integrated over the 0.001
isosurface with XPT is shown in Fig. 5. This dependency for the
proton is similar to the sigmoidal curve typical for many
experimental relationships. For XPT around 0.5, this curve has a
plateau and significantly increases for higher values of XPT. This
shape of the dependency of proton atomic volume on XPT is
characteristic for phenol without any substituent used as the
proton donor. With increase in proton donor properties of
phenol, these changes are less evident, and for picric acid the
relationship between proton volume and XPT seems to be a
straight line with a low slope. The atomic volume of the donor
oxygen atom grows linearly with XPT, but this change is not very
significant. The dependency on the proton donor properties is
also seen in this relationship. The change is most evident for
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phenol and almost invisible for picric acid (the straight line for
phenol: V(V)O¼ 8.4225 XPTþ 112.86, R2¼ 0.9169, and for picric
acid: V(V)O¼ 4.8019 XPTþ 103.04, R2¼ 0.69). More significant is
the decrease in the atomic volume of the proton acceptor atom.
Shifting the proton to the nitrogen is connected with a decrease
in the nitrogen atomic value, but only in the XPT range of 0–0.5.
Above this value, the atomic volume of nitrogen becomes
constant.
Electron density integrated over the atomic volume within the


0.001 isosurface of the hydrogen bridge atoms (Fig. 6) is also
sensitive to proton transfer. The relationship between the
electron density in the atomic basin of the proton and the
degree of proton transfer has an analogous shape to that of
proton volume. The volume of the oxygen does not change
significantly with proton transfer, but the electron density in the
atomic basin is sensitive to proton transfer. In the atomic basin of
the donor atom, the number of electrons decreases, reaching a
minimum at about XPT¼ 0.5, and then increases again. The shape
of this relationship is connected with the pKa value of the phenol
and has the best shape for phenol without any substituent, and
for picric acid it is close to a straight line. The electron density in
the nitrogen atomic basin increases with proton shifting. This
increase is very limited up to XPT below 0.5, and above this value it
is very significant.
All the relationships illustrate the mechanism which takes


place in the proton-transfer process. The atomic basin of the
proton enlarges when the proton moves to the acceptor by the
value which the acceptor loses. Electrons from the donor atom
are transmitted to the atomic basin of the acceptor, and when
the proton is closer to the acceptor this process becomes more
significant. This mechanism causes the changes in atomic
volume and electron density in the atomic basin of the proton to
be more complicated and their relationships with proton-transfer
degree have complicated shapes.

Figure 6. Relationship between the electron density over the atomic


volume integrated within the 0.001 isosurface of the atoms participating
in the hydrogen bridge: H (a), O (b), and N (c), and proton-transfer degree.


The values for H, O in free phenols and O� in the phenolate anions are


respectively: phenol, 0.4096, 9.1004, 9.2442; 4-nitrophenol, 0.3987, 9.0999,


9.1648; 2,6-dichlorophenol, 0.3923, 9.1111, 9.2138; 2,6-dichloro-4-
nitrophenol, 0.3848, 9.1102, 9.1728; 2,4-dinitrophenol, 0.3466, 9.1390,


9.1547; and picric acid 0.3432, 9.1225, 9.1305. The electron densities over


the atomic volumes of the H and N atoms in the trimethylammonium


cation are 0.5353 and 7.9992, respectively. This figure is available in colour
online at www.interscience.wiley.com/journal/poc

Analysis of the BCP of the CO bond


Besides the OH and OH bonds, the proton-transfer process also
influences the CO bond in the donor molecule, which changes in
length from 1.36 Å typical for phenols[38–42] to 1.26 Å character-
istic for phenolates.[43–45] For this reason it appeared interesting
to investigate the AIM parameters of the CO bond. The geometric
parameters of the CO bond and the AIM parameters of
the electron density at the CO BCP are collected in Table 2
(Supplementary Materials). In Fig. 7 shows the relationship of
electron density and kinetic and potential energy densities of the
electrons at the BCP of the CO bond compared with the electron
density at the BCPs of the OH and NH bonds, the value of the
electron density as well as of the potential and kinetic energy
densities for the CO bond change in a more limited scale. All
these relationships are linear and the values for phenol can
be used as a reference value for XPT¼ 0. With the increase in the
degree of proton transfer, the electron density at the BCP of the
CO bond increases, the electrons become more mobile, and
the pressure exerted by other electrons is lower. The CO distance
is linearly related to XPT


[3,30] and therefore an equation common
for all the investigated phenols can describe the electron
density at the CO BCP versus the CO distance: r(r)CO¼
�0.8151dCOþ 1.3963, R2¼ 0.9939. The relationship between
electron density and the proton transfer degree reflects specific
proton donor properties of the phenols which are not seen in the

www.interscience.wiley.com/journal/poc Copyright � 2008

relationship with CO distance. Optimization at the MP2/
6-311þþG** level gives rise to a slightly different geometry
and the results obtained for the phenol complexes cannot be
included in the relationship obtained using the B3LYP method.
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Figure 7. Relationships between the parameters characterizing the BCP
of the CO bond in phenols (a) electron density at BCP, (b) kinetic and (c)


potential energy density of electrons at BCP and the proton-transfer


degree. This figure is available in colour online at www.interscience.


wiley.com/journal/poc
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Figure 8. Relationship between the parameters characterizing the RCP
of the phenol ring (a) electron density at RCP, (b) kinetic, and (c) potential


energy density of electrons at RCP and the proton-transfer degree. This


figure is available in colour online at www.interscience.wiley.com/journal/


poc
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Analysis of the phenol RCP


The AIM parameters of RCP of phenol are collected in Table 3
(Supplementary Materials). Compared with the electron density
at the BCP of the CO bond, analogous changes at the RCP are very
limited, but a regular change with XPT is seen (Fig. 8). Transfer of
the proton in the hydrogen bond causes a change in the electron
cloud in the aromatic ring of the proton donor molecule. The
relationships of electron density and potential energy density are
linear and show decreasing values with shifting of the proton
from the donor to the acceptor. The kinetic energy density of the

J. Phys. Org. Chem. 2008, 21 867–875 Copyright � 2008 John W

electrons at the RCP changes in a more complicated way and the
relationship with XPT has a parabolic shape with a maximum at
about 0.5. When the proton is shifted by 50%, the electrons in the
aromatic ring of the proton donor molecule are most mobile. The
previously analyzed electron density in the atomic basin of
the oxygen atom decreases with the proton transfer, which is
connected with the movement of the electrons to the NH bond.
At about 0.5 the electron density in the oxygen basin reaches a
minimum, and for higher XPT values it increases. This is connected
with the shifting of the electron cloud from the CO bond and also
with the shifting of the electrons from the aromatic ring of the
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proton donor. In all the relationships for the RCP, differences
between the phenols are seen, but the differences are not directly
related to the proton donor properties of the phenol.
Despite the limited changes in electron density at the RCP of


the phenol ring, it was interesting to investigate whether these
changes are connected with changes in the bonds which are
sensitive to the shifting of the proton in the hydrogen bond.
The relationship of the electron density at the BCPs of the CO
bond with the electron density at the phenol RCP (Supple-
mentary Materials) shows that the CO bond, despite the small
range of change in electron density, can be used as a measure of
the strength of the hydrogen bond. The differences between
phenols are seen in the continuous changes in the electron
densities of the OH and NH bonds, so the CO bond can be useful
for investigating the differences between proton donors. The
relationships of the electron density of the BCP of the CO bond
are linear and express the fact that with the shifting of the proton
to the acceptor, electrons shift from the phenol ring to the CO
bond. The relationships of the electron density of the O � � �H and
N � � �H bonds with that at the phenol ring are more complicated
and illustrate the mechanism of the shifting of the electron
cloud during proton transfer. Electrons are shifted not only from
the O � � �H to the N � � �H bond, but also from the CO bond.
Additionally, when the proton-transfer degree is above 0.5,
electrons from the aromatic ring of the proton donor are
delivered to the hydrogen bridges what is connected with
increase in the mobility of electrons at the phenol RCP.
All hydrogen bonds can be classified as charge-assisted


hydrogen bonds and resonance-assisted hydrogen bonds.[46] The
latter are typical for very strong bonds in which the hydrogen
bond strength is increased by significant delocalization of the p


electrons in the vicinity of the hydrogen bond. Delocalization of
the p electron is especially easy to realize not only in
intramolecular hydrogen bonds in which the six-member ring
favors delocalization of the electrons, but also intermolecular
N� H � � �O can be assisted by resonance.[47] Classification of the
very strong OHN hydrogen bond in phenol–amine complexes is
not easy. It is rather an example of a CAHB,[48,49] but anyway a
strengthening of the hydrogen bond is always accompanied by a
shift of the electron density from the proton donor aromatic ring
to the acceptor. The investigation of the electron density
performed in this study shows how the delocalization of the
electrons in proton donor changes under different degrees of
proton transfer and confirms that even for the strongest
hydrogen bond it is far from the resonance.

CONCLUSIONS

1. S

ww

hifting the proton from donor to acceptor also causes
changes in electron density in the part of the molecule not
closely connected to the bridge atoms.

2. T

he changes in electron density in the proton-transfer process
are highest for the O � � �H bond. AIM parameters of the N � � �H
bond change are about three times lower. Because both these
bonds are similarly rearranged in the proton-transfer process,
these values are specific for the bond type.

3. W

hen the proton-transfer degree is 0.5, the electron density,
its Laplacian, the mobility of the electrons, and the potential
energy density of the electrons are equal at the BCPs of O � � �H
and N � � �H. The kinetic energy density of the electrons at the
phenol RCP is at a maximum.

w.interscience.wiley.com/journal/poc Copyright � 2008

4. T

Jo

he relationships of the AIM parameters do not follow a
common line, but are different for different proton donors,
reflecting their pKa values. This is especially seen for the CO
bond, which can be used as an illustration of specific proper-
ties of proton donors.

5. T

he AIM parameters characterizing the phenolate anion can-
not be included in the relationships characterizing phenols
participating in the hydrogen bond. The values for phenols
can be included in the relationships of the AIM parameters of
the CO BCP and the phenol RCP, but the values of the
phenolate anion are significantly different. This difference
underlines the fact that the formation of the hydrogen bond
complex changes the electron density of the OH bond when
the transfer of the proton to the acceptor results in a phenol-
ate anion with electron density similar to neither phenol nor a
hydrogen-bonded complex.

6. S

ome relationships as rðrÞO���H, rðrÞH���N, GðrÞO���H, GðrÞH���N,
V(V)H, q(V)H, and q(V)N on XPT have shapes similar to the
sigmoidal relationships characteristic for many experimental
dependencies.

Acknowledgements


The Wroclaw Center for Networking and Supercomputing is
acknowledged for generous computer time.

REFERENCES


[1] I. Majerz, Z. Malarski, L. Sobczyk, Chem. Phys. Lett. 1997, 274, 361–364.
and the papers cited therein.


[2] I. Majerz, A. Koll, Acta Crystallogr. B 2004, B60, 406 415.
[3] E. Kwiatkowska, I. Majerz, A. Koll, Chem. Phys. Lett. 2004, 398,


130–139.
[4] I. Majerz, E. Kwiatkowska, A. Koll, J. Phys. Org. Chem. 2005, 18,


833–843.
[5] I. Olovson, G. Jonsson, in The Hydrogen Bond. Recent Developments in


Theory and Experiments, Vol. II(Eds.: P. Schuster, G. Zundel, C. Sandorfy
) North-Holland, Amsterdam, 1976, 393–455.


[6] T. Steiner, J. Phys. Chem. A 1998, 102, 7041–7052.
[7] T. Steiner, W. Saenger, Acta Crystallogr. B 1994, 50, 348–357.
[8] H. Ratajczak, L. Sobczyk, J. Chem. Phys. 1969, 50, 556–557.
[9] J. P. Hawranek, L. Sobczyk, Acta Phys. Pol. A 1971, 39, 651–660.
[10] P. Huyskens, W. Cleuren, H. M. Van Brabant-Gevaerts, M. A. Vuylsteke,


J. Phys. Chem. 1980, 84, 2740–2748.
[11] M. Ilczyszyn, H. Ratajczak, K. Skowronek, Magn. Reson. Chem. 1989,


26, 445–448.
[12] M. Szafran, B. Brycki, Z. Dega-Szafran, B. Nowak-Wydra, J. Chem. Soc.


Perkin Trans. 2 1991, 1161–1166.
[13] B. Nogaj, E. Dulewicz, B. Brycki, A. Hrynio, P. Barczynski, Z.


Dega-Szafran, M. Szafran, P. Koziol, A. R. Katritzky, J. Phys. Chem.
1990, 94, 1279–1285.


[14] E. Grech, J. Kalenik, L. Sobczyk, J. Chem. Soc., Faraday Trans. 1 1979,
75, 1587–1592.


[15] E. Grech, J. Kalenik, Z. Malarski, L. Sobczyk, J. Chem. Soc., Faraday
Trans. 1 1983, 79, 2005–2012.


[16] J. Kalenik, I. Majerz, Z. Malarski, L. Sobczyk, Chem. Phys. Lett. 1990,
165, 15–18.


[17] M. Rospenk, Z. Malarski, L. Sobczyk, E. Grech, J. Phys. Chem. 1982, 86,
401–406.


[18] A. Rabold, G. Zundel, J. Phys. Chem. 1995, 99, 12158–12163.
[19] R. Wolny, A. Koll, L. Sobczyk, Bull. Soc. Chim. Belg. 1984, 93, 99–105.
[20] I. Majerz, L. Sobczyk, J. Chim. Phys. 1993, 90, 1657–1666.
[21] R. F. W. Bader, Atoms in Molecules: A Quantum Theory, Oxford


University Press, New York, 1990.
[22] I. Alkorta, J. Elguero, J. Phys. Chem. A 1999, 103, 272–279.

hn Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 867–875







CHANGES OF ELECTRON DENSITY IN THE OHN HYDROGEN BOND

[23] M. V. Vener, A. V. Mannaev, A. N. Egorova, V. G. Tsirelson, J. Phys.
Chem. A 2007, 111, 1155–1162.


[24] L. F. Pacios, O. Galvez, P. C. Gomez, J. Chem. Phys. 2005, 122,
214307–214318.


[25] S. J. Grabowski, W. A. Sokalski, J. Leszczyński, J. Phys. Chem. A 2006,
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Does the five-member hydrogen bond ring in
quinoline carboxamides exist?
Irena Majerza* and Teresa Dziembowskab

The presence of intramolecular NHN hydrogen bond

J. Phys. Or

in 4-R-quinoline-2-(N-R(-carboxamides) was investigated by AIM
methodology. Values of electron density, elipticity, and total energy density at the bond critical point of H���N in
amides were compared with respective values of H���O in their N-oxides. Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: amides; intramolecular hydrogen bond; electron density; AIM calculations

INTRODUCTION


Very special role of intramolecular hydrogen bond in determi-
nation of the conformation of compounds and their chemical,
physical, and biological properties is well known.[1–3] The energy
of hydrogen bonds varies from about 100 kJ/mol for interactions
of partially covalent character to very weak interactions of about
1 kJ/mol. It is not easy to differentiate the very weak hydrogen
bond and non-specific interaction.[4] In the literature one can find
various criteria of hydrogen bonds: geometrical, energetic,
spectroscopic, or functional.[2,4] Each of them is accurate and
useful for particular interaction, but at the same time it does not
have a general character. For weak interactions, conclusions
concerning the presence or lack of the hydrogen bond based on
different criteria have been sometimes contradictory.[5–8] The
weak intramolecular hydrogen bonds NH���O and NH���N in
amides, polypeptides, and proteins have been objects of
numerous studies because of their biological importance.[7,9–20]


The aim of this work is to answer the question concerning
formation of the intramolecular NH���N hydrogen bond in the five
member ring in 4-R-quinoline-2-(N-R0-carboxamides). Existence
of the intramolecular NH���N hydrogen bonds in quinolinecar-
boxamides has been in question.[15–20]


One of the theoretical methods that have been recently shown
to be useful in detection and studying the intramolecular
hydrogen bonds is the method based on AIM theory of
Bader.[5,7,12,21–25] In frame of the AIM theory, Poplier has proposed
criteria of the presence of the hydrogen bond[21] as follows:

- O

n the bond path, H���B linking the H and B atoms of the bond
critical point (BCP) must be present.

- T

he value of the charge densities at BCP of the hydrogen bond
H���B (rH���B) should be within the range of 0.002–0.040 a.u.
Recently Alcorta et al. suggested that the lowest the rH���B
values is to be greater than 0.01 a.u.[27]
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aplacian (52
H���B) of electron density at the BCP should be


within 0.024–0.139 a.u. range.


Except the criteria listed above, the value of the total energy
density of the electron at BCP (HH���B) has been shown to
characterize the relative hydrogen bond strength.[22,26–28]


The HH���B is the sum of potential (VH���B), energy density that is
related to the action which builds up the hydrogen bond
interactions accumulating the electrons around the BCP, and

g. Chem. 2008, 21 876–880 Copyright �

kinetic energy density (GH���B) related to the mobility of the
electrons. The negative value of HH���B indicates the partly
covalent character of the hydrogen bond.
In this work, we have applied the AIM analysis to search out the


intramolecular hydrogen bond in five-member chelate ring of
4-R-quinoline-2-(N-R0-carboxamides). For comparison we have
used this same method for their N-oxides, where the presence of
the intramolecular NH���O hydrogen bond in the six-member ring
has been evidenced by spectroscopic method.[29,30]

COMPUTATIONAL DETAILS


To decide which optimization method is the best to reproduce
the structure of the investigated compounds the molecule of
quinoline-2-carboxamide was optimized at HF/6-311þþG**,
B3LYP/6-311þþG**, and MP2/6-311þþG** level and the
geometric parameters of the NHN bridge were compared. The
obtained N���N (H���N) distances were 2.691 (2.308), 2.690 (2.271),
and 2.679 (2.249) Å and the NCC (NHN) angles were 115.15
(101.76), 114.32 (103.46), and 113.97 (104.06)8, respectively. The
results for B3LYP/6-311þþG** method was discussed in
following, although it was checked that every method
reproduces the correlations presented in the paper. The
investigated compounds were optimized at the DFT B3LYP/
6-311þþG** level of calculation using the Gaussian 03
program.[31] To verify that the absolute minimum on the
potential energy surface was reached, all vibrational frequencies
were checked to be positive. The wave function evaluated for
each optimized structure was used as the input to the AIM2000
program.[32]

2008 John Wiley & Sons, Ltd.







FIVE-MEMBER HYDROGEN BOND RING

RESULTS AND DISCUSSION


The intramolecular hydrogen bond in six-member ring is very
common and stabilizes the conformation of the compound. For
five-member rings it is just the conformation which facilitates the
formation of intramolecular hydrogen bond. However, due to the
strain reasons and nonlinearity of the hydrogen bridge, this
hydrogen bond is very weak. For this reason, existence of the
five-member ring is sometimes questioned.
In this work we have applied the AIM analysis for comparing


the interaction between the amide NH group and N-oxide groups
in the six-member chelate ring in 4-R-quinoline-2-(N-R0-carboxamide)-
N-oxides (Scheme 1), where existence of the intramolecular hydrogen
bond (NH���O) is well confirmed[29,30] with those between the NH
group and the heterocyclic N-atom (NH���N) in 4-R-quinoline-
2-(N-R0-carboxamides). As it has been mentioned in the
‘Introduction’ section, the main objective of our work is to
answer the question concerning the formation of the intramo-
lecular NH���N hydrogen bond in the five-member ring in
4-R-quinoline-2-carboxamides.

Scheme 1.

4-R-quinoline-2-(N-R(-carboxamide) N-oxides


The calculated topological properties of the electron density at
the BCP participating in the NH���O hydrogen bonds in series of
4-R-quinoline-2-(N-R0-carboxamide) N-oxides with the different
substituents in the position 4 on the quinoline ring (R¼H, Me,
OEt) and linked to the N-amide atom (R0 ¼H, Me, t-Bu, Ph)
(Scheme 1) have been collected in Table 1. The calculated value of

Table 1. Bond and ring critical points for hydrogen bond in 4-R-q


R R0


H���O


rH���O r2rH���O HH���O eH���O


H H 0.037 0.134 �0.031 0.031
H Me 0.039 0.139 �0.175 0.048
H t-Bu 0.041 0.142 �0.300 0.053
H Ph 0.045 0.149 �0.603 0.051
Me H 0.037 0.136 �0.075 0.031
Me Me 0.040 0.140 �0.207 0.047
Me t-Bu 0.042 0.143 �0.350 0.054
Me Ph 0.046 0.150 �0.655 0.052
OEt H 0.040 0.140 �0.195 0.040
OEt Me 0.042 0.143 �0.326 0.050
OEt t-Bu 0.042 0.140 �0.375 0.054
OEt Ph 0.049 0.153 �0.836 0.054


J. Phys. Org. Chem. 2008, 21 876–880 Copyright � 2008 John W

rH���O ranges from 0.037 to 0.049 a.u. The respective values of
52


H���O are in the range from �0.134 to �0.153 and the HH���O
values are from �0.031 to �0.837 range. All these values are in
accordance with the presence of the medium strength hydrogen
bond.[28] The inspection of the Table 1 shows that the values of
the electron densities at BCP of H���O bond increase with electron
donor properties of the R-substituent in the quinoline ring are in
order of: OEt>Me>H that is in accordance with the increase of
the oxygen atom basicity. For particular R-substituent, the
electron densities of rH���O increases with the substituent R


0 linked
to the amide N atom in order: Ph> t-Bu>Me>H. This indicates
the strengthening of the hydrogen bond accordingly to the
expected substituent effect on the acidity of the NH group. The
negative values of HH���O indicate the partially covalent character
of the H���O bond.[12,28] Espinosa et al.[27] proposed to use the
jHH���Bj/(rH���B) ratio as a measure of the covalency of the bond.[26]


For amides under study, this parameter increased with the
hydrogen bond strength from �0.832 to –17.178, proportionally
to the values of rH���O for given R-subsituent. For intramolecular
hydrogen bond, when the six-member ring is formed, the ring
critical point (RCP) has been shown to be a good descriptor of the
hydrogen bond.[23,24] For the series of N-oxide amides, the
topological parameter for the RCP (rRCP) in the chelate ring with
hydrogen bond has been calculated (Table 2). The rRCP values
increase linearly with the rH���O (Fig. 1). Similar correlation was
found by Grabowski et al.[24,25]


4-R-quinoline-2-(N-R(-carboxamides)


Topological parameters of H���N and NH bonds of
4-R-quinoline-2-(N-R0-carboxamides) (R¼H, Me, OEt; R0 ¼H, Me,
t-Bu, Ph) (Scheme 1) have been presented in Table 2. Based on the
spectroscopic criteria in quinoline-2-carboxamide (R¼R0 ¼H),
the hydrogen bond was not found.[15,16] For secondary
quinoline-2-(N-methylcarboxamide) (R¼H, R0 ¼Me), X-ray
analysis showed a distinct nonlinearity of the NHN bond
(NHN¼ 968) that might eliminate the possibility of the hydrogen
bond formation,[18] however, IR spectroscopic studies suggested
the existence of the NH���N bond.[19,20] The presence of the
intramolecular hydrogen bond has also been suggested for
quinoline-2-(N-t-butylcarboxamide).[20] In situation when the

uinoline-2-(N-R0-carboxyamide) N-oxides [a.u.]


NH


rRCP D [Å]rNH HNH eNH


0.330 �77.712 0.045 0.015 1.197
0.330 �77.398 0.047 0.016 0.645
0.329 �76.505 0.046 0.016 0.641
0.326 �76.549 0.041 0.017 0.656
0.330 �77.555 0.044 0.022 2.806
0.330 �77.241 0.046 0.016 0.649
0.328 �76.244 0.046 0.016 0.598
0.325 �76.330 0.041 0.016 0.660
0.326 �77.021 0.043 0.016 0.667
0.327 �76.765 0.046 0.016 1.837
0.328 �76.228 0.046 0.016 0.647
0.322 �75.534 0.040 0.017 0.672
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Table 2. Bond and ring critical points for hydrogen bond in 4-R1-quinoline-2-(N-R2-carboxyamides) [a.u.]


R R0


H���N NH


rRCP D [Å]rH���N r2rH���N HH���N eH���N rNH HNH eNH


H H 0.017 0.078 0.017 1.175 0.051 �76.782 0.051 0.017 0.034
H Me 0.019 0.081 0.018 0.522 0.051 �76.220 0.051 0.018 0.079
H t-Bu 0.020 0.083 0.019 0.450 0.053 �75.604 0.053 0.019 0.090
H Ph 0.022 0.089 0.020 0.311 0.047 �76.595 0.047 0.020 0.128
Me H 0.018 0.078 0.017 1.132 0.051 �76.763 0.051 0.017 0.036
Me Me 0.019 0.081 0.019 0.492 0.051 �76.204 0.051 0.019 0.083
Me t-Bu 0.020 0.083 0.019 0.434 0.053 �75.612 0.053 0.019 0.092
Me Ph 0.022 0.090 0.020 0.301 0.047 �76.573 0.047 0.020 0.131
OEt H 0.018 0.079 0.018 0.976 0.051 �76.836 0.051 0.018 0.042
OEt Me 0.020 0.082 0.019 0.465 0.051 �76.239 0.051 0.019 0.087
Oet t-Bu 0.021 0.085 0.019 0.433 0.053 �75.582 0.053 0.019 0.093
Oet Ph 0.023 0.090 0.021 0.284 0.047 �76.558 0.047 0.021 0.135


D – distance between RCP and BCP.


Figure 2. Correlation of the electron density at BCP of NH bond with the


electron density at BCP of the H���O and H���N interaction


(y¼�7.3242x2� 0.002xþ 0.3405, R2¼ 0.9723). Full points – rH���O, empty


points – rH���N
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experimental investigations give unequivocal results, the AIM
analysis seems to be the proper method to answer the question
on the existence of the intramolecular hydrogen bond. As it can
be seen from the Table 2, the values of rH���N are in the range of
0.017–0.023 and the values of 52


N���O are in 0.078–0.087 a.u.
range. These values, however very low, are in accordance with the
criteria of hydrogen bond existence.[21] Low values of the electron
densities and positive values of the total energy density at BCPs
suggest the weak interaction of purely electrostatic nature. The
obtained values of rH���N and 52


N���O are similar to the calculated
topological parameters for intramolecular hydrogen bond in
five-member chelate ring ofN-formyltriglycine amide[7] and the C7
conformers of N-acyl-L-alanine N0-methylamide.[12] An argument
for classification of the H���N interaction in 4-R-quinoline-
2-(N-R0-carboxamides) as hydrogen bond is also the correlation
of the electron densities at rH���N versus rNH that fit this same
equation as the rO���H versus rNH (Fig. 2). Also the linear
dependence between the electron densities at the BCP in the
N���H and O���H hydrogen bonds (Fig. 3) support classification of
the H���N interactions as the hydrogen bond. In discussion of the

Figure 1. Correlation of the electron density at BCP of H���O and H���N
interaction with the electron density at six-member and five-member ring
critical point. Full points – rH���O, (y¼ 7.3378x�0.0753, R2¼ 0.9467), empty


points – rH���N (y¼ 1.5755x�0.0098, R2¼ 0.9811)


Figure 3. Correlation of the electron density at BCP of H���O bond with
the electron density at BCP of the H���N interaction (y¼ 1.927xþ 0.0032,


R2¼ 0.9064)


www.interscience.wiley.com/journal/poc Copyright � 2008 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 876–880







Figure 4. Molecular graph of 4-ethoxyquinoline-2-(N-methylcarboxamide)


FIVE-MEMBER HYDROGEN BOND RING

hydrogen bond formation, except the values of the electron
densities and energy density at BCP, the curvature of the bond
path and the distance between the BCP and RCP must also be
taken into account.[7,12,22] An example of molecular graph for
4-ethoxyquinoline-2-(N-methylcarboxamide) is included to illus-
trate the five-member ring in amides (Fig. 4). The H���N bond
paths in the studied amides are curved (Fig. 4) and the distances
between the BCP and RCP are very small (Table 2). This indicates
the great instability of the interaction and facility of the
disruption of the N���H hydrogen bond by slight structural
changes. The H���B interaction may also be described by the
elipticity (eb) of the electron density at BCP; the large value of this
parameter indicates the instability of the hydrogen bond-
ing.[7,21,22] The elipticity values for H���N BCP in amides are ten
times higher than the elipticity of O���H in N-oxides (Tables 1
and 2). These high values of eb for H���N hydrogen bond confirm
the high instability of the hydrogen bond in amides. For
quinoline-2-carboxyamide, the very small values of rH���N,
exceptionally large values of elipticity and proximity of the
RCP and BCP close to annihilation, indicate that the H���N
interaction is on the verge of the hydrogen bond and
non-specific interactions may be easily broken.[7,21,22] Stability
of the conformation of the quinoline-2-carboxamides cannot be
determined by the weak NH���N intramolecular hydrogen bond,
but rather by a coupling of amide group with the aromatic ring.
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CONCLUSIONS


Intramolecular hydrogen bond in quinoline-2-carboxamides and
their N-oxides has been studied by AIM methodology. In
R-quinoline-(N-R0-carboxamide) N-oxides, the intramolecular
NH���O hydrogen bond of partly covalent character is present;
influence of the substituent on the hydrogen bond strength has
been discussed. For secondary R-quinoline-(N-R0-carboxamides)

J. Phys. Org. Chem. 2008, 21 876–880 Copyright � 2008 John W

with the five-member chelate ring, the calculated topological
properties of the electron densities in H���N hydrogen bond
indicate the presence of very weak intramolecular hydrogen
bond of the pure electrostatic nature. The primary
R-quinoline-N-carboxamides fulfill the criteria of the existence
of the hydrogen bond, however, the values of electron density are
on the verge of formation of the H���N critical points. These results
indicate that the stability of the conformation of the primary and
secondary quinoline-2-carboxamides cannot be determined by
the H���N interactions and it is the conformation of the amide
group that facilitates the formation of the intramolecular
hydrogen bond.
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Anomeric effect plays a major role in the
conformational isomerism of fluorinated
pnictogen compounds
Levindo E. Martinsa and Matheus P. Freitasa*

According to our theoretical studies, the anomeric

J. Phys. Or

effect, an stereoelectronic interaction between lone pair and a
vicinal antibonding orbital, has shown to contribute decisively for the conformational isomerism of
1-fluoro-N,N-dimethylmethanamine (1) and of its corresponding P, As and Sb analogues (2–4). C—X bonds in 2–4
are larger than in the parent compound 1, thus providing a LPX/C—F* interaction progressively weaker on going from
1 to 4. However, such hyperconjugation contributed by more than 1.3 kcalmol�1 for the stabilization of anti
conformer in 4 (uLP—X—C—F¼ 1808), increasing to 24.1 kcalmol�1 in 1. An isodesmic reaction model supported these
findings. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Many molecules may undergo rotational isomerization around
one or more of their chemical bonds, and this must affect the
spectroscopic behaviour, binding orientation in active sites and
synthesis of the rotationally flexible compounds. The stability of
conformers is traditionally assigned as from steric and electro-
static nature, but non-classical interactions are often invoked
when natural Lewis structure does not provide sufficient basis on
conformational energies.
Electron delocalization from occupied to nearly unoccupied


orbitals has shown to be at least competitive with classical
interactions operating in simple systems, such as the ethane
molecule.[1–4] Hyperconjugation is also assumed to be an
important/major factor controlling the gauche effect in
1,2-disubstituted ethanes,[5–8] though the origin of this effect
may also be due to electrostatic interaction.[9,10] One of the most
recognized 2 electrons–2 orbitals interaction, which plays an
important role in conformational isomerism, is the anomeric
effect (formally a negative hyperconjugation), firstly observed in
pyranose rings by Edward in 1955.[11] Antiperiplanar symmetry is
required for such interaction and it is well established when
oxygen lone pairs are taken into account, but sulfides and
sulfoxides also demonstrated significant ability in donating
sulphur lone pairs to vicinal C—Cl antibonding orbitals.[12] Other
higher-row elements containing lone pair(s) have also shown to
be electron donors, and thus the corresponding compounds
experience the anomeric effect, though in weaker extent when
compared to compounds based on first-row elements.[13–18]


However, such behaviour in nitrogen derivatives has not been so
extensively studied as in oxygenated compounds, as well as the
influence of bond size on the strength of anomeric effect. Thus,
these issues may be properly addressed by using model
compounds derived from the nitrogen family elements on the
basis of NBO analysis.[19] In our computational studies (DFT
calculations), we have explored the conformational preferences

g. Chem. 2008, 21 881–885 Copyright �

of 1-fluoro-N,N-dimethylmethanamine (1) and its phosphorus (2),
arsenic (3) and antimony (4) analogues (Fig. 1).

THEORETICAL CALCULATIONS


The energy minima were identified by building potential energy
surfaces, obtained through scanning the dihedral angle
F—C—X—CH3 (X¼N, P, As and Sb) in steps of 108, at the
B3LYP/6-31g(d,p) level using the Gaussian 03 programme.[20] For
4, the LANL2DZ basis set was used. Each minimum was then
optimized at the B3LYP/aug-cc-pVTZ level and the orbital
interactions were computed by using an NBO analysis[19] at
the same level of theory, including deletion of all Rydberg and
antibonding interactions. For 4, the aug-cc-pVTZ-PP basis set[21]


was applied. Isodesmic reactions were calculated at the same
level of theory applied in the geometry optimizations.

RESULTS AND DISCUSSION


Anti conformation (LP—X—C—F dihedral angle¼ 1808) is
supposed to experience the anomeric effect, as a result of
favourable LPX! s*C—F interaction. The corresponding
LPX! s*C—H interaction in the gauche conformer is a weaker
stabilizing, stereoelectronic interaction. Potential energy surfaces
obtained at the B3LYP/6-31g(d,p) level (LANL2DZ basis set for 4)
confirm that the anti conformer in 1 is significantly more stable

2008 John Wiley & Sons, Ltd.
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Figure 1. Anti and gauche conformations of 1–4, X¼N, P, As and Sb
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Figure 2. Potential energy surfaces obtained at the B3LYP/6-31g(d,p)
level for 1–4 (X¼N, P, As and Sb)
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than the gauche conformer, but only slightly preferred in 2–4. In
addition, the first transition state (LP—X—C—F dihedral
angle¼ 08) is lower in energy when compared to the other
eclipsed conformation (Fig. 2). These suggest that the anomeric
effect is stronger in 1 than in the remaining compounds, as
preliminary observed in a comparison between—NH2 and—PH2


systems,[22] and that a synperiplanar LPX! s*C—F interaction
determines the lower rotational barrier.
Each minimum and transition states were then optimized by


using the improved aug-cc-pVTZ basis set (aug-cc-pVTZ-PP[21] for
4) and NBO analyses were then performed to account for the

Table 1. Geometrical and energetic (kcalmol�1) parameters obtained from the DFT calculations


1 2 3 4


Parameter Gauche Anti Gauche Anti Gauche Anti Gauche Anti


E (a.u.) �273.82398 �273.83104 �560.45075 �560.45361 �2455.02181 �2455.02361 �459.38979 �459.39086
Erel 4.43 0 1.79 0 1.13 0 0.67 0
Ehyp 271.84 280.77 193.73 196.76 175.89 178.52 155.91 161.14
rC10–X (Å) 1.42 1.40 1.87 1.86 2.00 1.99 2.21 2.20
rC10–F 1.40 1.44 1.40 1.40 1.39 1.40 1.40 1.40
rC10–H11 1.10 1.09 1.09 1.09 1.09 1.09 1.09 1.09
rC10–H12 1.09 1.09 1.09 1.09 1.09 1.09 1.09 1.09
<C2–X–C6 (8) 113.65 115.97 99.09 99.80 96.59 97.12 94.25 94.02
<C2–X–C10 113.54 113.76 96.86 99.80 94.78 97.12 92.52 95.26
<C6–X–C10 114.28 115.97 100.24 100.60 97.78 98.11 95.24 94.19
<X–C10–F 110.11 113.69 109.99 114.46 109.90 113.57 110.29 112.19
uF–C10–X–C6 (8) �75.25 68.69 �76.79 51.33 �78.32 49.59 �82.32 47.07
uH12–C10–X–C6 �173.47 42.45 42.76 �69.12 41.05 �70.64 36.88 166.99
uH11–C10–X–C6 166.55 �49.14 164.65 171.79 162.94 169.83 158.42 �72.74
sC10–H11! s*X–C6 4.32 5.42 1.13 1.42 0.69 0.86 — —
sX–C6! s*C10–H12 — 1.50 — 1.20 — — — 0.53
sX–C6! s*C10–H11 1.24 — 1.10 — 0.89 — 0.50 —
sX–C6! s*C2–H3 1.32 1.31 1.41 1.37 1.19 1.15 0.80 0.78
sX–C10! s*C6–H8 1.17 0.93 1.48 1.43 1.24 1.18 0.82 0.76
sX–C10! s*C2–H4 1.07 0.93 1.53 — 1.24 1.18 0.79 0.76
sX–C2! s*C6–H7 1.22 1.31 1.30 1.20 1.08 1.15 0.50 0.78
sX–C2! s*C10–H11 0.62 1.50 — — — — 0.53
sC10–F! s*X–C6 1.59 — — — — — — —
LPX! s*C6–H9 8.37 7.71 2.88 2.79 1.65 1.56 0.83 0.73
LPX! s*C10–H11 — 1.50 — — 1.28 — — —
LPX! s*C10–H12 8.21 1.50 2.33 — — — 0.58 —
LPX! s*C10–F 9.91 24.07 0.66 5.43 — 2.98 — 1.37
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Figure 3. Representation of the main orbitals of 1–4 in the anti confor-
mation, obtained at the HF/6-31g(d,p) level. HOMO is essentially on the


lone pair of the nitrogen family elements; LUMO in 1 is also distributed


around the methyl hydrogens, which demonstrated their ability to inter-


act with fluorine through hydrogen bonding; LUMOþn includes the C–F*


orbital (1: n¼ 1; 2, 3 and 4: n¼ 4; Isovalue¼ 0.05)
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hyperconjugative interactions operating in the conformers of 1–4
(Table 1). The calculated energy difference between anti and
gauche conformers in 1 is 4.4 kcalmol�1, which is in agreement
with previous findings,[23] decreasing to 1.8, 1.1 and
0.7 kcalmol�1 to 2, 3 and 4, respectively. This behaviour clearly
shows that the replacement of N in 1 by P, As and Sb reduces the
anomeric effect, due to the larger LPN/s*C—F overlap as a result of
better compatibility of orbitals. NBO data confirm the more
effective anomeric effect in 1, in which the antiperiplanar
LPX! s*C—F interaction corresponds to 24.1 kcalmol�1, whilst
the respective values for 2, 3 and 4 are 5.4, 3.0 and 1.4 kcalmol�1.
The corresponding LPX! s*C—H interaction in the gauche
conformer of 1, 2, 3 and 4 are 8.2, 2.3, <0.5 and 0.6 kcalmol�1,
respectively. This trend is congruent with that found for the O, S,
Se and Te series of model compounds,[17] as well as for CH2(XH2)2
(X¼N, P and As) compounds.[18] Despite the lower energy
of LPX! s*C—F interaction in anti conformers of 2, 3 and 4 when
compared to 1, it may not be ignored. Not all geometrical
parameters of Table 1 support the energetic findings because in
general there are small changes in gauche and anti bond lengths
and angles; however, some trends suggest the occurrence of
anomeric effect in 1–4 and its major force in 1. For example, the
(CH3)2X


þ¼CH2���F� resonance structure is expected from the
anomeric effect in the anti conformer; this shortens X—C and
lengthens C—F bond distances in comparison to the gauche
conformer, and the methylenic carbon assumes a sp2 character.
The calculated X—C bond length in the anti conformer is
0.01–0.02 Å shorter than in the gauche conformer, and the
referred angle is significantly larger; the effect on the C—F bond
length is particularly large in 1.
In addition to better LPN donation toward C—F* orbital in


comparison to the other analogues, 1 is supposed to experience
an intramolecular hydrogen bonding CHdþ


3 ����dF, both in anti and
gauche conformers, as a result of the interaction between the
positively chargedmethyl hydrogens (averageMülliken charge of
þ0.24 for both conformers) and the negatively charged fluorine
(average Mülliken charge of�0.51 and�0.47 for anti and gauche
conformers, respectively). The partial positive charge on methyl
hydrogens in 2–4 is significantly lower (þ0.16 to þ0.19).
However, two methyl groups interact through hydrogen bonding
with the fluorine in the anti conformer, whilst only one methyl
group experiences such interaction in the gauche conformer. This
electrostatic interaction could not be calculated directly, but it is
supposed to stabilize more the conformation in which the
maximum number of such interaction is allowed, the anti
conformer. The LUMO of anti conformer in 1 is also distributed
around the methyl hydrogens (Fig. 3), demonstrating their acidity
and ability in forming hydrogen bonding with electron donors,
such as the fluorine substituent. The LUMO in 2–4 is essentially on
the X—CH�


3 orbital.
We approach the charge delocalization, inherently stabilizing


forces, by examining the internal rotation about the LP—X—C—F
dihedral angle when all hyperconjugative interactions are
removed (antibonding and Rydberg orbitals deleted, Fig. 4).
Our DFT approach shows that curves with hyperconjugation
absence exhibit global minima with the LP—X—C—F dihedral
angle going from 608 to 1108, even for 1, where the electrostatic
interaction CHdþ


3 ���d�F contributes to the stabilization of the anti
conformer. For 2–4, such minima nearly coincide with the
structure of the higher transition state of the real system,
while the anti structure becomes unstable. These results provide
evidence for hyperconjugative preferential stabilization of the

J. Phys. Org. Chem. 2008, 21 881–885 Copyright � 2008 John W

anti conformation for the whole series of the studied compounds,
as demonstrated by the hyperconjugation energies (Ehyp) shown
in Table 1. Data in Table 1 also suggest that charge transfers
between bonds and antibonds plays the major role in describing
the conformational preferences of 1–4; this may be obtained
from dissection of the full conformational energy into hyper-
conjugative and Lewis-type energies (Efull¼ Ehypþ ELewis). The key
component of the hyperconjugative interactions involving the
anti conformer, which rules the anomeric effect, is the C—F*


orbital. Thus, deletion of hyperconjugative interactions involving
this orbital indicates the importance of the anomeric effect, not of
all hyperconjugative interactions, for the conformational isomer-
ism of 1–4. Figure 4 shows that the global minimum in the curves
obtained with all hyperconjugations deleted, and those with only
C—F* interactions deleted, are nearly congruent, with the syn
transition state very higher in energy in the curve computed with
C—F* interactions removed, especially for 1. This proves the
major contribution of the anomeric effect for the total
hyperconjugative interactions operating in 1–4, and denotes
the significant synperiplanar LPN! s*C—F interaction in the first
transition state (LP—N—C—F dihedral angle¼ 08, Table 2).

Isodesmic reaction


Isodesmic bond separation energies were analysed in order to
give another insight about the anomeric stabilization in 1, as well
as a comparison with the corresponding effect in 2–4. The
following Eqn (1) was considered, in which the DE value accounts
for the gain or loss in energy after transformation (from left to

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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right side of the equation).


ðCH3Þ2XCH2F þ CH4 ! ðCH3Þ3X þ CH3F (1)


where X¼N, P, As and Sb.
The group separation reaction above was calculated to be


endothermic for the anti conformer of 1 (DE¼ 12.8 kcalmol�1).
Since the anomeric effect and group separation energies are
presumed to have the same origin, the group separation
reactions were therefore taken as measures of the anomeric
effect,[14,17,24] although other interactions, for example,
intramolecular hydrogen bonding and steric effect, may
contribute. When X is P, As and Sb (2–4), the group separation
energies for the anti conformation are smaller (1.94, 1.12 and

Table 2. Energy results (kcalmol�1) for the transition states
of 1–4a obtained at the B3LYP/aug-cc-pVTZ level (B3LYP/
aug-cc-pVTZ-PP for 4)


Parameter


1 2 3 4


TS-1 TS-2 TS-1 TS-2 TS-1 TS-2 TS-1 TS-2


Erel 4.49 10.77 3.35 4.37 2.15 2.87 1.18 1.97
LPX! s*C10–H11 — 5.86 0.62 — — — — —
LPX! s*C10–H12 5.99 3.81 0.62 0.55 — — — —
LPX! s*C10–F 15.89 2.08 2.08 2.30 1.04 1.44 0.57 —


The full energy is relative to the corresponding global mini-
mum.
a TS-1 corresponds to the transition state with fluorine nearly
eclipsed to X lone pair, and TSmwith fluorine nearly eclipsed to
methyl group (X¼N, P, As and Sb).


www.interscience.wiley.com/journal/poc Copyright � 2008

�0.25 kcal mol�1, respectively) than for 1, in agreement with
the trends in hyperconjugation along the series. The stabiliz-
ation energies decrease from X¼N to X¼ P by ca.
10.9 kcal mol�1. The values for X¼ P, As and Sb are roughly
similar. This behaviour comes from a weaker anomeric effect
involving the higher row elements, which is parallel to those
results observed for a series of O, S, Se and Te-based
compounds.[17] The negative DE value found for 4 suggests
that steric interaction involving the fluorine substituent prevails
on the anomeric effect. When one considers the Eqn (1) for
the gauche conformer, the resulting energy difference is lower
or even negative (exothermic) (8.37, 0.15, �0.01 and
�0.92 kcal mol�1, for 1–4, respectively), since the contribution
of LPX! s*C—F hyperconjugation is absent.
Overall, we found that the anti conformer is the most stable


form in all four model compounds studied, and that the anomeric
effect is an important, if not determining, factor operating in
these systems, even for 2–4, in which the X—C bond length is
large due to the great X radius (X¼ P, As and Sb), and then the
non-bonding/C—F* interaction was expected to be negligible
(the intrinsic interaction matrix element hLP�s


* will be signifi-
cantly smaller in higher-row elements than in 1). Additionally, the
electronegativity of the heteroatom also influences the relative
stabilities of the conformations, due to the lower energy of the LP
orbital for the more electronegative elements, resulting in more
stabilizing LP–s* interaction. As far as we are aware, the anomeric
effect involving the whole series of heavy nitrogen family
elements has not previously been discussed, and the effect on
nitrogen compounds is scarcely available when compared to
oxygen derivatives, although it seems a significant contributor to
synthesis and conformation analysis of interesting nitrogen and
phosphorus-containing compounds,[25–28] such as nitrogen bases
and ATP analogues.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 881–885
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pathways in hydride and hydrogen transfer reactions of NADH
analogues is discussed including the relation between two pathways: a continuous change versus a discontinuous
change of the mechanism. Examples of stepwise electron–proton–electron transfer through a charge transfer (CT)
complex in hydride transfer fromNADH analogues to hydride acceptors are presented including the detection and the
reactivity of the intermediate, that is, radical cations of NADH analogues. The relation between stepwise versus
one-step mechanisms of hydride and hydrogen transfer reaction of NADH analogues is also clarified by showing
examples of the change of the mechanism including the borderline. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Hydride (H�) transfer, which is equivalent to two e� and a Hþ


transfer, is essential for many biological redox processes. The
biological equivalent of hydride transfer reagents is nicotinamide
adenine dinucleotide (NADH) and its phosphorelated analogue,
NADPH.[1] The main mechanistic issue in hydride transfer from
NADH to hydride acceptor (A) is whether hydride transfer occurs
in a stepwise manner by sequential electron–proton–electron
transfer (e�þHþþ e�) or a one-step transfer of hydride ion (H�)
by a concerted pathway.[2–5] Themechanistic borderline between
one-step and multistep reactions has always been of a significant
general interest to chemists. There has been long standing
ambiguity as to themechanistic borderline in the hydride transfer
reactions of NADH and analogues (Scheme 1), although hydride
transfer reaction mechanisms of NADH analogues have so far
been extensively studied in reactions with various inorganic[6–15]


and organic[16–33] substrates. The effects of metal ion on the
mechanistic borderline in the hydride transfer reactions of NADH
and analogues have also attracted interest because of the
essential role of metal ions in the redox reactions of nicotinamide
coenzymes in the native enzymatic system.[34–42] NADH can act
both as a hydrogen donor and as a hydride donor in hydrogen
transfer reactions.[1–3,43] There has also been a long standing
ambiguity as to the mechanistic borderline where a one-step
hydrogen transfer pathway is changed to a sequential electron
and proton transfer pathway or vice versa.[44–51] A more delicate
question is how two mechanisms (one-step vs. stepwise
pathways) in hydride and hydrogen transfer reactions
merge at the borderline: is there a mechanistic continuity or
are both pathways employed simultaneously?
This review intends to answer these questions by focusing on a


mechanistic dichotomy of one-step versus stepwise pathways in
hydride and hydrogen transfer reactions of NADH analogues
including the relation between two pathways: a continuous
change versus a discontinuous change of the mechanism. First, a
stepwise pathway via electron transfer through a charge transfer

g. Chem. 2008, 21 886–896 Copyright �

complex in hydride transfer from NADH analogues to hydride
acceptors is delineated, including the detection and the reactivity
of the intermediate, that is, radical cations of NADH analogues.
Then, the relation between stepwise versus one-step mechanisms
of hydride and hydrogen transfer reaction of NADH analogues is
clarified by showing examples of the change of the mechanism.

STEPWISE ET PATHWAYS
IN HYDRIDE TRANSFER


Hydride transfer reactions from NADH analogues, 10-methyl-9,
10-dihydroacridine (AcrH2) as well as 1-benzyl-1,4-dihydronico-
tinamide (BNAH), to hydride acceptors (A) such as p-benzoqui-
none derivatives[25,37,52,53] and tetracyanoethylene (TCNE)[14]

2008 John Wiley & Sons, Ltd.







Scheme 1.


DICHOTOMY IN CONCERTED VERSUS STEPWISE PATHWAYS

occur efficiently (Eqn (1)) followed by a subsequent fast electron
transfer from the reduced product (AH�) to A (Eqn (2)) and the
disproportionation of the resulting radical (Eqn (3)).
The reactivity of 9-substituted 10-methyl-9,10-dihydroacridine


(AcrHR) in the reactions with hydride acceptors (A) such as
p-benzoquinone derivatives and TCNE in acetonitrile (MeCN)
varies significantly, spanning a range of 107 starting from R¼H
to But and CMe2COOMe, although the electron donor ability is not
significantly affected by the substituent R.[54] Comparison of the
large variation in the rate constant of the hydride transfer reaction
(kobs)with the rate constant (kd) of thedeprotonationof the radical
cation (AcrHR


.þ) determined independently[55] is shown as linear
correlations between log kobs and log kd in Fig. 1a. Such linear
correlations indicate that the large variation in the reactivity
is attributed mainly to that of proton transfer from AcrHR


.þ to A
.�


following the initial electron transfer from AcrHR to A.[52,53] The
overall hydride transfer reaction from AcrHR to A, therefore,
proceeds via sequential electron–proton–electron transfer, in
which the initial electron transfer to give the radical ion pair
(AcrHR


.þ A
.�) is in equilibrium and the proton transfer from


AcrHR
.þ to A


.� is the rate-determining step (Scheme 2).[52,53]


According to Scheme 2, the observed rate constant (kobs) of the
overall hydride transfer is given by Eqn (4), where Ket¼ ket/kb,

Figure 1. (a) Plots of kobs for the reaction of AcrHR with DDQ (*) and TCNE (*
kobs for the reaction of AcrHR with DDQ (*) and TCNE (*) versus kdKet


[54]
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provided that the electron transfer from AcrR
.
to AH


.
in the final


step in Scheme 2 is much faster than the proton transfer from
AcrHR


.þ to A
.�.[54] The fast electron transfer from AcrH


.
to AH


.
is


well supported by


kobs ¼ kpKet (4)


The highly negative one-electron oxidation potential of AcrH
.


(Eox¼�0.46 V, and this is equivalent to the one-electron
reduction potential of AcrHþ)[54] is much more negative than
the one-electron reduction potential of A (Ered vs. SCE¼ 0.51 V
and 0.22 V for DDQ and TCNE, respectively).[37,56] However, the
equilibrium constant for electron transfer from AcrHR to A (Ket) to
produce free AcrHR


.þ and A
.� can be obtained from the Eox value


of AcrHR and the Ered value of A by Eqn (5). When the difference in
the Ket values for the AcrHR-DDQ and AcrHR-TCNE systems,


Ket ¼ exp½�FðEox � EredÞ=RT � (5)


is taken into account in the plots between log kobs and log kd, the
two separate linear correlations and deviation from the linear
lines in Fig. 1a are remarkably merged into a single line with a
slope of unity in plots of log kobs versus log kdKet (Fig. 1b).


[54] Such
a merged single linear correlation in Fig. 1b clearly demonstrates
that the hydride transfer from AcrHR to A proceeds via sequential

) versus kd for deprotonation of AcrHR.þ in MeCN at 298 K.[54] (b) Plots of
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electron–proton–electron transfer in which the initial electron
transfer is in equilibrium and the proton transfer from AcrHR


.þ


to A
.� is the rate-determining step (Scheme 2).[54]


The observed primary kinetic isotope effects (kH/kD) of the
overall hydride transfer from AcrH2 and the 9,90-dideuterated
compound (AcrD2) to p-benzoquinone derivatives (Q) can be
attributed to those of the proton transfer step from AcrH2


:þ and
AcrD2


:þ to Q
.�, since the variation of kH/kD with p-benzoquinone


derivatives has been well correlated with the difference in the pKa
values between AcrH2


:þ and QH
.
(pKa), and the maximum value


(kH/kD¼ 10.4) is obtained at DpKa¼ 0.[57]


In the course of hydride transfer reactions, an additional
intermediate, that is, a CT complex is formed prior to the electron
transfer step as indicated by the appearance of broad CT
absorption band of the CT complex formed between AcrHR
and A.[54] A negative temperature dependence was observed for
the rates of hydride transfer reactions from AcrHR (R¼H, Me,
and CH2Ph) to DDQ in chloroform (the lower the temperature the
faster the rate) as shown in the Arrhenius plots (Fig. 2) to afford
the negative activation enthalpy (DH6¼


obs ¼�32, �4, and �13 kJ
mol�1, respectively).[54] Such a negative DH 6¼


obs value indicates
clearly that the CT complex lies along the reaction pathway of the
hydride transfer reaction via sequential electron–proton–electron
transfer and does not enter merely through a side reaction that
has nothing to do with the hydride transfer reaction. The
observed negative DH 6¼


obs values, which should be equal to
DHCTþDH6¼


1 (kobs¼ k1KCT), could arise only when the CT complex

Figure 2. Arrhenius plots of kobs for the reaction of AcrHCH2Ph (1.1�
10�5M) with DDQ (2.0� 10�4M) in (a) CHCl3, (b) CH2ClCH2Cl, (c) PhCN,


and (d) MeCN[54]


www.interscience.wiley.com/journal/poc Copyright � 2008

lies along the reaction pathway. The heat of the formation of the
CT complex (DHCT< 0) may be of greater magnitude than the
activation enthalpy for the passage of the CT complex to the
transition state (DH6¼


1 > 0, i.e., �DHCT>DH 6¼
1 ), when the DH 6¼


obs


values (DH 6¼
obs ¼DHCTþDH 6¼


1 ) become negative. As demonstrated
by a single correlation between log kobs and log kdKet in
Fig. 1b, the DH 6¼


1 value for the hydride transfer reaction consists of
the sum of the activation enthalpies for electron transfer from
AcrHR to DDQ in the CT complex and proton transfer from
AcrHR


.þ to DDQ
.� in the radical ion pair in Scheme 2.[54] Thus, the


largest negative DH 6¼
obs value (�32 kJ mol�1) is obtained for the


reaction of AcrH2 with DDQ when both electron transfer and
proton transfer are fastest among the examined AcrHR and
p-benzoquinone derivatives and the DH6¼


1 value is therefore
minimized.[54]


When DDQ is replaced by a much weaker electron acceptor
such as 1-(p-tolylsulfinyl)-2,5-benzoquinone (TolSQ), no reaction
occurs between AcrH2 and TolSQ in MeCN. In the presence of
HClO4, however, an efficient reduction of TolSQ by AcrH2 occurs
to yield AcrHþ and TolSQH2 (Eqn (6)).[58] The promoting effect of
HClO4 on the reduction of TolSQ by AcrH2 results from
protonation of TolSQ (TolSQþHþ! TolSQHþ), which is con-
firmed by UV-Vis spectral changes of TolSQ in the presence of
various concentrations of HClO4.


[58]

(6)

In the course of Hþ-promoted hydride transfer from AcrH2 to
TolSQ, the formation of AcrH2


:þ is directly detected as a transient
absorption band at lmax¼ 640 nm (red line in Fig. 3a).[58] The
formation of AcrH2


:þ was also confirmed by applying a
rapid-mixing ESR technique, and the resulting ESR spectrum
(Fig. 3b) agrees well with the computer simulation spectrum
(Fig. 3c) of AcrH2


:þ with the hyperfine coupling constant (hfc)
values [aH (C-9)¼ 24.2, aN (N—CH3)¼ 14.0, aH (N—CH3)¼ 10.4,
aH (C-2,7)¼ 3.4, and aH (C-4,5)¼ 1.0 G].[55,58,59] The hfc assign-
ment in Fig. 3c was further confirmed by the deuterium
substitution of two hydrogen atoms at the C-9 position of AcrH2


because the observed ESR spectrum (Fig. 3d) agrees well with the
computer simulation spectrum (Fig. 3e) using the same hfc values
except for the value of the deuterium (I¼ 1) [aD (C-9)¼ 3.7 G],
which is reduced by the magnetogyric ratio of proton to
deuterium (0.153).[55,58] The complete assignments of the ESR
spectrum due to AcrH2


:þ observed in the thermal oxidation of
AcrH2 with TolSQHþ strongly support the formation of AcrH2


:þ in
the two-electron reduction of TolSQHþ by AcrH2 (Scheme 3).[58]


However, there is no ESR signal due to TolSQH
.
resulting from the


electron transfer oxidation of AcrH2 by TolSQHþ (Fig. 3b),
suggesting the rapid disproportionation of TolSQH


.
(green arrow


in Scheme 3).[58]
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Figure 3. (a) Differential spectral changes in the reduction of TolSQ (4.6� 10�4M) by AcrH2 (6.0� 10�3M) in the presence of HClO4 (4.9� 10�2M) in


deaerated MeCN at 298 K. Inset: Time course of the absorption change at l¼ 640 nm (red) and l¼ 420 nm (blue and green) for the reduction of TolSQ by


AcrH2 (red and blue circles) and AcrD2 (green triangles), whereA0 is the initial absorbance.
[58] (b) ESR spectrum of AcrH:þ


2 generated by oxidation of AcrH2


(2.9� 10�3M) with TolSQ (2.8� 10�3M) in the presence of HClO4 (7.0� 10�2M) in deaerated MeCN at 298 K and (c) the computer simulation spectrum


with the hfc values.[58] (d) ESR spectrum of AcrD2
:þ generated by oxidation of AcrD2 (2.9� 10�3M) with TolSQ (2.8� 10�3M) in the presence of HClO4


(7.0� 10�2M) in deaerated MeCN at 298 K and (e) the computer simulation spectrum with the hfc values[58,59]


DICHOTOMY IN CONCERTED VERSUS STEPWISE PATHWAYS

In the absence of HClO4, electron transfer from AcrH2


(Eox¼ 0.81 V vs. SCE)[55] to TolSQ (Ered¼�0.26 V vs. SCE)[58] is
highly endergonic because of the highly positive free energy
change of electron transfer (DGet¼ 1.07 eV), and thereby no
electron transfer reaction occurs. In the presence of HClO4


(5.0� 10�2M), however, the one-electron reduction potential of
TolSQ is shifted to 0.69 V versus SCE due to protonation of
TolSQ.[58] The free energy change of electron transfer from AcrH2


to TolSQHþ is still slightly positive (DGet¼ 0.12 eV). In such a case,
the efficient electron transfer from AcrH2 to TolSQHþ may be

Scheme 3.
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followed by rapid disproportionation of TolSQH
.
(green arrow in


Scheme 3), which makes the electron transfer reduction of
TolSQHþ exergonic.[58] The absorption at 640 nm due to AcrH:þ


2


decays accompanied by the rise in absorption at 420 nm due to
AcrHþ as shown in Fig. 3a (red line–blue line).[58] The decay
dynamics of AcrH:þ


2 coincides with the rise dynamics of AcrHþ,
exhibiting first-order and second-order processes (red and blue
circles in Fig. 3a, inset), which correspond to the deprotonation
and disproportionation of AcrH:þ


2 as shown by blue and red solid
arrows in Scheme 3, respectively.[58] Both first-order and
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Figure 4. Electrostatic potential maps for (a) TolSQ and (b) TolSQHþ


calculated by using DFT at the BLYP/6-31G**[58]


(7)
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second-order processes exhibit the primary kinetic isotope
effects (kH/kD¼ 3.2 and 10, respectively) when AcrH2 is replaced
by the dideuterated compound (AcrD2) (green triangles in
Fig. 3a, inset).[58] Since AcrH


.
produced by deprotonation of


AcrH:þ
2 is a much stronger reductant than AcrH2, the rapid


electron transfer from AcrH
.
(Eox¼�0.46 V vs. SCE)[54] to TolSQHþ


occurs to produce AcrHþ and TolSQH
.
(black solid arrow in


Scheme 3).[58]


The reasonwhy ET from AcrH2 to TolSQH
þ occurs instead of the


one-step hydride transfer is understood by examining the
electrostatic potential map for TolSQHþ (Fig. 4), which indicates
that the positive charges (blue) due to protonation of TolSQ are
fully delocalized over the entire ring systems (Fig. 4b) compared
to TolSQ (Fig. 4a).[58] In such a case, the delocalization of positive
charges (due to Hþ) in TolSQHþ results in a decrease in the
electrophilicity of TolSQHþ, leading to deceleration of the
one-step hydride transfer pathway. On the contrary, the electron
transfer pathway is promoted by the protonation as indicated by
the significant positive shift of the Ered value (vide supra).

DISCONTINUOUS CHANGE IN
MECHANISMS BETWEEN ONE-STEP
HYDRIDE TRANSFER AND STEPWISE
ELECTRON TRANSFER PATHWAYS


Hydride transfer from AcrH2 to TolSQ occurs efficiently both in the
presence of Sc3þ and in the presence of Hþ (vide supra) to yield

Figure 5. Dependence of kH ( ) and kD ( ) on [Sc3þ] for hydride transfer fro
of Sc3þ in deaerated MeCN at (a) 298 K and (b) 233 K[59]


www.interscience.wiley.com/journal/poc Copyright � 2008

AcrHþ and TolSQH2 in deaerated MeCN at 298 K (Eqn (7)).[59] The
dependence of the observed second-order rate constant (kH) on

[Sc3þ] is shown in Fig. 5a (red closed circles).[59] The kH value
increases with increasing Sc3þ concentration to reach a constant
value (kH¼ 1.4� 103M�1 s�1).[59] The rates of hydride transfer
exhibit a large primary kinetic isotope effect (kH/kD¼ 5.3� 0.1) at
low concentrations ([Sc3þ]< 1.0� 10�2M) when AcrH2 is
replaced by the dideuterated compound (AcrD2).


[59] In contrast
to the case of AcrH2, the observed second-order rate constant (kD)
increases linearly with an increase in [Sc3þ] without exhibiting a
saturation behavior at high concentrations ([Sc3þ]> 1.0
� 10�2M) as shown in Fig. 5a (blue closed circles).[59] The
primary kinetic isotope effect (kH/kD) therefore decreases with
increasing [Sc3þ] at high concentrations ([Sc3þ]> 1.0� 10�2M).
The dependence of the observed second-order rate constants (kH
and kD) on [Sc3þ] is changed drastically when temperature is
lowered to 233 K, where both kH and kD values increase linearly
with increasing [Sc3þ], exhibiting a primary kinetic isotope effect
(kH/kD¼ 2.6� 0.2) irrespective of Sc3þ concentration as shown in
Fig. 5b (red and blue closed circles, respectively).[59]


The saturated dependence of kH of hydride transfer from AcrH2


to TolSQ (red closed circles in Fig. 5a) on [Sc3þ] is ascribed to the
1:1 complex formation between TolSQ and Sc3þ (TolSQ–Sc3þ).[59]


When hydride transfer from AcrH2 to TolSQ proceeds via the
TolSQ–Sc3þ complex, as shown in Scheme 4, the dependence of
kH on [Sc3þ] is expressed by Eqn (8), which agrees with the
experimental results in Fig. 5a (red line).


kH ¼ k0HK ½Sc3þ�
1þ K ½Sc3þ� (8)


The K values derived from Sc3þ-promoted hydride transfer
reaction of AcrH2 [(2.3� 0.1)� 103M�1] agrees with that
determined independently from UV-Vis spectral changes of
TolSQ in the presence of various concentrations of Sc3þ


[K¼ (2.5� 0.1)� 103M�1] at 298 K.[59] Such agreement indicates

m AcrH2 (3.0� 10�5M) and AcrD2 (3.0� 10�5M) to TolSQ in the presence
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that the TolSQ–Sc3þ complex is indeed a reactive intermediate
in Sc3þ-promoted hydride transfer from AcrH2 to TolSQ, as shown
in Scheme 4. In this case, hydride transfer from AcrH2 to the
TolSQ–Sc3þ complex occurs in a one-step pathway.
In contrast to the case of AcrH2, the kD value of AcrD2 increases


linearly with increasing Sc3þ concentration without exhibiting
any saturation behavior at 298 K, although most TolSQ molecules
form the Sc3þ complex in the high concentration range in
Fig. 5a (blue closed circles).[59] At a lower temperature (233 K),
both kH and kD values increase linearly with increasing [Sc3þ]
without exhibiting any saturation behavior (Fig. 5b). Such
dependence of kD on [Sc3þ] in Fig. 5a is virtually the same as
that observed in Sc3þ-promoted electron transfer reduction of
TolSQ by tris(2-phenylpyridine)iridium [Ir(ppy)3].


[59] Thus, the
hydride transfer mechanism is changed from one-step hydride
transfer from AcrH2 to the TolSQ–Sc3þ complex
to Sc3þ-promoted electron transfer from AcrD2 to the TolSQ–Sc


3þ


complex, as shown in Scheme 5.[59] The mechanistic changeover
from the one-step hydride transfer to the electron transfer
pathway by the deuterium substitution of AcrH2 by AcrD2 (Fig. 5a)
results from a significant primary kinetic deuterium isotope effect
in the direct one-step hydride transfer from AcrD2 to the
TolSQ–Sc3þ complex, when the rate constant of direct one-step
hydride transfer from AcrD2 becomes much smaller than that of
the Sc3þ-promoted electron transfer from AcrD2 to the
TolSQ–Sc3þ complex.[59]


The electron transfer pathway in Scheme 5b is accelerated by
the formation of Sc3þ complexes of semiquinone radical anion of
TolSQ (TolSQ


.�). A 1:1 complex with Sc3þ (TolSQ
.�–Sc3þ) is


detected by ESR in photoinduced electron transfer from
10,100-dimethyl-9,90-biacridine [(AcrH)2]


[60] to the TolSQ–Sc3þ


complex in deaerated MeCN at 298 K, as shown in Fig. 6a.[59] The
ESR spectrum is well reproduced by the computer simulation
spectrum with the hfc values of a(2H)¼ 1.85, 0.69 G and

Scheme 5.
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superhyperfine splitting due to one Sc3þ ion [a(Sc3þ)¼ 1.69G]
(Fig. 6b).[59] The 1:1 complex (TolSQ


.�–Sc3þ) is converted to the
1:2 complex of TolSQ


.� with Sc3þ [TolSQ�–(Sc3þ)2] at high
concentration of Sc3þ as shown in Fig. 6c, where a drastic change
in the hyperfine pattern is seen to exhibit further superhyperfine
splitting due to additional Sc3þ ion (Fig. 6d).[59]


The temperature dependence of the hydride transfer reaction
rates provides valuable insight into the mechanistic changeover
in the hydride transfer reaction: one-step hydride transfer and
electron transfer followed by proton–electron transfer. A plot of
ln kH versus T�1 for the hydride transfer reaction of AcrH2 in the
presence of high concentration of Sc3þ (2.5� 10�1M) is shown in
Fig. 7a (open circles), where there are two segments in the
temperature range of 233–298 K and 298–333 K with clearly
different slopes.[59] In contrast, a single linear correlation is
observed between ln kH and T�1 for the hydride transfer reaction
of AcrH2 in the presence of low concentration of Sc3þ


(1.0� 10�2M: closed squares in Fig. 7a).[59] In consequence,
the kH value in the presence of high concentration of Sc3þ


(2.5� 10�1M: open circles) increases with increasing tempera-
ture to merge into the kH values in the presence of low
concentration of Sc3þ (1.0� 10�2M: closed squares). In contrast
to the case of kH in Fig. 7a, single linear correlations are observed
between ln kD and T�1 for the hydride transfer reactions of AcrD2


in the presence of both low and high concentrations of Sc3þ


(1.0� 10�2 and 2.5� 10�1M), as shown in Fig. 7b (closed squares
and open circles, respectively). Such differences in the
temperature dependence of kH and kD on concentrations
of Sc3þ result from the changeover of the reaction pathways
between the one-step and multistep mechanisms.
The formation of a 1:2 complex between a radical anion


and Sc3þ also plays an important role in the electron transfer
pathway for Sc3þ-catalyzed hydride transfer from AcrH2 to
3,6-diphenyl-1,2,4,5-tetrazine (Ph2Tz), which contains N——N

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 6. (a) ESR spectrum of TolSQ.�–Sc3þ produced by photoinduced electron transfer from (AcrH)2 (1.6� 10�2M) to TolSQ (8.0� 10�2M) in the


presence of Sc3þ (1.6� 10�2M) and H2O (2.2M) in deaerated MeCN at 298 K. (b) The computer simulation spectrum.[59] (c) ESR spectrum of


TolSQ.�–(Sc3þ)2 produced by photoinduced electron transfer from (AcrH)2 (1.6� 10�2M) to TolSQ (4.6� 10�2M) in the presence of Sc3þ


(4.6� 10�1M) and H2O (4.4M) in deaerated MeCN at 298 K. (d) The computer simulation spectrum[59]
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double bond (Eqn (9)).[62–64] The formation of 1:2 complex was
confirmed by the


(9)


ESR spectrum in which the hyperfine structure is totally
different from that of free Ph2Tz


.� as shown in Fig. 8.[61] Electron
transfer from AcrH2 to Ph2Tz is highly endergonic judging from
the Eox value of AcrH2 (0.81 V)[55] and the Ered value
of Ph2Tz (�0.91 V)[61], and thus no reaction occurs between
AcrH2 and Ph2Tz. In the presence of Sc(OTf )3, however, the
reduction potential of Ph2Tz is shifted to a positive direction
when electron transfer from AcrH2 to Ph2Tz becomes thermo-
dynamically more feasible.[61]


CONTINUOUS CHANGE BETWEEN
ONE-STEP AND STEPWISE PATHWAYS IN
HYDROGEN TRANSFER REACTIONS OF
NADH ANALOGUES


There is a mechanistic dichotomy of one-step versus stepwise
pathways in hydrogen and hydride transfer reactions of NADH
analogues (vide supra).[44–51] In the one-step mechanism,
hydrogen transfer reaction occurs without an intermediate

www.interscience.wiley.com/journal/poc Copyright � 2008

when electron and proton are transferred at the same time. Such
reactions are generally regarded as proton-coupled electron
transfer (PCET), and the definition of PCET encompasses both
hydrogen atom transfer (HAT) and concerted electron and proton
transfer.[62–71] A stepwise pathway consists of mechanistically
distinct electron transfer and proton transfer steps involving a
detectable intermediate. There has also been long standing
ambiguity as to the mechanistic borderline where a one-step
hydrogen transfer pathway is changed to a stepwise pathway or
vice versa.[44–51]


The continuous change of mechanisms between a one-step
hydrogen transfer pathway and a stepwise pathway has been
delineated in the hydrogen transfer reactions of NADH analogues
with the triplet excited states of tetrazines depending on the
type of NADH analogues and tetrazines.[72] The triplet exited
states of 3,6-disubstituted-tetrazines [R2Tz: R¼ Ph (Ph2Tz),
2-chlorophenyl [(ClPh)2Tz], 2-pyridyl (Py2Tz)] are produced by
efficient energy transfer from [Ru(bpy)2þ3 ]* (bpy¼ 2,20-bipyridine,
* denotes the excited state) to R2Tz.


[72] Whether formal hydrogen
transfer from NADH analogues to 3R2Tz* proceeds via a one-step
or a stepwise pathway is changed by subtle difference in the
electron donor ability and the deprotonation reactivity of the
radical cations of NADH analogues as well as the electro-
n-acceptor ability of 3R2Tz* and the protonation reactivity
of R2Tz


.�.[72]


In the case of 3Ph2Tz*, which is a weaker electron acceptor than
the other tetrazine derivatives [(ClPh)2Tz; Py2Tz], direct one-step
hydrogen transfer occurs from 10-methyl-9,10-dihydroacridine
(AcrH2) to


3Ph2Tz* without the formation of the radical cation

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 886–896







Figure 8. ESR spectrum of an MeCN solution containing (BNA)2
(2.0� 10�2M) and Ph2Tz (5.0� 10�4M) in the absence (a) and presence
(b) of Sc(OTf )3 (4.4� 10�2M) under irradiation with a high-pressure


mercury lamp at 233 K.[61] (c) Computer simulation spectrum for (b) with


g¼ 2.0041, a(2N1)¼ 6.6 G, a(2N2)¼ 5.0 G, a(6H)¼ 5.0 G, and


DHmsl¼ 0.40 G[61]


Figure 9. Transient absorption spectra observed by laser flash photolysis


of a deaerated MeCN solution of Ru(bpy)2þ3 (4.6� 10�5M) in the presence


of AcrH2 (1.1� 10�4M) and Ph2Tz (9.6� 10�4M) at 1.6–9.0ms after laser


excitation at l¼ 450 nm at 298 K. Inset: Time profile of the decay of
absorbance at 535 nm due to 3Ph2Tz* (black closed circles) and the rise of


absorbance at 360 nm due to AcrH. (red closed circles)[72]


Figure 7. (a) Plots of ln kH versus T�1 for hydride transfer from AcrH2


(3.0� 10�5M) to TolSQ in the presence of Sc(OTf)3 (1.0� 10�2M: ,


2.5� 10�1M: ) in deaerated MeCN.[59] (b) Plots of ln kD versus T�1 for
hydride transfer from AcrD2 (3.0� 10�5M) to TolSQ in the presence of


Sc(OTf)3 (1.0� 10�2M: , 2.5� 10�1M: ) in deaerated MeCN[59]
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(AcrH:þ
2 ).[72] The laser flash photolysis of a deaerated MeCN


solution of Ru(bpy)2þ3 (4.6� 10�5M) at 450 nm in the presence
of Ph2Tz (9.6� 10�5M) and AcrH2 (1.1� 10�4M) with 450 nm
laser light results in the appearance of new absorption bands due
to AcrH


.
(lmax¼ 360 and 520 nm)[73,74] with a concomitant


decrease in the absorption band due to 3Ph2Tz* (lmax¼ 535 nm),
as shown in Fig. 9, whereas no absorption band due to the AcrH:þ


2


(lmax¼ 640 nm)[55] is observed. Whether hydrogen transfer from
AcrH2 to 3Ph2Tz* occurs via a one-step hydrogen transfer or a
rate-determining electron transfer followed by fast proton
transfer can be explained by examining the deuterium kinetic
isotope effects. The one-step hydrogen transfer would afford a
significant deuterium kinetic isotope effect, whereas the rate-
determining electron transfer followed by fast proton transfer
would exhibit no deuterium kinetic isotope effect. In fact, no
deuterium kinetic isotope effect is observed in the emission
quenching of Ru(bpy)2þ3 * by AcrH2, where electron transfer from
AcrH2 to Ru(bpy)


2þ
3
* occurs as shown in Scheme 6a.[72] In contrast


to the case of Ru(bpy)2þ3 *, the hydrogen transfer to 3Ph2Tz*


exhibits a significant primary deuterium kinetic isotope effect (kH/
kD¼ 1.80� 0.20; Fig. 10a,b).[72] In such a case, the hydrogen
transfer from AcrH2 to


3Ph2Tz* occurs via a one-step process as
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shown in Scheme 3b, which should be faster than electron
transfer from AcrH2 to


3Ph2Tz*.
[73,74]


When 3Ph2Tz* (Ered*¼ 1.09� 0.04 V vs. SCE) is replaced by a
tetrazine derivative that has a slightly higher reduction potential
of 3(ClPh)2Tz* (Ered*¼ 1.11� 0.05 V vs. SCE), AcrH


.
is also


generated by hydrogen transfer from AcrH2 to 3(ClPh)2Tz*


without the formation of AcrH:þ
2 .[72] In contrast to the case of


3Ph2Tz*, a small primary kinetic isotope effect (kH/
kD¼ 1.11� 0.08) is observed (Fig. 10c,d).[72] This indicates that
the one-step hydrogen transfer process is changed continuously
to the stepwise pathway via electron transfer with a positive shift
in the one-electron reduction potential of a tetrazine derivative.
In fact, no deuterium kinetic isotope effect is observed (Fig. 10e),
when 3(ClPh)2Tz* (Ered*¼ 1.11� 0.05 V vs. SCE) is replaced by a
tetrazine derivative, 3Py2Tz* (Ered*¼ 1.25� 0.04 V vs. SCE), which
has a stronger oxidizing ability than 3(ClPh)2Tz*.


[72]


The replacement of the C(9)-H hydrogen of AcrH2 by isopropyl
group (AcrHPri) is known to retard deprotonation from AcrHPri


.þ


because of the steric hindrance of the Pri group,[55] leading to the
detection of AcrHPri


.þ in the stepwise electron and proton
transfer.[72] The laser flash excitation (450 nm) of a deaerated
MeCN solution of Ru(bpy)2þ3 (4.6� 10�5M) and AcrHPri


(8.8� 10�4M) in the presence of (ClPh)2Tz (9.6� 10�4M) results
in the formation of AcrHPri


.þ (lmax¼ 680 nm)[55] as shown in
Fig. 11a.[72] The time profiles of the transient absorption at
530 nm due to 3(ClPh)2Tz*, at 680 nm due to AcrHPri


.þ, and at

Figure 10. Plots of kobs versus [AcrH2] and [AcrD2] for the reactions of 3Ph2T


(c) AcrH2 (&) and (d) AcrD2 (&), and (e) the reactions of 3Py2Tz* with AcrH


www.interscience.wiley.com/journal/poc Copyright � 2008

510 nm due to AcrPri
.
are shown in Fig. 11b.[72] The absorption at


530 nm due to 3(ClPh)2Tz* decays immediately within 2ms after
laser excitation, accompanied by the rise in absorption at 680 nm
due to AcrHPri


.þ. The decay of absorbance at 680 nm due to
AcrHPri


.þ coincides with the rise in absorbance at 510 nm due to
AcrPri


.
(Fig. 11b). This indicates that electron transfer fromAcrHPri


to 3(ClPh)2Tz* occurs rapidly to produce AcrHPr
i .þ and (ClPh)2Tz


.�


within 2ms, followed by the slower proton transfer from AcrHPri
.


þ to (ClPh)2Tz
.� to produce AcrPri


.
(Fig. 11a) as shown in


Scheme 7.[72]


When AcrH2 is replaced by BNAH that is a stronger electron
donor than AcrH2,


[37] the one-step hydrogen transfer pathway in
Scheme 6b is also changed to the stepwise electron transfer
pathway: electron transfer from BNAH to 3Ph2Tz* to produce
BNAH


.þ and Ph2Tz
.�, followed by proton transfer from BNAH


.þ


to Ph2Tz
.� to yield BNA


.
.[72] Each step can be followed by the laser


flash photolysis measurements in comparison with the transient
absorption spectrum of BNAH


.þ, which was produced by the
ET oxidation of BNAH with Ru(bpy)3


3þ [75]. In this case, there is no
primary isotope effect (kH/kD¼ 1.0� 0.1) in the quenching
process of 3R2Tz* by BNAH when BNAH is replaced by
BNAH-4,40-d2.


[72]


Thus, the reactions of NADH analogues with 3R2Tz* occur via
one-step hydrogen transfer, the rate-limiting electron transfer
followed by fast proton transfer or sequential electron–proton
transfer depending on the electron-donor ability of NADH
analogues as well as the electron-acceptor ability of 3R2Tz* and
the protonation reactivity of R2Tz


.�.[72]


SUMMARY AND CONCLUSIONS


As demonstrated in this review, hydride transfer reactions from
NADH analogues, 10-methyl-9,10-dihydroacridine (AcrH2) as well
as 1-benzyl-1,4-dihydronicotinamide (BNAH), to hydride accep-
tors (A) that are strong electron acceptors such as TCNE and DDQ
occur via sequential electron–proton–electron transfer through
CT complexes formed between NADH analogues and acceptors.
Enhancement of the electron-acceptor ability of TolSQ by
protonation results in electron transfer from NADH analogues
to TolSQHþ in preference to one-step hydride transfer, because
the delocalization of the positive charges (due to Hþ) in TolSQHþ


leads to adecrease in the electrophilicity of TolSQHþ. The one-step

z* with (a) AcrH2 (*) and (b) AcrD2 (*), the reactions of 3(ClPh)2Tz* with


2 (5) and AcrD2 (!) in deaerated MeCN at 298 K[72]
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Figure 11. (a) Transient absorption spectra observed by laser flash photolysis of a deaeratedMeCN solution of Ru(bpy)3
2þ (4.6� 10�5M) in the presence


of AcrHPri (8.8� 10�4M) and (ClPh)2Tz (9.6� 10�4M) at 1–15ms after laser excitation at l¼ 450 nm at 298 K.[72] (b) Time profiles of the decay of
absorbance at 530 nm due to 3(ClPh)2Tz*, the decay of absorbance at 680 nm due to AcrHPri .þ and the rise of absorbance at 510 nm due to AcrPri . [72]


Scheme 7.
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hydride transfer pathway in the Sc3þ-promoted hydride transfer
from AcrH2 to TolSQ is changed to the stepwise electron transfer
pathway by deuterium substitution of AcrH2 with AcrD2 and also
by decreasing temperature. The borderline between the one-step
hydride transfer and electron transfer pathways is shown as a
break in the Arrhenius plot. In this case, one-step hydride transfer
and electron transfer pathways are employed simultaneously. In
contrast to this, a one-step hydrogen transfer pathway is changed
continuously to the rate-limiting electron transfer followed by fast
proton transfer in hydrogen transfer from an NADH analogue to
the triplet excited state of tetrazine derivatives with increasing
electron-acceptor ability of tetrazine derivatives. The scope and
the applications of fine control on themechanisms of hydride and
hydrogen transfer reactions of NADH analogues are expected to
expand much further in the future.
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This short review is devoted to the description of the
bonds on structural properties of H-bonded complex
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effect of the nature and the strength of intermolecular hydrogen
es of aniline, phenol and pyridine derivatives. Several hundreds


of such complexes, playing an important role in organic chemistry and biochemistry, have been identified and
described in the literature. In the introductory part, the idea of the H-bond is discussed in terms of its historical
development, followed by presently accepted classification of H-bonds. Critical review of quantum methods usually
used for the calculations of the geometry of H-bonded complexes and the energies of H-bonds is then presented. In
the second part, the H-bond-induced geometrical, hybridization and aromaticity index changes are discussed. All
correlations based on quantum calculations are compared with those derived from the available crystal structure
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INTRODUCTION


’Hydrogen bond’ is one of the most important terms used in
chemistry,[1–3] biochemistry[4–6] and related fields.[7,8] The effect
of H-bond on the reactivity, chemical, physical and structural
properties of various types of matter has been increasingly widely
studied. In the past 10 years the number of papers devoted to
diverse aspects of the H-bond, published yearly, increased two
times, reaching 9472 articles in 2007.[9]


The phenomenon of the hydrogen bond formation was
mentioned for the first time by Nernst[10] in 1891 as ’dimeric
association of molecules with hydroxyl group’. Huggins
claimed[11] that he had used the name – hydrogen bridge –
for the first time in 1919.[12] He was the author of the first review
concerning hydrogen bridges,[13] which ended with the following
statement: ’The writer ventures to predict that the most fruitful
applications of hydrogen-bridge theory will be to better
understanding of the nature and behavior of complicated
organic substances such as gels, proteins, starch, cellulose, sugars
and other carbohydrates, chlorophyl, hemoglobin and related
substances, etc.’
The first monograph on this subject was published by Pimentel


and McClellan.[1] According to these authors the H-bond exists
when (i) there is evidence of bond formation, and (ii) there is
evidence that this bond specially involves a hydrogen atom
already bonded to another atom. Lately, Steiner[14] proposed to
modify the second point: ’An X-H���A interaction is called a

g. Chem. 2008, 21 897–914 Copyright �

‘‘hydrogen bond’’, if 1. it constitutes a local bond, and 2. X-H acts
as proton donor to A.’ Nowadays the strict definition is still under
discussion by a specially established IUPAC task group,[15] which
in 2006 decided to propose a short definition and a list of criteria
and characteristics for the hydrogen bond. The core, following
closely the definition given by Pimentel and McClellan,[1] was
given:[16] ’The hydrogen bond is an attractive interaction
between a group X-H and an atom or a group of atoms Y, in
the same or different molecule(s), when there is evidence of bond
formation.’ The principal problem is associated with choosing the
appropriate evidence of H-bond formation. As the most
important, the following criteria have been proposed: (i) the H
atom in the X-H group is more electropositive than X and (ii) the
physical forces involved in H-bonding should include attractive
electrostatic forces, this means that they should not be primarily
dispersive ones. The latter suggests a directionality of inter-
actions, which is a very important term in distinguishing between
hydrogen bonds and van der Waals forces.[17]

2008 John Wiley & Sons, Ltd.
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Figure 1. The hydrogen bridge. The composite nature of the interaction


is highlighted by the three extreme situation of widely differing energies.


The sketch is not strictly quantitative but the coloring attempts to provide


a visual scale of energies. The figure serves as a rough guide to the
balance of electrostatic, Van der Waals nature, and covalency in any


X–H���A interaction. For the weak interaction, the covalent character is


very small and may be interpreted as charge transfer. A Van der Waals
interaction is considered to have dispersive and repulsive components


[Reprinted with permission from Ref. [20]. Copyright (2002) American


Chemical Society] [This figure is available in color online at www.inters-


cience.wiley.com/journal/poc.]
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The next problem to be considered is the energy borders
setting for strong, moderate, and weak H-bonds. Even the most
recent articles[18,19] show different energy values for H-bond
energy gradation, especially for the energy of weak H-bonds,
which are close to van der Waals interactions. Parthasarathi
et al.[18] have shown that there is a smooth change in the nature
of the interaction from van der Waals to classical H-bonding and,
subsequently, to strong H-bonds. Hydrogen bonds in crystals
span energies between 0.2 and 40 kcal/mol.[14] In the case of gas
phase the upper limit increases (up to about 60 kcal/mol for
[F���H���F]� system[19]). Summarizing, a hydrogen bond, D—H���A,
is an interaction where the hydrogen atom is attracted by two
atoms, one being a part of D—H bond and another one (A), which
is the attractor of proton. This attractive interaction increases with
increasing electronegativity of the participants, D and A. From the
classical point of view, the H-bonding interactions are mainly
electrostatic in nature, but sometimes may be partly covalent.
Nowadays, the concept of a hydrogen bond includes also weaker
interactions, which in the limiting cases have considerable
dispersive-repulsive character, and merge into van der Waals
interactions. Desiraju,[20] highlighting some features common to
all these bonds, suggested that the term ‘hydrogen bridge’ is a
better descriptor for them: ’Such a descriptor recognizes an
interaction without borders and one that admits of much
variation in its relative covalent, electrostatic, and van der Waals
content.’ He proved it by showing the interplay between effects
for a number of hydrogen bonds described in the literature; his
approach is schematically presented in Fig. 1. The diagram
demonstrates H-bond as a borderless interaction: electrostatic
with variation toward covalent character (the case of very strong
H-bonds) and electrostatic with variation toward van der Waals
interaction (the case of weak H-bonds). The central region of the
sketch (Fig. 1) corresponds to the classical (conventional)
hydrogen bond. A covalent and noncovalent character of the
interaction quantify the proton acceptor distance.[21] Moreover,

Table 1. Classification of hydrogen bonds (HB) on the basis of their
from original works (1 cal¼ 4.184 J)


Very strong Strong


Energya/kJ/mol 50–100
Energyb/kcal/mol 15–40
dD���A


b/Å 2.2–2.5
dH���A


b/Å 1.2–1.5
Energyc/kcal/mol 30–40 15–30
Energyd/kcal/mol >10
Model Low-barrier HB


(LBHB)e
Charge-assis


(CAHB
Single-Well HB


(SWHB)g
Resonance-a


HB (RAH
Bond Critical Point
(BCP) criteriah


r2rBCP< 0
HBCP< 0


Energyh/kcal/mol >24.0
Degree of covalencei Covalent


dH���A< 1.2 Å
Interactionj Shared–Share (SS)


Covalenc


a Ref. [95]; b Ref. [3]; c Ref. [18,20]; d Ref. [96]; e Ref. [23]; f Ref. [97, 98]; g Ref


www.interscience.wiley.com/journal/poc Copyright � 2008

the intermolecular distance, between the proton donor and
proton acceptor, and the model of the H-bond (e.g. charge,
resonance, polarization-assisted H-bonds, Table 1) are also used
to determine nature and strength of the interaction.[22,23]


In the discussion about the power of a given hydrogen bond,
two aspects should be distinguished: (i) effects of hydrogen
bonding on physicochemical properties of the interacting

selected features; energy (i.e. dissociation energy) in units taken


Moderate Weak


30–50
4–15 1–4
2.5–3.2 >3.2
1.5–2.2 >2.2
4–15 0.25–4
5–10 <5


ted HB
)f


Polarization-assisted
HB (PAHB)f


Isolated HB (IHB)f


ssisted
B)f


r2rBCP> 0
HBCP< 0


r2rBCP> 0
HBCP> 0


12.0–24.0 <12.0
Partially covalent Noncovalent
1.2Å< dH���A< 1.8Å dH���A> 1.8 Å
Intermediate CS Closed–Share (CS)


e degree Softening degree


. [99]; h Ref. [100]; i Ref. [21]; j Ref. [91].
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INTERMOLECULAR HYDROGEN BOND STRENGTH

molecules, that is the proton donor and the proton acceptor, and
(ii) multiplication factor, that is the number of coexisting H-bonds.
The last case could be compared to a typical human-group-like
behavior. As separated they may be weak, easy to break,
sometimes hard to detect, but acting together they become
much stronger and support themselves, that is cooperate. One of
the best examples of these effects is the noncovalent synthesis
using hydrogen bonding (for review see Prins et al.[24]).
Cooperativity effect in hydrogen bond interactions was con-
firmed both in the gas phase (H2CO���(HF)n, n¼ 1,. . .,9,
complexes;[25] chain of 4-pyridones;[26] b-sheets of protein[27,28]),
in liquid (solutions of H-bonded system of poly(4-vinylpyridine)
and acids as proton donor[29]) and in the solid state.[14] H-bonds
may not only enhance[7] but also reduce the strength of each
other. The latter effect, called ’anticooperativity’, has been
investigated surprisingly little.[14] From the point of view of
medicinal and supramolecular chemistry, the G-quadruplex,
schematically presented in Fig. 2, seems to be themost important
example of the cooperativity.[30] Guanine[31] (deposited onto an
inert substrate) self-assembles into hydrogen-bonded network of
quartets (Fig. 2, R¼H). The obtained G-quartet structure
(observed in a high-resolution variable-temperature STM) is
the same as found in quadruplex telomeric DNA (for review see
Davis[32]). Furthermore, results of DFT calculations[31] confirm
the strong preference of guanine to form quartets (the average
energy per hydrogen bond increases from 5.1 kcal/mol in the
dimer to 7.1 kcal/mol in the trimer and 9.7 kcal/mol in
the quartet). The strengthening of the H-bonds within G-quartet
network relative to those in an isolated dimer arises from the
cooperative effect.
Recently, it has been found that quadruplexes (four-stranded


structures) prevail in the human genome[33] and, moreover, are
suspected of regulating telomer replication. Thus, a new rule, rule
of ’four’, was announced by Armitage.[30]


Intermolecular H-bonds are the main interactions deciding
about the molecular architecture and properties of a large variety
of materials.[34–38] They occur independently on the state of the
matter. Structural rearrangements may take place at different
stages of the material formation: during evaporation and
condensation[39] and in solutions.[40–43]


The aim of this article is to review effects of the nature and the
strength of intermolecular hydrogen bonds on physicochemical
and structural properties of H-bonded complexes. Three aspects
should be considered: (i) changes in the region of the interaction,
that is ’center of the reaction’; (ii) the response of the directly
interacting chemical moieties to these changes; (iii) the response
of the remaining part of the molecule to the H-bond stimuli.

Figure 2. Hydrogen-bond pattern in G-quartet


J. Phys. Org. Chem. 2008, 21 897–914 Copyright � 2008 John W

Knowledge concerning short-and long-distance consequences
should allow to explain and/or predict properties of more
complicated systems.
For this review, benzene derivatives containing H-bond donors


and acceptors have been selected. These derivatives not only
play an important role in organic chemistry and in biochemistry
but also are crucial constituents of more complicated systems
such as biologically active molecules (macromolecules), functio-
nalized polymers, supramolecular aggregations and others. In
addition, their chemical constitution facilitates direct investi-
gation of the three aspects of the H-bond formation listed above.
Finally, H-bonds involving oxygen- or nitrogen-containing groups
constitute a large majority of H-bond-type interactions existing in
nature. In particular, hydroxybenzene (phenol) derivative,[44–46]


aminobenzene (aniline) one[47] and derivatives of pyridine[48] are
discussed. In the last case, the nitrogen atom, participating in the
formation of the H-bond, is an inherent part of the aromatic ring.
For this reason it is possible to follow the transmission of the
H-bond-induced effects directly to this chemical moiety.
As it has already been stated (vide supra), phenol, aniline,


pyridine and their derivatives are involved in the formation of a
large variety of H-bonded complexes. Taking into consideration
their interactions with oxygen and nitrogen atoms as acceptors
or donors, they can act as organic acids or bases. The collected
X-ray data (CSD[49]) cover more than 600 structures of H-bonded
phenols,[50] 300 of anilines[51] and about 400 of pyridines[52]


investigated in the past 30 years. The studied systems interact
with a great variety of bases (acids) that differ not only in their
basicity (acidity) but also in other properties affecting the H-bond
interactions. It is not possible to study experimentally H-bonded
complexes with controlled and gradually changing basicity
(acidity) of the interacting counterparts. In this case, compu-
tational methods exploiting an appropriate model of H-bond
interactions, in which interactions are varied in a gradual way, are
irreplaceable. Such computational investigations enable the
prediction of other properties of given H-bonded complexes,
both in close vicinity of the bond formation area as well as at
longer distances (short- and long-distance consequences of
H-bond formation).

8


HOW TO MEASURE EFFECTS ORIGINATING
FROM THE HYDROGEN BONDING


Generalities


Different experimental techniques are used to study
H-bonding,[2] for review see Refs.[53–56] Invaluable sources of
data are results of X-ray and neutron diffraction measurements,
collected in the Cambridge Structural Database.[49] A great
disadvantage of themost popular X-ray diffractionmethod is that
it does not allow for the precise determination of the positions of
protons in a given complex,[57] but in some cases this obstacle
can be overcome.[58] It is noteworthy to stress that H-bonds
interactions (especially weak, noncovalent) have not always been
considered in the original papers presenting the X-ray data.[59]


Rich source of information concerning hydrogen bonding are
quantum chemical calculations.[7,8] Their results not only allow to
find out the geometries of H-bonded complexes, the energy of
the interactions and molecular vibrations, but also give
supplementary information that can provide insights into the
fundamental nature of this phenomenon (covalent, noncovalent,
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Scheme 1. H-bonded complexes of aniline derivatives


Scheme 2. H-bonded complexes of phenol derivatives


Scheme 3. H-bonded complexes of pyridine derivatives
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electrostatic). Today, the accuracy of the computational methods
can approach that of the experiments.[7] In this respect,
appropriate selection of the theoretical level (method and basis
set) of the calculations is of crucial importance,[8,56,60,61]


particularly in the case of weak interactions.[62,63] The secon-
d-order Møller–Plesset perturbation method[64,65] (MP2) and
Becke-style 3-parameter density functional method using the
Lee–Yang–Parr correlation functional[66–69] (B3LYP) are recom-
mended. The used basis set should include polarization and
diffuse functions. It should be stressed that in the case of weak
interactions, DFT (Density Functional Theory) procedures may be
deficient due to their inability to take into account the dispersion
energy.[63,70] In the case of the energetic study of H-bonded
complexes, it is necessary to take into consideration the basis set
superposition error[7,71,72] (BSSE).
A very useful tool to characterize atomic and molecular


interactions is the topological analysis. The Bader’s approach,[73]


Atom in Molecules theory (AIM), is widely used to study H-bonds.
Unquestionable advantage of an analysis of the electron density
distribution is the possibility of the comparison of its findings
with results of the traditional experiment[74] (accurate X-ray
measurements) and vice versa,[75–77] for review see Bertini
et al.[78] For 83 experimentally studied H-bonds (Y—H���O, Y¼C,
N, O, X-ray diffraction experiments), Espinosa et al.[75] have shown
that the length of the H-bond (distance between the proton and
its acceptor atom) summarizes essential features of these
interactions. The obtained topological properties of the electron
density at critical points (CP) of H-bonds (the kinetic and potential
energy density) and the strength of the interaction (the
dissociation energy of H-bond) depend exponentially on the
H���O distance. Similar relations have been found for dihydro-
gen-bond systems[79] andmany other classes of compounds such
as Schiff bases and proton sponge complexes, to name a
few,[80–83] where interactions are much more diverse than those
existing in the systems described by Espinosa.[75]


Alkorta et al.[84] demonstrated that logarithmic relationships
between the bond length and the electron density at the bond
critical point are capable of explaining simultaneously the
features of covalent bonds and H-bond. Moreover, the same
applies to both the inter- and intramolecular interactions.[82,83]


The AIM theory was applied, for the first time, to H-bond
complexes by Bader et al.[85] Subsequently, an additional set of
topological criteria, which a bond must fulfill in order to be
considered as H-bond, have been proposed by Popelier and
coworker.[86,87] The topological and energetic properties in the
H-bond critical point are used as a measure of the H-bonding
strength[18,75,79,88–92] and the nature of the interactions.[21,93,94]


Modeling H-bonded systems with gradually varying energy
of interactions


In order to consider structural changes of systems involved in
H-bond complexation for simplicity and clarity, it is useful to
model the interactions in the way permitting a gradual change in
their strength. For this reason, the modeling in accordance with
Schemes 1–3 was introduced in a series of papers dealing with
various complexes of aniline, phenol and pyridine derivatives.
In the case of intermolecular hydrogen bond, proton donor


and proton acceptor in the H-bonded complex belong to
different molecules, either of the same type or different ones.
Intermolecular H-bonded complexes of pyridine and para-

www.interscience.wiley.com/journal/poc Copyright � 2008

substituted aniline and phenol are presented in Schemes 1–3.
Particularly rich in different kinds of interactions is the case of the
amino group (Scheme 1). It can be both a proton donor,
Scheme 1(a), and a proton acceptor, Scheme 1(c). Their
conjugated forms are the anilide anion, Scheme 1(b), and the
anilinium cation, Scheme 1(d), respectively. In the case of phenol
derivatives (Scheme 2) and pyridine (Scheme 3), two principal
processes can be envisioned; these molecules can act as proton
donors (phenol or the pyridinium cation) or proton acceptors
(phenolate and pyridine), (a) and (b) in Schemes 2 and 3,
respectively. The oxygen atom of the hydroxyl group may be a
proton acceptor in H-bonded complexes[101] too (Scheme 2c), but
it is mainly realized as its second H-bond. All possibilities of the
H-bonded complexes formation follow the scheme of inter-
actions between the Broensted acids and bases, but not always
with a final proton transfer; thus they cover two generalized
(appearance of ionic forms is not shown) reactions:


RY� Hþ B ! RY� H � � � B (1)


and


RYþ HB ! RY � � �HB; (2)


where: RY—H means aniline, the anilinium cation, phenol or the
pyridinium cation, and RY – the anilide anion, aniline, phenolate

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 897–914







Figure 3. Relationship between the H-bond energy,DE, and their length,


dH���B. Curve represents exponential fitting[75] for 83 experimentally
observed (Y–H���O, Y¼C, N, O) hydrogen bonds. Circles, triangles and


diamonds denote simulated H-bonded complexes of phenol,[129] ani-


line[130] and pyridine, respectively, with B¼ F� and HB¼HF (Schemes
1–3). Asterisks and pluses mean simulated (HF���HF) and optimal


(Y–F���H–X) H-bonded systems.[91] Minuses indicate 34 complexes ana-


lyzed by Grabowski et al.[21]
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or pyridine, respectively. B indicates base (acceptor of proton),
and HB its acid form (donor of the proton).
The acidities of RY—H and HB decide which of the H-bonded


system, that is RY—H���B or RY���HB, will be formed.[102] Obviously,
a stronger acid (RY—H, HB) is a better proton donor, and a
stronger base (B, RY) is a better acceptor, but increasing acidity
has a limit, since eventually proton transfer occurs,[103,104] so the
reactions (1) and (2) could be jointly written as


RY� H � � � B , RY � � �HB (3)


This reaction may take place when acidities (proton affinity in
the gas phase, pKa in solution) of the participants are comparable,
that is their difference is close to zero. The proton transfer
reactions are widely studied.[55,103–106] Intermolecular distances
in the H-bonded systems formed according to the reaction (3)
should be short enough to exhibit low barrier for the proton
transfer. Such H-bonds are strong or very strong (Table 1) and are
known as low-barrier H-bonds (LBHB) or charge-assisted H-bonds
(CAHB). The LBHBs are believed to play an important role in
enzymatic reactions,[39,97,107–108] but the opposing views on this
idea can also be found in the literature.[109,110]


According to the above-mentioned results,[75] the dissociation
energy increases with the shortening of the hydrogen bond. The
length of the H-bond may be expressed by the intermolecular
distance between heavy atoms, that is proton donor and proton
acceptor, dY���B, or by proton–acceptor H-bond distance, dH���B. The
latter one is mainly used in the discussion of the calculation
results and in the case of accurate experimental data, for example
in the work of Espinosa et al.[75] Nowadays, dH���B as the H-bond
length is more frequently used for the comparison of the strength
of the interaction (Table 1). It mainly comes from numerous
(fruitful) studies of the electron density properties in the critical
point of the hydrogen bond.[21,79,84,100,111] Simulation of
H-bonded complexes with controlled and gradually changing
strength of the interaction can be performed by controllable
changing length of the hydrogen bond for all complexes shown
in the reactions (1)-(3). The first two, (1) and (2) can be modeled
by gradual varying of the length of the H-bond, dH���B or dY���B, with
concomitant full optimization of the remaining geometric
parameters of the system. A more appropriate method for
simulation of proton transfer, Eqn (3), is changing the distance
between hydrogen and proton acceptor, dH���B, for constant
intermolecular distance between heavy atoms, dY���B. Repeating
calculations for different separation distances of heavy atoms
(dY���B) allows to observe modifications in the energy change
profile: the number of minima (one or two potential wells) and
their mutual relation (a barrier between them). An elegant
illustration of this methodology is the work of Scheiner and
Kar,[110] where the idea of LBHBs in enzymatic catalysis was
studied.
In all the above-mentioned methods, the change of the


H-bond length, resulting in the modification of the strength of
the interaction, implies a simultaneous variation in the proton
affinity of the interacting counterpart(s). This is the case of proton
transfer reaction (3) where shortening (or lengthening) of dH���B,
for constant dY���B, gives this effect. In the case of the reaction (1),
calculations of the complex RY—H���B, for progressively
shortened intermolecular distances between the heavy atoms
(dY���B), correspond to modeling interaction of RY—H with
increasingly stronger base B. Analogous calculations for the
RY���HB system, reaction (2) simulate interaction of the proton

J. Phys. Org. Chem. 2008, 21 897–914 Copyright � 2008 John W

acceptor RY with stronger acid HB. For both cases the binding
energy increases with increasing basicity (acidity) of the
interacting counterparts (e.g. relationships found for
Ph—NH2���F�, Ph—OH���F� and Ph—NH2���HF, Ph—O����HF
which are presented in Fig. 3). It is noteworthy to mention
again that in the overwhelming majority of cases it is not possible
to study experimentally H-bonded complexes with controlled
and gradually changing interactions of the H-bonding type.
Modeling of H-bonded complexes with a wide range of


strengths of the interaction (from weak to strong HB) has been
used mainly to study topological properties of hydrogen
bonding. For that purpose, the best objects are small systems,
such as hydrogen fluoride[88,91] or water.[112] In the first case the
variation of the energy of interaction was simulated by changing
the dH���F distance, in the second one – the intermolecular
distance between heavy atoms, dO���O. The last methodwas tested
for H-bonded systems of para-substituted derivatives of
phenol,[113] and then successfully applied for pyridine and
aniline[51] derivatives. Comparison of the dependence between
the total energy of the interaction (binding energy) and
the hydrogen bond length, dH���B, for experimental data[75]


and computational results, both simulated[51,91,113] and opti-
mized,[21,91] is presented in Fig. 3. Binding energy for PhNH2���F�
and H2O���HOH complexes,[112] as a function of the intermole-
cular distance between heavy atoms is depicted in Figs. 4 and 5,
respectively.
First, a great variety of homo- and heteronuclear hydrogen


bonds, particularly in the case of fully optimized systems,
presented in Fig. 3, should be pointed out. Moreover, the
calculations whose results are shown in Figs. 3–5 were performed
using different computational methods. CASSCF/6-311þþG**


was applied by Espinosa et al.[91] for simulation of interaction
within the HF���HF system and optimization of XH���FY complexes.
H-bonded complexes of phenol, aniline and pyridine derivatives
with F� and/or HF (Schemes 1–3) were simulated[113] at B3LYP/
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Figure 4. Change in the total energies, DE, intermolecular, DEint, and
deformation, DEdef, energies, and BSSE for Ph-NH2���F� complexes as a


function of the N���F separation, dN���F
[130]


Figure 5. Change in the total (bold), DE, internal, DE(A) and DE(D), and
intermolecular, E(AjD), energies of water dimer relative to two free waters
and as a function of O���O separation [Reprinted with permission from


Ref.[118]. Copyright (2000) John Wiley & Sons, Inc.]
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6-311þG** level. For modeling H2O���HOH and [HOH���OH]�
systems[112] MP2/6-311þþG(2d, 2p) scheme was used. Full
optimization of 34 complexes (the largest variety of H-bond type,
with dihydrogen bond and H���p interaction inclusive) was
performed by Grabowski et al.[21] using MP2/6-311þþG**. Solid
curve in Fig. 3 represents exponential fitting[75] for experimentally
observed Y—H���O (Y¼C, N, O) hydrogen bonds.
In spite of a large variety of interacting molecules and applied


methods, the results of the simulation are in line with
experimental data. The strength of the intermolecular interaction
increases with the shortening of the hydrogen bond. Further-
more, the same rule seems to apply for equilibrium (fully
optimized) complexes formed with a large variety of proton
donors and acceptors. A systematic study of this phenomenon
has not yet been undertaken.

www.interscience.wiley.com/journal/poc Copyright � 2008

Energy of hydrogen bond


The strength of the intermolecular H-bond is usually calculated as
the difference between the energy of the complex and the
energies of the isolated monomers, that is as the energy of the
reaction:


Aþ B ! A � � � B (4)


For energetically stable systems, the estimated energy of the
interaction is negative. Positive values (absolute values) are often
presented for convenience of the discussion (Fig. 1). They can be
considered as corresponding to the process inverse to reaction
(4), that is the dissociation of the complex (Table 1). As mentioned
above, the energy should be corrected for BSSE.[7,71,72] For even
greater accuracy, the energy should be also corrected for the
zero-point vibrational energies (ZPE). To compare the compu-
tational result with the available experimental data,[51] the
thermal energy correction should be included.[114]


The process of H-bond formation may be conceptually divided
into two processes: (i) changes in geometry of A and B from the
optimized ones to their geometry in the complex (A���B), and (ii)
electronic redistribution between the product and the substrates
of reaction (4) for all their geometries as in the optimal complex.
The first process is called deformation and its energy can be
expressed as follows:


DEdef ¼ EAðbasisA; optA���BÞ � EAðbasisA; optAÞ


þ EBðbasisB; optA���BÞ � EBðbasisB; optBÞ (5)


The second one is ’pure’ interaction and is known as the
supermolecular approach:


DEint ¼ EA���BðbasisA���B; optA���BÞ � EAðbasisA���B; optA���BÞ


� EBðbasisA���B; optA���BÞ (6)


where EA(basisA���B; optA���B) means that the energy of molecule A,
EA, is calculated using internal coordinates of the A and B
molecules, basisA���B (i.e., a ghost basis set at the B molecule is
included), and for their geometry obtained during optimization
of the A���B complex, optA���B. The other terms in Eqns (5) and (6)
should be understood in the same way.
Therefore, the total energy (or binding) of the reaction (4) is the


sum:


DE ¼ DEdef þ DEint (7)


The first term, deformation energy, is always positive because it
refers to optimal structures of A and B. The second one,
intermolecular energy, for interacting counterparts is negative.
Substituting Eqns (5) and (6) to (7) we obtain the well-known


expression:


DE ¼ EA...BðbasisA...B; optA...BÞ � EAðbasisA; optAÞ


� EBðbasisB; opt:BÞ þ BSSE (8)


where


BSSE ¼ EAðbasisA; optA...BÞ � EAðbasisA...B; optA...BÞ


þ EBðbasisB; optA...BÞ � EBðbasisA...B; optA...BÞ


This equation is used to calculate the BSSE value by the
Gaussian 03 suite of programs.[115]


Individual components of the H-bond energy, Eqn (7), cannot
be experimentally measured. However, the described calculation
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Figure 6. Dependence of the estimated H-bonding energy, Eqn (7), on


(a) C–N or C–O bond length, (b) a angle for the B3LYP simulated
interaction of aniline (triangles and squares), pyridine (diamonds) and


phenol (circles) derivatives with B¼ F� or HB¼HF, Schemes 1–3. Cases in


which N or O constitute a part of proton-donating groups are indicated in
yellow. The presented data are a compilation of published[51,129,130] and


unpublished results obtained by the author and her coworkers [This


figure is available in color online at www.interscience.wiley.com/journal/


poc.]
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enables to look into H-bond formation, which can be considered
as the result of the competition between the deformation and the
interaction processes. The results for simulated Ph—NH2���F�
complexes (Scheme 1a, B¼ F�) are shown in Fig. 4. In this system
the deformation process takes place only in the aniline molecule.
For long hydrogen bonds, the dN���F distance in the range 3� 4 Å,
their strength (binding energy) is almost equal to the
intermolecular energy, whose absolute value increases with
shortening of the H-bond length. The deformation energy is of
the order of BSSE values or lower. In the case of shorter H-bonds
(dN���F< 3 Å) approaching of the proton acceptor (F�) results in an
increase of both the deformation energy and the absolute value
of the intermolecular energy, but the former one increases faster.
As a consequence, the sum of the energy parts, Eqn (7), reaches
minimum for the fully optimized Ph—NH2���F� complex
(DEdef¼ 11.67 kcal/mol and DEint¼�42.49 kcal/mol). This large
value of the estimated deformation energy can be explained by
the delocalization of the lone pair of the nitrogen atom by the
C—N bond to phenyl ring (vide infra).
In spite of the simplicity of the above presented model, the


obtained results are in line with the energy decomposition using
localized charge distribution[112,116–118] whose representative
example (H-bonding in water) is presented in Fig. 5. The total
energy of the interaction arises from two competing contri-
butions: the internal energies of the donor and acceptor
molecules [DE(D) and DE(A)] and their intermolecular energy
[E(AjD)]. The latter dominates for large values of the inter-
molecular distance between the oxygen atoms (ROO), the former
is more pronounced for short ROO values. The minimum of the
total energy indicates fully optimized water dimer complex.


EFFECT OF H-BONDING ON STRUCTURAL
PROPERTIES


Generalities


To quantify the strength of H-bond in terms of structural
parameters vicinal to hydrogen bond, the plot of the estimated
binding energy, Eqn (7), against C—N(O) bond length and ipso
angle a, is shown in Fig. 6. Two structural parameters were used
for H-bonded complexes of pyridine and phenol and aniline
derivatives (the C—Y bond length and the ipso angle of the ring,
for its definition see Charts 1 and 2) in order to compare the
range of their variability induced by the H-bond interactions.
Since the C—N bond in pyridine constitutes an inherent part of
the aromatic ring, its length is little dependent on the strength of
the H-bond (the mean value was used in Fig. 6a). Therefore, the
dependence of the a angle, presented in Fig. 6b, seems to be in
this case a better measure of the H-bond energy. Obviously, for
H-bonded systems of aniline and phenol derivatives, the ipso
angle is a distant (by one bond) structural parameter.
In complexes discussed here, the length of the C—Y (Y¼O or


N) and the ipso angle, a clearly depend on the strength and the
nature of the corresponding H-bond. Two cases can be
distinguished, in which opposite tendencies can be noticed: (i)

Chart 1. Chart 2.
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when the Y atom is a part of the proton donor group (notation
PhNH2���F�, PhNHþ


3 ���F�, PhOH���F�, PyHþ���F�, respectively,
yellow-filled signs in Fig. 6); (ii) when the Y atom is a proton
acceptor (PhNH2���HF, PhNH����HF, PhO����HF, Py���HF, gray
triangles and empty triangles, circles and diamonds, respectively
in Fig. 6). In the first case shortening of the C—Y bond gives rise to
a strengthening of the corresponding H-bond. The reverse trend
is observed in the second case. Lengthening of the C—Y (Y¼O,
N) bond results in an increase of the strength of the interaction.
The direction of the ipso angle, a, variability is consistent with the
change of the C—Y bond length. Note that for all presented cases
of the H-bonded complexes, the relationship between the
strength of the H-bond and its length is of the same nature
(Figs. 3 and 4) and only the responses of the C—Y bond length
and the a angle are different in both discussed cases.
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Figure 7. Dependence of a-bond, a¼dCN, on a angle of pyridine/pyr-


idinum systems involved in H-bonding [Reprinted with permission from
Ref.[52] Copyright (2005) American Chemical Society]
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Properties changes in the region of H-bond interactions


The relationship between the strength of the H-bonding and the
C—N bond length (Fig. 6a) for simulated Py���HF and PyHþ���F�
complexes suggests that a change of the bond length as a
function of its energy is rather small. In the case of noninteracting
pyridine and pyridinium cation,[52] the corresponding bond
lengths are equal to 1.337 Åand 1.351 Å, respectively. For the fully
optimized system, Py���HF, its length amounts to 1.338 Å. An
increase of the binding energy in the PyHþ���F� system (modeled
by approaching fluoride to the nitrogen atom of the pyridinium
cation, linearity of the H-bond assumed) results in a shortening of
the C—N bond length up to dCN¼ 1.338 Å (for the shortest
intermolecular N���F distance of 2.909 Å, before the proton
transfers from nitrogen to fluoride). Results of the simulation are
in agreement with the X-ray structural data presented in Fig. 7.
Analysis of the experimental geometry of H-bonded complexes
of variously substituted pyridine and pyridinium derivatives[52]


shows a very small variation of all bond lengths in the ring and
substantial changes in the values of the a angles. The a-bonds
lengths (in pyridine and pyridinium a¼ dCN) are almost in the
same range for both the pyridine and pyridinium complexes,
whereas the a values differ significantly (Fig. 7). Furthermore, for
para- and poly-substituted systems, the difference of the a angles
in pyridine and pyridinum derivatives also exists in spite of
various additional perturbations. Summarizing, the magnitude
of the ipso angle, a, at N may be considered as a useful indicator
of the proton position (formally N���H or NH).
An analysis of H-bonded complexes of pentachlorophenol with


various bases[119] shows that the changes of the ortho–ipso bond
lengths are due to the mesomeric effect and the electronega-
tivity, both working in the same direction but the mesomeric
effect predominates. Following an analysis of the substituent
effect on the ring geometry in mono-substituted benzene
derivatives, it can be postulated that a change in the a angle
represents a change in the hybridization of the ipso atom[120,121]


(see below) and, as a consequence, also a change in its
electronegativity.[122,123] Moreover, the angular deformations in
the ring have recently been used for defining a new scale of
electronegativity.[124] Therefore, changes of the ortho–ipso bond
lengths, a, may be due to a blend of two factors: changes in the
electronegativity and in the mesomeric effects, whereas changes
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of the a angle are mostly caused by changes in the
electronegativity.
Approaching proton to the nitrogen atom in pyridine (Py���HF,


Scheme 3b, HB¼HF) increases its electronegativity, hence the a


angle becomes larger (Fig. 6b). The lack of a difference between
the ipso–ortho bond lengths (dCN¼ a) support the hypothesis
that the 2p-type electron in the nitrogen atom is weakly involved
in mesomeric effect due to the H-bond formation N���HB or
NH���B.
A new way of estimating group electronegativity, x, from


angular geometry of the ring in mono-substituted benzene
derivatives has been proposed.[124] This method is based on the
results of the application of the principal component analysis
(PCA).[125,126] It has been found that the main component,
describing the observed geometrical changes in the ring,[123]


almost solely depends on the changes in the a and b angles
(Chart 1) and can be correlated with many scales of electro-
negativity. In consequence, Domenicano and coworkers[124]


introduced the group electronegativity concept (Fig. 8b) in the
Pauling electronegativity scale.[127] For geometrical reasons,
the changes in a and b angles (Chart 1) mutually depend due to
the constraint of the hexagon planarity.[128] Thus, it has been
found that it is sufficient to use only a angle to estimate the
electronegativity of the group.[129,130] For example, the deter-
mined correlation coefficient (R) for the linear regression of
electronegativity, x[124],versus ipso angle[123],a, relation, was
0.998 for 53 mono-substituted benzene derivatives with ’the first
row’ substituents (i.e. substituents linked to the benzene ring
through an element of the Li—F row of the periodic table).


x ¼ �41:00ð�0:03Þ þ 0:3678ð�0:0086Þ a (9)


In parenthesis of the Eqn (9) are given confidence intervals for
the significance level of 0.01.
For H-bonded complexes of phenol and aniline derivatives, the


variations of the a angle, alike the C—Y (Y¼O, N) bond length
(Fig. 6), are strongly influenced by the binding energy. Therefore,
a significant change of the electronegativity of the substituent,
arising from its participating in the H-bond, was found. Influence
of H-bonding in phenol/phenolate complexes on the electro-
negativity of OH/O� groups[129] is similar to the below presented
case of aniline derivatives.[130]


Figure 8a shows the effect of the nature and the strength of the
H-bonding in anilide/aniline/anilinium complexes on the elec-
tronegativity of NH�/NH2/NH


þ
3 groups.[130] Varying the nature of


the H-bonding (PhNH2���F�, PhNHþ
3 ���F�, and PhNH����HF,


PhNH2���HF systems) generates different possibilities of the
electron delocalization from the nitrogen atom toward the C—N
bond and further to the benzene ring. Nevertheless, the C—N
bond lengths and electronegativity of the NH�/NH2/NH


þ
3 groups


involved in H-bonding are mutually interrelated. Black squares in
Fig. 8a denote noninteracting derivatives: anilide anion
(x¼ 0.89[130]), aniline and anilinium cation (x equal to 2.63
and 4.32, respectively[124]). For the PhNH����HF complexes, the
range of x(NH�) variations extends from 0.90 to 1.26. When the
amino group acts as a proton donor in the PhNH2���F� complexes,
the x(NH2) value ranges from 1.77 to 2.52; however, if it plays the
role of a proton acceptor from hydrofluoric acid (PhNH2���HF
complexes), the calculated x(NH2) range is from 2.74 to 2.99. In
the case of H-bonded complexes containing the anilinium cation
the x(NHþ


3 ) values change from 4.20 up to 4.48. All simulated
systems are denoted by crosses in Fig. 8a. Empty squares indicate
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Figure 8. (a) Dependence of the group electronegativity, x, for various H-bonded complexes of the anilide/aniline/anilinium cation with Broensted


bases and acids on the C–N bond length, dCN; black squares mean not interacting derivatives, empty squares denote the optimized H-bonded complexes,


crosses designate the H-bonded systems with the constrained N���F distance. The curve (a third degree polynomial) fitted to data for full optimized


systems. (b) For comparison a histogram of x values[124] for various groups known as typical substituents is shown [Reprinted from Ref.[130]. Copyright
(2007) with permission from Elsevier]
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the fully optimized complexes of aniline interacting, via the
hydrogen bond, either with a base B (B¼ F�, CN�, OH2) or with an
acid HB (HB¼HF, HCN, H2O), and for the H-bonded complex of
the anilinium cation with water. The relationships between
electronegativity and the C—N bond length for both types of
complexes, that is those with constrained N���F interatomic
distance and the fully optimized ones, lead to an equivalent
shape of the function presented as a third degree polynomial.
Moreover, the range of the x-values variability for the NH2


and NHþ
3 groups involved in H-bond complexation, estimated by


computational modeling, is in line with that extracted from the
X-ray geometry data, as shown in Fig. 9.
Experimental geometries of aniline/anilinium cation in their


H-bonded complexes with various oxygen or nitrogen acids and
bases were retrieved from CSD.[49] It should be stressed that in a
large majority of crystal structures, the amino group forms more
than one H-bond. The maximum number is three (Chart 3). In the
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case of the NH2 group involved in two H-bonds, they could be of
the same type or of different one (i.e. in one of them nitrogen is a
proton donor and in the second acts as a proton acceptor). For
this reason the number of points in Fig. 9b is larger than in
Fig. 9a. Note that H-bond formation in which the NH2 group is a
proton donor induces opposite changes as compared to the case
when it is a proton acceptor. Additionally, in the crystal structure,
one of these interactions may be superior to the other. Then the
appropriate dN���B (B¼O or N) distance may be substantially
shorter (suggesting a stronger hydrogen bond) and, in con-
sequence, this interactionmay determine the electronegativity of
the whole group. Let us consider the optimized H-bonded
systems of aniline. In general, a modification of the chemical
nature of the base (B¼ F�, CN�, OH2) interacting with aniline
results in a more pronounced electronegativity and C—N bond
length variations as compared to the case of the interacting acid
(HB¼HF, HCN, H2O). In the former, the electronegativity changes
by 0.73 and the bond length by 0.04 Å, whereas in the latter by
0.18 and 0.01 Å, respectively. The change of the intermolecular
N���B distance is roughly similar for both cases (0.64 Å and 0.55 Å,
respectively). The strongest hydrogen bond and the shortest
N���B distance are observed for aniline interacting with F� (as the
base) and with HF (as the acid). Their energies are equal to�30.83
and �9.80 kcal/mol, respectively. The former complex is the case
of CAHB.[23] If the water molecule, which can be both an acceptor
and a donor of proton, interacts with aniline, the estimated
H-bonding energy amounts to �3.55 and �4.82 kcal/mol,
respectively. Contrary to the case of PhNH2���F� and PhNH2���HF,
in the complexes of water with aniline (PhNH2���OH2 and
PhNH2���HOH), a shorter intermolecular N���B distance is observed
for the complex in which the water molecule acts as a proton
donor. This is in agreement with the experimental CSD data,
which suggest stronger H-bonding for the PhNH2���HO(N)base
interaction (Fig. 9b).[130]


From crystal engineering point of view, the consecutive,
interesting and important question is how does the nature and
strength of H-bonding affect the shape of the amino group? Its
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Figure 9. Relationship between the group electronegativity, x, and (a)


the C–N bond length, dCN, (b) the N���B interatomic distance, dN���B, for
experimental (retrieved from CSD, empty signs) and simulated (black


signs, squares denote PhNH2���B, diamonds indicate PhNH2���HB, triangles
mean PhNHþ


3 ���B systems) H-bonded complexes of aniline and the


anilinium cation with Broensted bases and acids [Reprinted from


Ref.[130]. Copyright (2007) with permission from Elsevier]


Figure 10. Dependence of S on the C–N bond lengths, dCN, for (a)


experimental data (CSD) and (b) optimized (B3LYP/6-311þG**) molecules


of para-X-aniline (X¼NO, NO2, CN, CHO, H, CH3, OCH3, OH) and its


(X¼NO, NO2, CHO, H, OH) derivatives involved in H-bond complexation
[Reprinted (from Supporting Information) with permission from Ref.[138].


Copyright (2007) American Chemical Society]
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shape can be described by the dihedral angle F (Chart 4), the
sum of the bond angles, S, for bonds linking the nitrogen atom to
two H atoms and to the carbon atom (Chart 4), or as dihedral
angle t between the plane of the amino group (H—N—H) and
the ring plane. For planar NH2, their values are 180, 360 and 0 deg,
respectively. The geometry of the NH2 group in aniline has been a
subject of intensive studies, with a particular interest in its
pyramidalization. For aniline, microwave studies[131] lead to
t¼ 37.5� 2 deg, however a careful reanalysis of the data by
Roussy and Nonat[132] gives the value of 42.4� 0.3 deg, in
agreement with the results of other groups.[133,134] A slightly
higher value, 44.30(16) deg, was derived from a semirigid bender
analysis[135] of the far-infrared data.[136] Thoroughgoing analysis
of gas phase electron diffraction data and ab initio molecular
orbital calculations at the HF and MP2 levels of theory yielded[137]


44� 4, 41.8 and 43.6 deg, respectively. The estimated S value
varies depending on the calculation method applied: 336.2 deg
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(estimated on the basis of the data presented by Schultz
et al.[137]), 339.3 deg,[138] 343.5 and 337.5 deg (calculated
using B3LYP/6-311þG** and MP2/aug-cc-pVDZ results,[139]


respectively).
It is well known that the substituent influences the properties


of aniline via intramolecular interactions. The presence of an
electron-attracting group, for example the nitro group,[140] in the
para-position of the ring results in a substantial intramolecular
charge transfer from the amino group through the ring to the
nitro group. This transfer leads to changes in the pKa values of the
amino group of substituted anilines, for all geometry parameters
applied (S¼ 351.6 and 342.0 deg for B3LYP/6-311þG** and MP2/
aug-cc-pVDZ calculations,[139] respectively) and affects the
charge distribution.[141–148] The influence of various substituents
on structural parameters and cyclic p-electron delocalization in
aromatic systems has recently become subject of increased
interest.[149]


H-bonding, as intermolecular interaction, affects the geometry
and the electronic structure of the amino group as well. A
comparison of both types of the interactions (intra- and inter-
ones) is shown in Fig. 10. This figure presents the dependence of
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Figure 11. Dependence of two empirical measures of H-bond strengths:


the absolute value of chemical shift of the proton involved, 1H-NMR, and


C–O bond length, dC-O, for [p–X–PhO���H���F]� complexes [Reprinted with
permission from Ref.[150]. Copyright (2005) American Chemical Society]


Figure 12. Lengthening of the Y–H (Y¼N, O) bond induced by Y–H���F
hydrogen bonds and of the F–H bond induced by F–H���Y H-bonds for the
B3LYP simulated interaction of aniline (triangles and squares), pyridine


(diamonds) and phenol (circles) derivatives with B¼ F� or HB¼HF,


Schemes 1–3, drawn in common diagram. The curve is a fit against
the valence model for hydrogen bond (parameters for N–H���O and


N���H–O H-bonds were used)[151]
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the pyramidalization of the NH2 group, expressed byS, on the CN
bond length, dCN, for experimental data retrieved from CSD[49]


and for modeled data computed at B3LYP/6-311þG** level of
theory. The experimental data represent H-bonded complexes of
different oxygen and nitrogen acids/bases with variously
substituted aniline. Optimization was performed for p-X aniline
(X¼NO, NO2, CN, CHO, H, CH3, OCH3, OH) and its (only
X¼NO, NO2, CHO, H, OH) H-bonded systems according to the
Scheme 1(a-c), B¼ F�, CN�, OH2; HB¼HF, HCN, HOH). Both
theoretically and experimentally obtained structural parameters
for aniline, its substituted derivatives and H-bonded complexes
present a coherent view. Moreover, findings of the B3LYP/
6-311þG** and MP2/aug-cc-pVDZ computational methods are
also in a good qualitative agreement with each other.[139] A
decrease in pyramidalization of the NH2 group is related to an
increase of p-electron accepting power of the para-substituent
and the H-bonding complexation N—H���B. The reverse trend is
observed for N���HB interactions with electron donating
substituents. The analysis based on geometrical parameters
leads to the same picture as that obtained by Natural Bond
Orbital (NBO) studies. The stronger is the through-resonance
(intermolecular charge transfer) of the NH2 group with a
counter-substituent, and the more is involved the N—H bond
in the interactions with bases, the more planar is the NH2 group.
For CN bond length shorter than 1.35 Å, there appears a high
occupancy of the p orbital of this bond.
Pyramidalization of the NH2 group is related to the C—N bond


length (Fig. 10) and associated with a decrease of S andF values,
indicating a change in the hybridization of the nitrogen atom
orbitals from sp2 toward sp3. The electronegativity, x, of the
amino group also depends on the C—N bond length
(Figs. 8a and 9a). To sum up the above discussed findings, x
increases with pyramidalization of the NH2 group of aniline
involved in the H-bond formation.[130]


Another interdependence of the local properties of the H-bond
is the correlation between the 1H NMR chemical shift of the
proton involved in this interaction and the C—Y (Y¼N, O) bond
length. Such relation determined for para-substituted phenol
derivatives complexes with fluoride and hydrofluoric acid[150] is
presented in Fig. 11. Two reverse dependences are apparent
again (compare Fig. 11 and Fig. 6a). Forming H-bond shifts the
proton magnetic resonance toward lower field. If the oxygen
atom is a proton donor, para-X-PhOH���F� complexes
(Scheme 2a), an increase in the strength of the interaction
results in a shortening of the C—O bond length (the positive
slope of the linear correlation of dC-O vs. 1H-NMR chemical shift).
The reverse trend (the negative slope), that is an increase of the
C—O bond length, is observed for para-X-PhO����HF systems,
where oxygen acts as a proton acceptor.
The next dependence, shown in Fig. 12, is predicted by amodel


based on the relation between bond distances and ’bond orders’
(valences), s, and an additional bond order conservation rule (for
the hydrogen atom involved in H-bond: sY–Hþ sH���B¼ 1).
Steiner[151] has shown that the valence model of the hydrogen
bond correctly works for the geometries of a number of hydrogen
bonds (high-precision data retrieved from CSD). The coupling
constants have been related to the hydrogen bond geometries
and NMR chemical shifts by applying the valence bond order
model[152] for both experimental and calculated (DFT method)
data. This model was successfully used in the low temperature
NMR studies of H-bonded complexes of colloidine with carboxylic
acids,[153,154] and small complexes formed between water and
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pyridine derivatives in solid and liquid phases.[155] For the closed
values of bond orders of Y—H and H���B bonds, the proton
transfer reaction takes place.[156–158] Lengthening of the covalent
bond, Y—H, induces shortening of the hydrogen bond. Results of
the simulated H-bonded complexes of aniline, phenol and
pyridine derivatives follow the relation predicted by the valence
model for hydrogen bond.
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Short-distance consequences of H-bonding


As it has already been stated, the H-bond-induced changes
involve lengthening or shortening of the C—Y bond (Y¼O, N)
and an increase (or a decrease) of the ipso bond angle, depending
on the role of the substituent in the intermolecular interaction
(proton acceptor or proton donor). Simultaneously, an increase in
the electron charge (Mulliken charges[159]) at the atom (Y¼N, O)
participating in H-bonding is observed.[51] H-bond interactions
also lead to substantial changes in the hybridization of the
Y-atom orbitals. This effect will be discussed in detail. An
increase in the negative charge at the Y atom causes changes in
the hybridization at the carbon atom following Bent–Walsh
rule.[120,121] The rule relates an increase (or a decrease) of
electronegativity of the substituent Y (i.e. NH2 involved in
H-bonding, Scheme 4, or OH) with an increase (or a decrease) of
the 2p orbital contribution to sp2- hybridized carbon atom
directed to Y and a decrease (or an increase) of this contribution
to bond orbitals in two other directions (ortho–ipso CC bonds).
This, in turn, results in a lengthening (or shortening) of the C—Y
bond, shortening (or lengthening) of both ipso–ortho CC bonds
and an increase (or a decrease) of the ipso bond angle. Scheme 4
shows how this rule works in the case of aniline involved in
H-bonding. A contribution of mesomeric effect cannot be
excluded, but there is no clear relation between C—N bond
length and a angle for this kind of interactions.
It was found that Bent–Walsh interrelations appropriately


describe both the experimental data and the computational
results in H-bonded complexes of aniline[51] and phenol[50,160]


derivatives. Structural modifications resulting from the proton
transfer in complexes of phenols with pyridines,[161,162] trimethy-
lamine[163] and N-methylmorpholine[164] also follow the Bent–
Walsh rule.
Figure 13 shows the relationships between the a angle (Chart


1), the C—N bond length, dCN, and the ortho–ipso bond length, a,
for optimized geometry of 4-substituted aniline, anilide anion
and anilinium cation, and their H-bonded complexes. Alike
dependences were found for experimental geometries of
variously substituted aniline/anilinium cation derivatives in their
H-bonded complexes (retrieved from CSD). Obviously, the
dispersion of the X-ray data is broader than that of the results
obtained for optimized systems.[51] It results from a variety of
substituents, their positions and numerous and diversified
interactions in the crystal lattice. In spite of this, all inter-
dependences are statistically significant. Computational results
show a good qualitative agreement with those based on the
X-ray data.

Scheme 4. Changes in hybridization at the carbon atom as a result of change


two kinds of H-bonding.
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For the H-bonded pyridine and pyridinium complexes, no
relation between the C—N bond length and the a angle was
found (Fig. 7).[52]


Long-distance consequences of H-bonding


Apart from the above-mentioned consequences of intermole-
cular H-bond interactions that are rather local, long-distance
structural changes can also be observed. A common part of
aniline, phenol and pyridine derivatives is the ring, which is
characterized by the cyclic p-electron delocalization, that is
closely related to aromaticity.[165–168] Another factor that could
be associated with p-electron delocalization is the substituent
effect.[149] This effect leads to the interaction between the
electron-accepting and electron-donating groups, which in turn
causes an intramolecular charge transfer, also described as the
substituent delocalization effect.[169]


Taking into consideration experimental data (geometry
retrieved from CSD), the most appropriate index of aromaticity
seems to be the HOMA index[170] (Harmonic Oscillator Model of
Aromaticity). This geometry-based index of aromaticity serves as
a convenient, reliable[166] and easily accessible (for any type of
structural data) quantitative measure of p-electron delocaliza-
tion[167] in the aromatic ring. The formula for HOMA reads


HOMA ¼ 1� 1


n


Xn


j¼1


aiðRopt;i � RjÞ2 (10)


where: n is the number of bonds taken into the summation; ai is a
normalization constant (for CC and CN bonds aCC¼ 257.7 and
aCN¼ 93.52) fixed to give HOMA¼ 0 for a model nonaromatic
system and HOMA¼ 1 for the system with all bonds equal to the
optimal value Ropt,i assumed to be realized for fully aromatic
systems (for CC and CN bonds Ropt,CC is equal to 1.388 and
Ropt,CN¼ 1.334 Å); Rj stands for a running bond length.
As previously pointed out, the effect of the strength of


H-bonding in complexes of aniline, phenol and pyridine
derivatives can also be observed by variability of the C—Y
(Y¼O or N) bond length or the a angle (Fig. 6). Undoubtedly,
trends of the change depend on the nature of the H-bond, that is
whether the Y atom is a proton donor or a proton acceptor, but
the C—Y bond length can be used as a convenient H-bond
strength parameter for aniline and phenol derivative systems. For
these complexes, a clear dependence of HOMA index on the
C—N and C—O bond lengths is observed. Figure 14 presents
results obtained for optimized geometry of para-X-substituted
aniline, anilide anion and anilinium cation and their H-bonded

s in electronegativity of the nitrogen atom in aniline molecule involved in
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Figure 13. Interrelations between (a) a and C–N bond length, dCN, (b) a
and C–N bond length, (c) a bond length and a for optimized geometry of
p-X-substituted aniline, anilide anion and anilinium cation (X¼NO, NO2,


CN, CHO, H, CH3, OCH3, OH), and their H-bonded complexes (only for


X¼NO, NO2, CHO, H, OH) [Reprinted with permission from Ref.[51].


Copyright (2007) American Chemical Society]


igure 14. Scatter plot of HOMA versus C–N bond length, dCN, for B3LYP
ptimized geometry of p-X-substituted aniline, anilide anion and anili-


ium cation (X¼NO, NO2, CN, CHO, H, CH3, OCH3, OH), and their
-bonded complexes (only for X¼NO, NO2, CHO, H, OH) [Reprinted with


ermission from Ref.[51]. Copyright (2007) American Chemical Society]


Figure 15. Dependence of HOMA on C–N bond length, dCN, for variously
substituted aniline/anilinium cation derivatives in their H-bonded com-
plexes (experimental geometry retrieved from CSD) [Reprinted with


permission from Ref.[51]. Copyright (2007) American Chemical Society]
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complexes.[51] The relationship between the C—N bond length
and the HOMA index, found for variously substituted aniline and
anilinium cation derivatives in their H-bonded complexes (the
former retrieved from CSD), is shown in Fig. 15. No crystal-
lographic data for H-bonded anilide anion derivatives are
available.

J. Phys. Org. Chem. 2008, 21 897–914 Copyright � 2008 John W
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Similar to the case of the relations presented in Fig. 13, the
dispersion of the data from the ab initio optimization (Fig. 14) is in
general smaller than that observed for the experimental scatter
plots (Fig. 15). The trends of the dependences of HOMA versus
dCN, determined from the calculated optimized data using B3LYP/
6-311þG** (Fig. 14) and MP2/aug-cc-pVDZ,[51,160] and those
based on the experimental solid state X-ray data (Fig. 15) are very
similar. Furthermore, alike relations are observed for H-bonded
complexes of phenol derivatives,[50,150,171,172] see Fig. 16. In both
cases, namely aniline and phenol H-bonded complexes, short-
ening of the C—Y (Y¼O or N) bond length induces lowering of
the HOMA values. Also, magnetism-based index of aromati-
city,[173] NICS, used only for optimized and simulated geometries

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 16. Dependence of HOMA on C–O bond length, dCO, for


H-bonded complexes of seven types substituted phenol derivatives[50]


[Reprinted with permission from Ref.[150]. Copyright (2005) American


Chemical Society]
Figure 17. Dependence of S for B3LYP/6-311þG** optimized molecules
of para-X-aniline (crosses) and its derivatives involved in H-bond


complexation: N����HF, N–H���B and N���HB on the substituent constant


s�
p . Black triangles and diamonds stand for B¼ F� and HB¼HF, gray ones


for B¼CN� and HB¼HCN and empty ones for B¼HB¼OH2 [Reprinted
(from Supporting Information) with permission from Ref.[138]. Copyright


(2007) American Chemical Society]
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of the system, indicates a more limited p-electron delocalization
in the ring.[51,171] Furthermore, mutual relation between HOMA
and NICSs[174,175] confirms their equivalence.
For the H-bonded pyridine/pyridinium systems, the differences


in mean C—N (a) bond lengths are very small but a wide range of
variability of the a angle is noticed,[52] (Fig. 7). In spite of these
strong variations, no dependence between the HOMA index and
the changes in the bond angle at the N-atom, a, is observed. This
confirms the thesis that 2p-type electron in the nitrogen atom is
weakly involved in the mesomeric effect, and hence, its effect on
p-electron delocalization in the ring is much smaller. In the cases
of aniline and phenol derivatives, two 2p-type electrons may be
involved in the mesomeric effect, leading to significant changes
in the p-electron structure in the ring.
What about the substituent effect? Let us consider the


substituent effect as a long-distance factor. Obviously, substituent
influences both the aromaticity of the ring and the strength of
H-bonding. As a consequence, it changes the acidity of phenol or
aniline derivatives. The analysis of the experimental geometry of
H-bonded complexes of substituted phenol derivatives shows a
significant dependence of the mean C—O bond length, for a
given type of substituted phenol, on its pKa.


[50] The more acidic is
the phenol derivative, the shorter is the C—O bond.
Hammett-type approach is a well-known empirical way of


estimating the electronic influence of a substituent on the
reaction site or another functional group.[176–178] This influence is
numerically expressed by substituent constants s, defined in
most cases for disubstituted benzene derivatives.[149,179–181]


Which interactions, intra- (the substituent effect) or inter-
molecular (hydrogen bond), have ’more power’? Effect of both on
the shape of the amino group[139] is shown in Fig. 17. The range of
variationF (S, in parentheses) in aniline H-bonded complexes of
NH���B type is ca 27 (12) and 49 (20) deg and for N���HB one,�4 (4)
and 4 (5) deg (calculated using B3LYP and MP2, respectively).
Obviously, this range is wider if all studied systems are
considered: for NH���B ca 47 (17) and 53 (23) deg, for N���HB
�12 (11) and 9 (9) deg (calculated using B3LYP and MP2,
respectively). This is due to an increase in the donating power of
nitrogen if the amino group is involved in the H-bonding. The
change in pyramidalization of the amino group, as a result of the
substituent effect, is significantly smaller (for F it is �20 and 9
deg, in the case S it is �13 and 8 deg, from B3LYP and MP2

www.interscience.wiley.com/journal/poc Copyright � 2008

calculations, respectively). The answer to the question is not
surprising – ’small’ is powerful, particularly when the amino group
acts as a proton donor in H-bonded complexes. Similar response
suggests changes of the other geometrical parameters for aniline
and phenol derivatives and their H-bonded complexes.[51,160] For
example, an interesting trend can be observed for relations of the
a angle versus the C—N bond length, and a versus a (Fig. 13a and
c). The substituent effect, for a given kind of systems (labeled
inside the figure as triangles, squares, pluses, etc.), has its slope
opposite to the general trend (for all data points). Moreover, the
variability of the C—N bond length, a angle and the ortho–ipso
bond length, a, due to substituent effects (in subsystems), is
dramatically smaller than that for the whole data set. Alike was
found for phenol derivatives.[160]


In the case of simulated H-bonded complexes of para-
substituted phenol derivatives, the substituent similarly effects
the relation between the parameters in the center of the
reaction,[150] that is the dependence of the C—O bond length on
the 1H-NMR chemical shift of the proton involved in the H-bond
(Fig. 11). For para-X-PhOH���F� complexes, the slope of the
regression line is equal to 0.0038 and 0.0036 for the nitrozo and
hydroxyl substituents. In para-X-PhO����HF systems, its value
amounts to �0.0018 and �0.0019, respectively. The OH���F�
interactions are twice more sensitive to the substituent effect.
Simultaneously, changes of the p-electron delocalization in the
ring are observed. The slope of the regression lines of the HOMA
values versus 1H-NMR chemical shift is 0.0112 and 0.0039 for
—NO and —OH as substituent in para-X-PhOH���F� complexes,
whereas �0.0172 and �0.0094 in para-X-PhO����HF systems,
respectively. Stronger electron-accepting substituent (—NO)
induces a wider variation of the p-electron delocalization.
Moreover, the changes of the HOMA index are significantly
greater in the case of the O����HF interactions. In both OH���F�
and O����HF interactions, stronger electron-withdrawing power
of the substituent lowers the HOMA value. Approaching fluoride
to the OH group increases the strength of the interaction, which
results in a lower value of the H-chemical shift. The more electron

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 897–914
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donating is the oxygen atom in the system, the greater is the
contribution of the quinoid structure which leads to a lowering of
the HOMA index. As a consequence, lower aromaticity of the ring
is observed. A reverse trend is observed for para-X-PhO����HF
systems. In this case approaching HF to the oxygen atom results
in an increase of H-bond strength and in a decrease of the
1H-NMR chemical shift. The resulting HOMA value increases.
Effects of the substituent in the para- position of the ring and the
strength of H-bonding are interrelated. Both are connected by
the ring, which has the capability of self-adapting via appropriate
changes in its p-electron delocalization.

SUMMARY


This brief review devoted to H-bonded complexes of pyridine and
derivatives of aniline and phenol – well known components of
important supramolecular associations – enables us to draw the
following conclusions:

(i) T

J. Ph

he type of interactions and their strength in H-bonded
complexes of the above derivatives depend dramatically
on the nature, the number and the position of the substi-
tuents attached to the ring.

(ii) G

radual changes of the H-bond strength, simulated by a
modification of the intermolecular distance between the
heavy atoms of the H-bond, aremanifested in various proper-
ties of the system. The obtained relationships agree with the
results of the fully optimized computational data and, which
is even more important, with the crystal structure data
retrieved from the Cambridge Structural Database.

(iii) T

he strength of the H-bonding influences the geometric
parameters of the H-bond, the electronegativity of
the O�/OH and NH�/NH2/NH


þ
3 groups, the 1H-NMR chemical


shift of the proton involved in the H-bond and the shape of
the amino group.

(iv) T

he trend of the mutual relation depends on the nature of
the interaction. When the Y atom (nitrogen and oxygen) acts
as a proton donor, an increase in the strength of the
interaction induces a shortening of the C—Y bond length.
The opposite is observed when the Y atom is a proton
acceptor. The above-mentioned local parameters of the
H-bond change adequately to the nature of interactions.

(v) In

 the case of aniline and phenol derivatives, the effect of
H-bonding is transferred to the ring following the Bent–
Walsh rule. For H-bonded systems of pyridine and pyridinium
derivatives, the ipso angle, a, at N may be useful indicator of
the proton position (formally N���H or NH).

(vi) T

he H-bonding also influences a variation of properties of
groups located outside the region of the interaction, such as
the aromatic ring. H-bond-induced changes in its p-electron
delocalization are an instructive example of this effect.
Mutual interrelations between the H-bond strength, local
structural parameters, aromaticity of the ring bymeans of the
HOMA index and by NICS are observed.
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LIST OF SYMBOLS AND
ABBREVIATIONS USED


AIM atom in molecules theory
B3LYP Becke’s 3-parameter hybrid functional using the


Lee–Yang–Parr correlation functional
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BCP bond critical point
BSSE basis set superposition error
CAHB charge-assisted hydrogen bond
CSD Cambridge Structural Database
DFT density functional theory
HOMA harmonic oscillator model of aromaticity
IHB isolated hydrogen bond
LBHB low-barrier hydrogen bond
MP2 second-order Møller–Plesset perturbation method
NBO natural bond orbitals
NICS nucleus independent chemical shift
PAHB polarization-assisted hydrogen bond
PCA principal component analysis
RAHB resonance-assisted hydrogen bond
SWHB single-well hydrogen bond
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thiophene or furan, in addition to uncharacterized
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materials. No good rationalization is available for the choice
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S-oxide produces O(3P) in the same manner as the well-established photolysis of dibenzothiophene-S-oxide.
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INTRODUCTION


The photochemical deoxygenation of dibenzothiophene-
S-oxides (DBTOs) to dibenzothiophenes (DBTs) and the corre-
sponding reactions of thiophene-S-oxide (TO) derivatives has a
history going back into the 1970s, when first reported by Gurria
and Posner.[1] Deoxygenation of other sulfoxides is known,[2–4]


but it appears that the cases with the greatest chemical yield are
generally limited to those in which the sulfur atom resides within
a formal thiophene ring.


In 1997, we reported a mechanistic study on DBTO photolysis,
in which we suggested that the primary mechanism for
photochemical deoxygenation of DBTO was direct dissociation
of the molecule to DBT and atomic oxygen, O(3P).[5,6] This
proposal was based mainly on experiments that were thought to
exclude other mechanisms – including transient dimer formation
and hydrogen abstraction – and on the observation of oxidized
solvent in a pattern that seemed appropriate for triplet atomic
oxygen. For example, benzene is oxidized to phenol and alkanes
are hydroxylated with some selectivity. Although the chemical
yield of DBT is high, the photochemical efficiency is poor and
subject to solvent and wavelength effects. More recent work on
DBTO derivatives from our laboratories has shown that solvent
effects in the quantum yield were due to solvent functionality,

g. Chem. 2008, 21 915–924 Copyright �

rather than polarity, viscosity or other ‘physical’ parameters. The
solvents and substituents that led to higher quantum yields
contained functionalities that shared in common a high reactivity
with O(3P). Other workers showed that the reactivity of the
oxidizing species followed an electrophilic trend in the oxidation
of sulfides and alkenes that was consistent with known reactivity
from gas phase chemistry.[8,9]


We believed that DBTO or a related derivative would make an
excellent source for flash photolysis experiments and/or other
work in which photochemical release of O(3P) was desired, but
this was hampered by the low quantum yield (generally< 0.01).
Thus, we began to look for ways of increasing the quantum yield
of deoxygenation. One successful approach was to substitute Se
for S, making the corresponding selenoxide.[10] A much more
modest degree of success was found with heavy atom
substitution on the arene.[11]


A much earlier hypothesis, though, was that derivatives of TO
might be particularly good at deoxygenation because of their
lower S—O bond dissociation enthalpies[12,13] and higher excited
state energies (Table 1). (A potential flaw in this reasoning is the
low triplet energy of cyclopentadiene, which might reasonably
used as a first estimate for the triplet energy of TO.) This made
them an attractive target, even though the anticipated
absorption spectrum took them out of the range that might
be useful with a 355 nm laser line.[14] An important issue,
however, was that TO derivatives must be substituted with
relatively bulky groups to kinetically stabilize them against
dimerization. Furthermore, it was only in the mid 1990s that the
synthesis of TO derivatives became practical.[15,16]


In work unpublished from our laboratories, save for a PhD
dissertation,[17] we made the observation that photolysis of
2,5-diphenylthiophene-S-oxide did yield the corresponding

2008 John Wiley & Sons, Ltd.
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Table 1. Relevant energies for thiophene sulfoxides


S–O bond dissociation
energy, kcal/mol


ES
kcal/mol


ET
kcal/mol


DBTO 73a ca. 85b ca. 60b


TO 61a 78.6c ca. 59d


a Reference[13].
b Reference[56].
c Apparent 0,0 band from absorption spectrum of 1c (this
work).
d Triplet energy of cyclopentadiene.
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sulfide in low quantum yield, along with other products. Since we
understood that the phenyl groups also would affect the
chromophore and we were also interested in doing compu-
tational chemistry on the system, we did not pursue this TO
derivative further. However, we also observed at this time that
photolysis of 2,5-di-t-butylthiophene-S-oxide resulted in the
surprising formation of the corresponding furan.[17] We were thus
relieved and pleased to see the work of Thiemann et al.,[18,19] in
which they more thoroughly documented this transformation.
They have recently elaborated these studies with several more
sulfoxides.
Thiemann has recently reviewed his group’s work in this


area,[20] but a short synopsis is useful here.


Furan formation


Certain TO derivatives produce the corresponding furan on
photolysis, in minor to major yield, depending on the structure.
There is not yet a good rationalization for the choice of which
sulfoxides produce the furan. Among them are 2,4- or 2,5-di-
t-butylthiophene-S-oxide and tetraphenylthiophene-S-oxide. No
firm mechanism can yet be established. However, Thiemann has

proposed a mechanism passing through the cyclic oxathiin
isomer (Scheme 1, illustrated for 2,5-di-t-butylthiophene-S-
oxide).[20] The first step, a-cleavage, is a mechanism that is well
established in sulfoxide photochemistry.[3,4] There is ample
precedent for analogous dithiins photochemically desulfurizing
to produce thiophene.[21–23] There is nothing published that
distinguishes whether a second photon is required for
desulfurization of TOs, but the general pathway of going through
the oxathiin seems quite reasonable.


Deoxygenation


Nearly every sulfoxide examined by Thiemann, save 2,5-di-t-
butylthiophene-S-oxide, undergoes deoxygenation to form the
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thiophene in some measurable yield.[20] Those that produce
other products (e.g., the furan) can be induced to yield mainly
the thiophene by addition of several equivalents of an amine,
triphenylphosphine or an electron rich thiol. This may be
mechanistically related to the observation of electron-transfer-
sensitized photoreductions of a number of sulfoxides.[24,25]


‘Benzyl’ functionalization


Thiemann examined a series of TO derivatives that contained
methyl groups in the 2 and 5 positions. In the absence of
hydroxylic solvent, the thienyl alcohol and/or thienyl ether is
observed as part of the product mixture; ethanol was used to
form the ethyl thienyl ether in at least one case.[19,20,26] This
reactivity was attributed to secondary reactions between water
or an alcohol and the corresponding 2-methylene-3H-thiophene-
S-oxides or 2-methylene-5H-thiophene-S-oxides, though neither
of these intermediates has been observed directly.
In that the ‘benzyl’ functionalization was avoidable by not


using certain substituents, we undertook a study of some of these
reactions that was meant to be more mechanistic in nature and
that we report here. We now report the photochemistry of TOs
1a–1c, which shows both deoxygenation and the furan formation
without the complication of benzyl functionalization. We also
report a brief computational investigation on the mechanism of
furan formation.

RESULTS


We wished to study the photochemistry of a series of thiophene
oxides that did not include the potentially complicating
substituents of Br (photochemical cleavage) or 2,5-dimethyl
(isomerization). Ideal substrates seemed to be 3,4-di-
t-butylthiophene-S-oxide or 3,4-di-neopentylthiophene-S-oxide,
which are prepared by oxidation of the appropriate thiophene.
The former of these has been prepared (via a McMurry coupling
for the key cyclization step)[27–30] and its chemistry has been

reported.[31–33] We do not dispute these reports, but in our hands,
the McMurry coupling was extremely problematic for this
substrate and did not result in synthetically useful product
mixtures.[34] We had similar difficulties preparing the di-
neopentylthiophene and were also unsuccessful in coupling
neopentyl groups to dibromothiophene via the Kumada method.
A second synthetic procedure toward di-t-butylthiophene, in
which 2,5-dibromothiophene was subjected to Friedel-Crafts
alkylation with tBuCl and AlCl3, followed by debromination,
resulted in the isolation of 2,5-di-t-butylthiophene.[35] Ultimately,
we prepared and studied the photochemistry of three sulfoxides:
3,4-diphenylthiophene-S-oxide, 1a, 3,4-dibenzylthiophene-S-
oxide, 1b, and 2,5-bis(trimethylsilyl)thiophene-S-oxide, 1c. These
sulfoxides were prepared by the oxidation of the corresponding
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thiophenes, whose individual preparations are described in the
Experimental section, by oxidation by mCPBA in the presence
of BF3.


[15,29]


Direct photolysis


Table 2 summarizes the results obtained on photolysis of
sulfoxides 1a, 1b, and 1c. Photolyses were carried out in
Ar-flushed solutions with initial concentrations of 1–5mM.
Modest yields of 2 or 3 were obtained. Neither identifiable
products were obtained, nor were any other soluble products
ever formed as major products. The quantum yield for loss is
defined as the observed quantum yield for all processes leading
to the loss of the respective starting material.
Photolysis of 3,4-diphenylthiophene-S-oxide in either aceto-


nitrile or methanol resulted in modest amounts of furan (3a)
formation, near 22%. Yields were determined by 1H NMR and GC.
No thiophene was observed, regardless of the degree of
conversion. Several minor, unidentifiable products were formed.
At least some appeared to be isomeric with 3a, in that they had
aromatic protons in the NMR, differing chromatographic

Table 2. Results of direct photolysis of thiophene sulfoxidesa


Sulfoxide Solvent lex, nm


1a CH3CN 300
CH3OH 300


1b CH3CN 325
iPrOH 325
CDCl3 325


1c CH3CN 260
CH3CN 325
C6H6 325


aQuantum yield is for loss of starting sulfoxide by all processes. Y


Scheme 2.
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retention times and apparent masses identical to 3a (GCMS).
In methanol, an unidentified precipitate was formed if solutions
of ca. 20mM initial concentration were photolyzed.
Photolysis of dibenzyl derivative 1b also led to furan (3b) in low


yield without observation of the thiophene. A small quantity of
bibenzyl was detected in all three solvents, but no other
identifiable compounds were noted.
In contrast to 1a and 1b, photolysis of 2,5- bis(trimethylsi-


lyl)thiophene-S-oxide (1c) led to deoxygenation (2c) to the
exclusion of furan formation. Consistent with our observation on
DBTO,[5] excitation at a shorter wavelength increased the
quantum yield of sulfide formation.[36] No product corresponding
to the mass or 1H NMR of 3c[37] was obtained.
In order to probe for O(3P) formation, a suitable probe that did


not absorb the incident light was sought; alkane hydroxylation
seemed ideal. Photolyses of 1c or DBTO in 2-methylbutane led to
very similar quantities of alkane hydroxylation products.
Adjusting for the number of hydrogens, a hydroxylation
selectivity of 3.0:1.7:1 was observed for tertiary:secondary:prim-
ary positions (Scheme 2). This agrees well with our previously
reported result for DBTO.[6]

FLoss Yield 2, (%) Yield 3, (%)


0.006 0 22
0.0072 0 23
0.064 0 17
0.042 0 17
0.021 0 12
0.080 26 0
0.11 12 0
0.13 17 0


ields are relative to the consumed starting material.
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We wished to probe the mechanism for furan formation. As
suggested by Thiemann, a mechanism for formation of the
furan can be elaborated from the now well-documented
mechanism for thiophene formation from dithiins.[21–23]


Substituting oxygen for sulfur results in the pathway illustrated
in Scheme 3. Although this varies from the Thiemann pathway
shown in Scheme 1, it shares in common the key oxathiin
intermediate. Certainly troubling in both pathways is the
unspecified mechanism for loss of sulfur in the final step, but
this process is well documented for thiiranes.[21–23] Our primary
interest was thus in the initial photochemical step(s) postulated
to provide the isomers of 5.
We sought direct evidence for the oxathiin intermediate.


Photolyses of 1a were carried out at �20 8C in CD3CN to low and
then higher conversion, with analysis by NMR at the same
temperature, to try to observe any evidence for the oxathiin 5a.
The only identifiable protons, aside from starting material, were
attributable to 3a, the furan. No protons from any asymmetric
compounds, which would display 1H-1H coupling, were observed.
The low-temperature reaction was repeated with O2 saturation
instead of Ar saturation in an unsuccessful attempt to trap
intermediates in the formation of the furan by oxidation.[10]


(See below for a precedent for O2 as a trap for an intermediate
analogous to this with selenoxide photochemistry.) If the
unstable oxathiin 5a had been formed, there would have been
potential to trap it as the more stable sultine. No difference was
observed between this and the Ar-saturated case.
Photolysis of 1a was carried out in a perdeuterated ethanol/


methanol glass at 77 K in an NMR tube. The frozen glass was
warmed to �50 8C in the NMR probe, and analysis was carried
out. Again, the only identifiable product was the furan 3a at both
�5% conversion and complete conversion.
We have recently shown[38] thatmalonate S,C-sulfonium ylides of


thiophene generate carbenes, but we thought there might be a
chance of observing an isomeric product analogous to the
proposed oxathiin with the correct substitution pattern. We chose
8, based on the sulfoxide results. However, irradiation of 8 in
acetonitrile resulted only in thiopehene 2b and carbene-derived
products.[38] The thiophene was formed nearly quantitatively
relative to consumption of 8. NMR indicated the presence of
carbene-solvent adduct; aside from protons attributable directly to
2b, neither alkenyl nor aromatic hydrogenswere observed. By HPLC
analysis, the only benzyl-containing product was 2b.

Scheme 3. A potential pathway for furan formation from thiophene oxides
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Computations regarding furan formation


The inability to isolate intermediates as illustrated in Scheme 3
does not necessarily eliminate this general pathway for the
formation of furan. In particular, if the intermediates are
destroyed more rapidly than they are formed under the reaction
conditions, they will never accumulate. We thus undertook a brief
computational study to investigate the relative energies of the
various isomers.
Computations were carried out at the B3LYP and MP2 levels of


theory with the GAMESS[39] suite of programs. Geometries were
optimized with the 6-31G(d) basis set, and the respective
vibrational matrices showed that each structure was a minimum.
It is well known that fairly large basis sets that contain tight d
polarization functions are required to get good relative energies for
the oxides of sulfur[13,40–52] We thus used the aug-cc- pV(Tþd)Z
basis set to obtain single point energies at the so-obtained
geometries (i.e., MP2/aug-cc-pV(Tþd)Z//MP2/6- 31G(d) or B3LYP/
aug-cc-pV(Tþd)Z//B3LYP/6-31G(d)). We did not attempt to find
transition structures connecting the compounds.
The free energies (G) in Fig. 1 include zero point energies and a


temperature correction to 298 K. The energy of the episulfide (7)
is arbitrarily set to zero. In Fig. 1a, the energies of the sulfoxide,
oxathiin, and episulfide are all given. Additionally, the isomeric
epoxide is shown.
Three conformations for compound 6 were obtained. The


lowest energy conformation had both the C——S and C——O
rotated away (‘‘exo’’) from the internal pi bond. The ‘‘O-exo’’
conformation has the sulfur atom canted out of plane by �158
and the highest energy. The S-exo conformation was approxi-
mately planar, and the di-exo conformation was rigorously planar.
For oxathiin, the O and S are displaced above and below the
plane of the carbons, as expected. Figure 2 illustrates the CC, CS,
CO, and SO bond lengths calculated at the MP2/6-31G(d) and
B3LYP/6-31G(d) levels.
By way of comparison, three corresponding structures


corresponding to the C4H4S2 energy surface were optimized
and their energies were calculated in the same way. They are
plotted on the same energy scale in Fig. 1b. The thiosulfoxide is
not a relevant structure. The larger C——S substituent in the acyclic
isomer makes only the single diexo conformation a relevant
minimum, and of course, there is not a second bicyclic analog,
since both heteroatoms are sulfur.
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Figure 1. Calculated free energies for isomeric structures of (a) C4H4OS
and (b) C4H4S2. Energies are MP2/aug-cc-pV(Tþd)Z//MP2/6-31G(d),


CCSD(T)/aug-cc-pV(Tþ d)Z//MP2/6-31G(d), or B3LYP/aug-cc-pV(Tþd)Z//


3LYP/6-31G(d) with ZPE and 298K temperature corrections taken from
MP2/6-31G(d) or B3LYP/6-31G(d) vibrational calculations, as appropriate
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As can be seen in Fig. 1a, the relative energies of
the C4H4OS species differ dramatically, depending on the
computational method. As a check against great sensitivity to
the geometries, additional single point energies were calculated
at the B3LYP/aug-cc-pV(Tþd)Z//MP2/6-31G(d) level. Only small
differences between these energies and those obtained at B3LYP/
aug-cc-pV(Tþ d)Z//B3LYP/6-31G(d) were observed, so the qual-
itative picture in Fig. 1 would not change. Similarly, the use of
Jensen’s a-PC2 basis set (i.e., B3LYP/a-PC2//B3LYP/6-31G(d)),
specifically optimized for use in density functional appli-
cations,[53] gave very similar results to the B3LYP results with
the aug-cc-pV(Tþ d)Z calculations. Qualitatively, the HF//

J. Phys. Org. Chem. 2008, 21 915–924 Copyright � 2008 John W

aug-cc-pV(Tþ d)Z//MP2/6-31G(d) energies, that is, not including
any correlation energy, followed the same pattern as the B3LYP
calculations, rather than the MP2 calculations. (All of the absolute
and relative energies are given in the Supporting Information.)
This kind of huge discrepancy between B3LYP and MP2


calculations is not expected. Moreover, the kind of bonding
involved in the various molecules in the series is so different that
these isomerizations are far from isodesmic reactions. Any
method-dependent errors that are sensitive to functional groups
will be highlighted, rather than cancelled out. We thus face the
reality that at least one of these two methods is highly flawed for
this set of compounds. As a check for the MP2 data, we examined
the natural orbital occupation numbers, and all were in the
natural range of 0–2.
We are unaware of a similar straightforward diagnostic for


troublesome B3LYP calculations. Furthermore, while many
density functionals are available, there is no straightforward,
rational sequence that one can follow to ensure an improvement
of the quality of the calculations. However, it is now fairly well
accepted that the sequence of HF!MP2!CCSD(T) is a
rigorously improving sequence of methodology for single-
reference problems. While CCSD(T) computations are expensive,
we felt the need to try to resolve the strong disagreement
between the B3LYP and MP2 methodologies.
Thus CCSD(T)/aug-cc-pV(Tþd)Z//MP2/6-31G(d) calculations[54]


were run on the episulfide and diexo conformation of 6 as well as
on 1 and 5. The temperature correction obtained from the MP2
calculations was added to obtain the G(298 K) values. The CCSD(T)
energy differences, which are clearly the most reliable of the three
types obtained, remarkably reflect almost the average of the
widely differing MP2 and B3LYP values. As can be seen in Fig. 1 and
Table 3, the relative energy of the diexo ring-opened compound is
slightly below that of the episulfide. The relative energies of the
conformers of 6were not explored by the high level calculations, as
the pattern was in agreement in both lower level methods.


Sensitized photolysis


Benzophenone-sensitized photolysis of 1a or 1b in acetonitrile
resulted in a complex product mixture that contained neither
the corresponding thiophenes nor furans. No isolable products
were identified. Both low and high conversion experiments were
run. The benzophenone concentration was approximately
30mM, near the minimum required to ensure absorption of at
least 99.9% of the light by benzophenone in the presence of
0.5mM of the respective sulfoxide.
Benzophenone-sensitized photolysis of 1c was not practical


because the absorption spectrum of 1c extended too far to the
red to exclusively irradiate benzophenone.

DISCUSSION


Deoxygenation


Of the three sulfoxides examined, only 1c showed significant
yields of deoxygenation, that is, the thiophene 2c. The observed
hydroxylation selectivity of 2-methylbutane is quite similar to
that we reported previously for DBTO,[6] and we thus tentatively
conclude that the mechanism of deoxygenation is the same as
that for DBTO, that is, direct dissociation to form O(3P). Although
the quantum yield is higher than for DBTO, the chemical yield is
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Figure 2. Optimized geometries for C4H4OS isomers. Bond lengths shown in normal text are from MP2/6-31G(d) and those in italics are from B3LYP/


6-31G(d) calculations. CH bond lengths are not illustrated


M. J. HEYING, M. NAG AND W. S. JENKS


9
2
0


poor enough so that 1c is probably not an especially useful
compound for the intentional generation of oxygen atoms.
A full study on the sensitized deoxygenation of DBTO is being


reported elsewhere,[55] but it can briefly be stated that
benzophenone-sensitization of DBTO does not produce O(3P),
and the subsequent deoxygenation certainly does not go by the
same mechanism as is observed for direct photolysis of DBTO.
Thus, particularly considering the low triplet energy of TO we
expect, it does not come as a surprise that no evidence of
unimolecular deoxygenation was found on sensitization of either
1b or 1c. (We routinely examine sulfoxides for phosphorescence
to determine the triplet energies, but it is only the exceptional
case in which any is observed, e.g., DBTO itself or methanesulfi-
nylpyrene.[56,57])
Thiemann has reported[20] that addition of easily oxidizable


substrates (e.g., amines and sulfides) to solutions containing TOs
increases the yield of thiophene after photolysis. This effect

Table 3. Relative energies of C4H4OS isomers at various computa


G298K
rel 1 5


B3LYP/aug-cc-pV(Tþd)Z//B3LYP/6-31G(d) 10.8 6.6
MP2/aug-cc-pV(Tþ d)Z//MP2/6-31G(d) 13.3 13.2
HF/aug-cc-pV(Tþd)Z//MP2/6-31G(d) 16.4 7.8
B3LYP/aug-cc-pV(Tþd)Z//MP2/6-31G(d) 10.7 6.6
CCSD(T)/aug-cc-pV(Tþd)Z//MP2/6-31G(d) 9.7
a All energies in kcal/mol. Unscaled ZPE and temperature correction
density functional calculations] are included.
b Oxirane refers to the structure obtained by exchanging the O an
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occurs regardless of whether direct photolysis in neat solvent
produces mainly furan, thiophene, or other products. The clear
implication is that there is a second reduction mechanism in
those instances. We believe that it is quite likely that this is related
to the electron-transfer-mediated sulfoxide reduction previously
demonstrated by Kropp and ourselves.[24,25] Thus, while of
interest, we did not believe it was critical to our current
investigation to reproduce such results for these particular
substrates.


Furan formation


We have assumed from the beginning that photochemical furan
formation from thiophene-based sulfoxides is ‘‘unimolecular,’’ in
that it involves only a single TO molecule. That assumption is due
to two lines of thought. First, although we do not report a
systematic study here, we have never seen evidence for a

tional levelsa


6 O exo 6 S exo 6 di exo 7 Oxiraneb


�3.9 �6.3 �7.7 0.0 7.4
5.5 3.8 2.7 0.0 6.3


�5.5 �8.1 �9.4 0.0 6.8
�3.7 �6.0 �7.5 0.0 5.9


�1.7 0.0
to 298 K, calculated at MP2/6-31G(d) [or B3LYP/6-31G(d) for the


d S in structure 7.


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 915–924







THIOPHENE-S-OXIDE PHOTOCHEMISTRY

concentration-dependence on a product distribution. We are
confident that under our conditions, deoxygenation is unim-
olecular (based on the analogous studies of DBTO). If furan
formation involved two TO derivatives, then we would likely have
seen more thiophene formation at low initial concentrations and
more furan formation at higher concentrations, or perhaps a
conversion-dependent product distribution. Nothing of the sort
has been observed in the concentration range of
ca. 10�4–10�2M. The second line of reasoning is that the
reaction would have to be rather complex. The initial step might
be oxygen atom transfer, but this should lead to the observation
of a thiophene derivative in the mixture. The initial step might
also be electron transfer (single-electron disproportionation), but
again, the best analogous evidence is that this should ultimately
lead to observation of thiophene derivative as part of the product
mixture. This said that the large amount of uncharacterized
product material implied by the low yields does leave the door at
least a little open to such a possibility. Nonetheless, we will
proceed further with the assumption that the initial steps of
photochemical furan formation do not require a second TO
nucleus.
Given a fundamentally unimolecular initial step, the formation


of the furan due to irradiation of thiophene oxides seemingly
‘‘must’’ proceed through the oxathiin in the sense that it is hard to
come up with a sensible alternative. The known chemistry of the
dithiins[21–23] that leads to thiophenes seems quite analogous. In
the current sulfoxide-based case, the initial bond C—O bond
formation by way of the oxathiin 5 seems inescapably logical
and inescapably photochemical in origin, due to a-cleavage and
isomerism.
However, direct evidence for 5 is lacking to the best of our


knowledge. The closest analog of which we are aware is our own
assignment of the analogous structure during the photolysis of
dibenzoselenophene-Se-oxide, 11.[10] In addition to deoxygenat-
ing (12) on direct irradiation, 11 yields an isomeric compound
whose 1H NMR is indicative of an asymmetric compound with
two aromatic ABCD spin systems and whose mass is the same as
11. We assigned the structure 13 to that compound, in part due
to chemical deduction, but also in part because the presence
of O2 in the sample converted that compound (assigned to 13) to
another compound. The new product also had two aromatic
ABCD 1H spin systems, but had a mass 16 g/mol higher than that
of 11 and 13 and was assigned to the sultine analog 14.

9


Given the room-temperature existence of certain dithiins, we
believed that observation of the oxathiin might be possible,
though we failed in that attempt. However, it is possible that the
strategy was doomed to fail to begin with because of greater
absorption by 5 (which would prevent the accumulation of 5,
regardless of temperature). Dithiins are characterized by a low
energy absorption in the visible, assigned to an n! s* band.[58,59]


The lamp systems used by the Thiemann group and ourselves in
the great majority of experiments provide relatively broad
irradiation, which implies that a compound with an absorption to
the red of the starting material is likely to absorb light efficiently
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under the experimental conditions. It is possible that narrow
irradiation at a well-chosen wavelength (where absorption by the
starting sulfoxide is much greater than that of 5) could allow for
accumulation of 5, but unfortunately, we do not know the
absorption spectrum of 5, a requirement to design that
experiment properly.
The carbon analog 8 would have yielded 9, which should not


have had extra low-energy bands of the dithiin sort. However, it
simply does not undergo any process besides loss of the carbene
to a substantial degree.
We thus sought further information on the relative stabilities of


the structures in Scheme 3 by computational methods. In
principle, the postulated ring opening from 5 to 6 could be
thermal, but it is photochemical in the dithiin cases.[21-23]


However, formation of 6 involves the formation of a C——O pi
bond in lieu of a C——S pi bond for the dithiin analog. Given basic
knowledge of the relative strengths of C——S versus C——O pi
bonds and S—S versus S—O sigma bonds,[51] it seemed
reasonable to expect that the conversion of 5 into 6 would be
more exergonic than the corresponding opening of a dithiin to a
dithial. This expectation is clearly borne out in the computational
results, though the latter are hardly quantitatively definitive.
Although the conflict between the MP2 and B3LYP calculations


cannot be explained fully at this time, there is still worthwhile
information that can be extracted. The CCSD(T) calculations
clearly show that the ring opening of the oxathiin to 6 is
exothermic by about 10 kcal/mol. Assuming this general pathway
is followed, we cannot at this time distinguish secondary
photolysis of the oxathiin or a low-barrier thermal process. The
relative stability of these isomers is apparently reversed in the
case of the dithiin, and thus it is probably not surprising that a
limited number of simple dithiins have been observed at room
temperature, while no simple stable oxathiins are known.
The transformation of 6 into 7 is endergonic, according to


the CCSD(T) calculations, by a couple of kcal/mol, starting from
the lowest energy conformation of 6. The process will be
energy-neutral or slightly exergonic from the initial conformation
of 6 formed from 5. However, the final equilibrium favoring
formation of thiophene is almost certainly driven by an
unspecified, but exergonic desulfurization mechanism.
The lack of observation of any derivative of 6 or 7 at low


temperature suggests (but does not prove) that the conversion of
derivatives of 6 to furans is photochemical. The bulky

substituents will surely change the relative energies of 6 and
7 a little bit,[60] so it is hard to say which of these two will be of
lower energy. Regardless, it should also be noted that
desulfurization must also take place at low temperature.[61] (It
should also be pointed out that the ‘‘-S’’ notation is commonly
used in this literature, but should not be taken to imply that
atomic sulfur is necessarily produced.)
Clearly, a more extensive computational investigation is


required to give convincing quantitative data on these reactions,
andwe did not pursue the transition state between 5 and 6 at this
time. However, what can be concluded is that (1) the thermal
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barrier to ring opening will certainly be lower for the oxathiin
than for the dithiin; and (2) if the product of photochemical ring
opening of 5 is mainly determined by product stability, the
quantum yield of oxathiin ring opening should also be higher
than that of dithiin.

CONCLUSIONS


Although we have demonstrated a single thiophene-based
sulfoxide (1c) that does undergo deoxygenation with a higher
quantum yield than does DBTO, this compound would appear to
have limited utility as an O(3P) precursor due to its low chemical
yield and uncharacterizable byproducts.
More notable, though, in the sum of both this work and that of


others in this field is the unpredictability of the major isolable
product: the corresponding thiophene or the furan (except,
perhaps, in the instances with a methyl group in the 2-position[20]


due to the intervention of a third major process). With the
transformation of the sulfoxide to a S,C-sulfonium ylide, however,
we have seen no process other than the analog of deoxygena-
tion, that is, carbene formation.[38]


Thus, at this stage we are left to tentatively conclude that the
competition between furan formation – which we presume to
begin with the a-cleavage event – and deoxygenation compete
with one another based on closely spaced energy surfaces in the
relevant excited states. Until a more detailed understanding of
the subtleties of the effect of molecular structure on those
dynamics can be obtained, it is likely that the finding of furan or
thiophene formation from the photolysis of thiophene sulfoxides
will remain empirical.

EXPERIMENTAL


Materials


Unless otherwise noted, all solvents for photochemical exper-
iments were of the highest purity commercially available, and all
reagents were used as received.


Thiophenes


3,4-Diphenylthiophene (2a),[62] 3,4-Dibenzylthiophene (2b),[63,64]


and 2,5-bis(trimethylsilyl)thiophene (2c)[65] were prepared as
previously described.


Thiophene S-oxides: general procedure[15,29]


To a solution of substituted thiophene (1 eq.) in dry
dichloromethane was added boron trifluoride-diethyl etherate
(4 eq.). The solution was stirred at�20 8C for 10min. ThenmCPBA
(1 eq.) in dry dichloromethane was added to the stirred solution
drop-wise. The solution was stirred at �20 8C under argon for
another 2 h. Saturated sodium bicarbonate solution was then
added to the reactionmixture and stirred for half an hour at room
temperature. The aqueous layer was extracted twice with
methylene chloride and the organic layer was washed with
water and brine. The solution was dried over magnesium sulfate
and concentrated in vacuo. The sulfoxide was isolated by
chromatography using 30% ethyl acetate in hexane.
3,4-Diphenylthiophene-S-oxide (1a): Typical yield 25%. 1H NMR
(CDCl3, 400MHz): d 7.39 (dt, 2H, J¼ 7.6 Hz, 1.6 Hz), 7.29 (t, 4H,
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J¼ 7.6 Hz), 7.06 (dd, 4H, J¼ 7.2 Hz, 1.6 Hz), 6.63 (d, 2H, J¼ 0.8 Hz).
13C: d 145.2, 131.4, 130.2, 128.7, 128.6, 127.6; MS (TOF, EI) m/z
236.07; 3,4-Dibenzylthiophene-S-oxide (1b): Typical yield 18%.
1H NMR (CDCl3, 300MHz): d 7.34 (m, 4H), 7.15 (m, 6H), 6.06 (s, 2H),
3.63 (s, 4H). 13C: d 146.4, 135.4, 129.3, 129.1, 128.1, 127.8, 34.9; MS
(TOF, EI) m/z 264.10; 2,5-Bis(trimethylsilyl)thiophene-S-oxide[15]


(1c): Typical yield 45%. 1H NMR (CDCl3, 300MHz): d 6.83 (s, 2H),
0.36 (s, 18H).


Furans


3.4-Diphenylfuran (3a) was prepared as described by Fallis.[66]


3,4-Dibenzylfuran (3b) was prepared from 3,4- bis(tributylstan-
nyl)furan[67] by the method of Yang.[68]


Dibenzylthiophenium bismethoxycarbonylmethylide (8)


In a small vial, 3,4-dibenzylthiophene (204mg, 0.77mmol),
dimethyldiazomalonate (132mg, 0.77mmol) and a rhodium
catalyst [Rh(OAc)2]2 (2mg, 0.0045mmol) were mixed together.
The mixture was allowed to stir for 2 days in the dark, open to the
air, after which the color changed from an emerald green to a
brownish-teal. IR indicated that the diazo compound had been
completely consumed. The mixture was washed with hexane to
leave behind a dark green precipitate. Another washing with 75%
ethyl acetate and 25% hexane removed the residual catalyst,
leaving behind a white residue, which proved to be 3,4-
dibenzylthiophenium bismethoxycarbonylmethylide (136mg,
57.4% yield). 1H NMR (CDCl3, 400MHz): d 7.32 (t J¼ 7.2 Hz, 4H),
7.26 (t, J¼ 7.2 Hz, 2H), 7.15 (d, J¼ 7.2 Hz, 4H), 6.36 (s, 2H), 3.73 (s,
4H), 3.65 (s, 6H); 13C NMR: d 165.8, 149.6, 136.5, 129.1, 128.9, 127.4,
126.4, 51.3, 35.6; MS (EI) m/z 394.


Photolyses


Photolyses were carried out by using spectro grade solvents with
initial concentration in the range of 1–5mM and all solutions
were purged with Ar to remove O2, unless otherwise noted.
Dodecane was used as an internal standard for GC and dioxane
was used as an internal standard for reactions monitored by NMR.
Valerophenone was used as the actinometer.[69] The light source
was a 75W Xe lamp coupled to a monochromator with a
cell-holder mounted at the exit. The slit widths allow a linear
dispersion of �12 nm from the stated wavelength, which was
adjusted for each compound to minimize absorption by the
products. Samples, held either in 1 cm quartz cells or NMR tubes,
depending on the method of analysis, were deoxygenated by
flushing with Ar. Stirring was provided either by a small magnetic
bar or by constant slow Ar bubbling. Analysis was conducted
preliminarily by NMR, and further by HPLC, LCMS, and GC,
including GCMS. GC work was limited by the fact that the
sulfoxides did not survive the chromatography. Quantification
was generally carried out by using HPLC. Mass spectra were
obtained to help confirm product identification, using LCMS.
Analyses and quantifications of alcohols were carried out by GC.
Control experiments showed that all compounds 2a–c and 3a–c
were photostable under the conditions used.
Some preliminary and low-temperature experiments were


carried out by using the broad emission centered at 300 nm from
low-pressure fluorescent tubes in a Rayonet mini-reactor from
Southern New England Ultraviolet Company.
The photolysis at 77 K was carried out with an initial sulfoxide


concentration of 10.1mM in a 1:9 mixture of perdeuterated
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ethanol:methanol solvent mixture. The solution was flushed with
Ar in an NMR tube and then plunged into liquid nitrogen in a
transparent quartz dewar. The light source was the broadly
emitting 300 nm tubes described previously. In separate
experiments, after 2–3min (6 bulbs) or 40min (8 bulbs), the
NMR tube was allowed to warm in the dark to �68 8C in an
acetone/dry ice bath before being lowered into a pre-cooled
NMR probe held at �50 8C. Spectra were obtained at �50 8C and
periodically as the sample was allowed to warm slowly to room
temperature. No significant change was observed in the
spectrum over this period of time, save for a small change in
the chemical shift of the thiophene protons (<0.1 ppm). The
short photolysis resulted in an approximate 5% conversion of 1a,
while the longer photolysis converted all of the material. After
withdrawal of the sample from the NMR instrument at room
temperature, a small quantity of solid material was observed in
the high conversion sample, as in the room temperature
photolyses in methanol.


Computational methods


All computations were done by using the GAMESS suite of
programs[70] and all structures and orbitals were visualized by
using the MacMolPlt[71] application.
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ethanenitrile giving 2-cyano-7-nitrobenzo[d]thiazole-3-oxide and 2-cyano-5,7-dinitrobenzo[d]thiazole-3-oxide
respectively was studied in methanolic methoxyacetate, acetate, trichlorophenoxide, N-methylmorpholine, and
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Czech Republic.


E-mail: jiri.hanusek@upce.cz
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INTRODUCTION


In recent years we have dealt with the kinetics and mechanisms
of intramolecular reactions of carbanions having an adjacent
electron-deficient center,[1–5] most frequently a nitro group. The
nucleophilic attack on the nitrogen atom of the nitro group
proceeds easily, in such cases, when the intramolecular reaction
can produce five- or six-membered rings. The ring closure
reaction of ortho-substituted nitroarenes, involving the conden-
sation reaction between a nitro group and nucleophilic center at
the ortho-standing substituent, can be considered a standard way
for the preparation of various heterocyclic N-oxides (nitrones).[6]


In our previous papers[1–5] we have dealt with structure–
reactivity relationships of 6-substituted methyl 2,4-dinitro-
phenylsulfanyl ethanoates. When a carbanion is linked with
2,4-dinitro-6-Z-trisubstituted benzene ring by a sulfur-bridge
substituted benzothiazole-N-oxide is formed in such cases where
Z is an alkyl group,[3] halogen,[3] or another nitro group.[5]


The reaction fails[7] for the parent derivative carrying hydrogen in
position 6- (Z¼H) but for methyl-2,6-dinitrophenylsulfanyl-
ethanoate (hydrogen in position 4-) proceeds smoothly.[5] The
difference in behavior of the 2,4-dinitrophenyl derivative and
the other derivatives is obviously due to steric effects. The
substituents at 2- and 6-positions sterically enforce such a
conformation of the side chain that approaches the arrangement
of the transition state of cyclization step. This conformation of the
starting compounds was proved by means of X-ray.[4]


Different behavior was observed in the case of the
6-methoxycarbonyl derivative[3] and 6-cyano derivative,[8] when
the reaction gave – instead of the expected N-oxide – a product
of attack at the methoxycarbonyl group or at the cyano group.
The aim of this work is to find out what effect, upon kinetics


and mechanism of the cyclization, will result from substitution of
the activating ester group by a nitrile group. It is well known that
interaction of a nitrile group adjacent to carbanionic center
considerably differs from that of the ester group bound in the

g. Chem. 2008, 21 925–931 Copyright �

same way. In the case of esters, their conjugated base is stabilized
by both the negative inductive effect of the ester group and
partial delocalization of the electron pair being released over
the carbonyl group.[9] This delocalization is not synchronous with
the C—H bond breaking, which results in an increase in energy
of the transition state of proton transfer and lowers the rate of
cleavage of the proton from the ester molecule as well as
lowering the carbanion reverse protonation rate (the principle of
nonperfect synchronization[10–13]). The interaction between a
carbanion center and an a-cyano group is largely polar;
stabilization of cyanocarbanions by transfer of negative charge
onto the a-cyano group is relatively unimportant in comparison
with their stabilization by the polar effect of the cyano group; the
concentration of negative charge at carbon atom of a CH group in
the carbanion is substantially higher in the case of a nitrile than in
the case of an ester, and the proton transfer in both directions is
substantially faster than that in the case of esters of comparable
acidity.[14]


EXPERIMENTAL


Compounds


Preparation and characterization of 2,6-dinitrophenylsulfanyl
ethanenitrile (1), 2-cyano-7-nitrobenzo[d]thiazole-3-oxide (2),

2
5


2008 John Wiley & Sons, Ltd.







Table 1. pKa values of acid buffer components inmethanol at
258C and I¼ 0.1mol L�1


Buffer pKa


Acetate 9.52
Methoxyacetate 8.36
2,4,6-Trichlorophenoxide 10.52
N-methylmorpholine 9.12
N-methylpiperidine 11.05
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2,4,6-trinitrophenylsulfanyl ethanenitrile (3), 2-cyano-5,7-dinitro-
benzo[d]thiazole-3-oxide (4), and 2-carbamoyl-7-nitrobenzo-
[d]thiazol-3-oxide (5) were described in Reference.[15]


pKa values of acid buffer components


The pKa values of methoxyacetic acid, N-methylmorpholinium,
N-methylpiperidinium, and 2,4,6-trichlorophenol in methanol
(Table 1) were determined spectrophotometrically from the
absorptions of indicators (2-chloro-4-nitrophenol and 4-nitro-
phenol) using the procedure described in Reference.[2] The pKa
value of acetic acid in methanol[16] is 9.52. For calculation of the
concentration of methoxide anion in buffers the value
of pKS(CH3OH)¼ 16.916 was adopted.[17]


Kinetic measurements


Methanol (UV–Vis grade) was refluxed under argon to remove
traces of carbon dioxide and was stored under an argon
atmosphere. Its quality was checked by means of UV–Vis
spectroscopy. Absorbance of the pure solvent against an empty
cell was lower than 0.08 at wavelengths above l¼ 250 nm,
l¼ 1 cm.
Anhydrous sodium perchlorate p.a. for adjustment of ionic


strength was dried at 100 8C/2.6 kPa for 6 h. Commercially
available (Aldrich) acids and tertiary amines for buffers were
distilled, and the fractions with b.p. 106–107 8C (N-methyl-
piperidine), b.p. 115–116 8C (N-methylmorpholine), and b.p. 202–
203 8C (methoxyacetic acid) were used. 2,4,6-Trichlorophenol was
recrystallized from aqueous methanol and filtered with charcoal,
m.p. 65–66 8C. All buffers were prepared according to
Reference.[5]


All the kinetic measurements were carried out using a HP 8453
Diode Array Spectrophotometer at 25� 0.1 8C and ionic strength
I¼ 0.1mol L�1 at the wavelengths of 375 and 308 nm (for

Scheme
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compound 1) and 381 nm (for compounds 3) and at the substrate
concentrations of ca 4� 10�5mol L�1.

RESULTS AND DISCUSSION


Kinetics of cyclization reaction of 2,6-dinitrophenylsulfanyl
ethanenitrile (1)


The base-catalyzed cyclization of nitrophenylsulfanyl ethaneni-
triles 1 and 3 in buffers produces substituted 2-cyanobenzo
[d]thiazole-3-oxides 2 and 4, respectively (Scheme 1). In the case
of compound 2 in basic N-methylpiperidine buffers, subsequent
hydrolysis of the nitrile group to amide 5 was also observed.[15]


This hydrolysis took place even if the methanol used was
pre-dried with magnesium, and in more acidic buffers it was
slower than the cyclization itself by several orders of magnitude.
The cyclization reaction kinetics were studied in methanolic


solutions of methoxyacetate, acetate, trichlorophenoxide,
N-methylmorpholine, and N-methylpiperidine buffers with the
cB/cBH ratios ranging from 1:4 to 8:1. It was found that the
dependences of the observed rate constants (kobs) upon buffer
concentration (cBuffer¼ cBHþ cB) are linear (except for those
measured in the N-methylpiperidine buffers), and their slopes
give the catalytic constant of the respective buffer (kBuff ).
Extrapolation to zero buffer concentration gave the catalytic
constants (kext). In this case, the only catalytic species is the
methoxide anion, whose concentration is given by the ratio cB/
cBH (Fig. 1). The values of rate constants kBuff and kext are
presented in Table 2.
Plotting of the extrapolated rate constants (kext) obtained in


the individual buffers against the methoxide anion concentration
in these buffers gave a nonlinear dependence (Fig. 2). In the case
of cyclizations of methyl 2,6-dinitrophenylsulfanyl ethanoate[5]


and methyl 2,4,6-trinitrophenylsulfanyl ethanoate,[2] these de-
pendences were linear and their slopes gave the rate constants
(kMeO) for the rate-limiting breaking of the C—H bond in the
starting esters by methoxide ion. In the case of 2,6-
dinitrophenylsulfanyl ethanenitrile (1), this nonlinear depen-
dence has a shape characteristic for reactions with an acid–base
pre-equilibrium, which means that the rate-limiting step for the
reaction 1! 2 is preceded by a fast equilibrium producing a
carbanion which subsequently undergoes intramolecular cycliza-
tion to give In�


1 (Scheme 2).
The formation of the C—N bond in the cyclization of the


conjugated base of 2,6-dinitrophenylsulfanyl ethanenitrile (S�)
giving In�


1 is probably very fast. The reasons lie in the favorable
arrangement of the interacting groups,[18] the high concentration
of negative charge at the carbon atom in the carbanion S� (the
extent of delocalization of lone electron pair in carbanions
stabilized by an ester group is substantially higher than that in

1.
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Table 2. Rate constants kext (s
�1) and kBuff (Lmol�1 s�1) for cyclization of 1 in buffers with different ratio cB/cBH


cB/cBH kext (10
4) kBuff (10


4) kcorrBuff (10
3)


Methoxyacetate buffers 1:1 0.339 0.389 2.922
2:1 0.684 1.070 4.073
4:1 1.371 2.486 4.856


Acetate buffers 1:2 2.386 1.481 1.667
1:1 4.362 4.508 2.763
2:1 8.541 11.99 4.271
4:1 13.43 14.35 3.276
8:1 18.08 15.97 2.621


2,4,6-trichlorophenolate buffers 1:4 9.961 5.532 1.688
1:2 15.20 20.93 4.240
1:1 19.14 59.22 8.956
2:1 23.85 78.58 9.873
4:1 26.66 92.64 10.46
8:1 28.23 97.78 10.41


N-methylmorpholine buffers 1:2 1.272 1.048 2.806
1:1 2.337 2.333 3.239
2:1 4.163 4.033 3.001
4:1 7.258 4.879 2.056
8:1 12.29 5.607 1.464


N-methylpiperidine buffers 1:4 24.49 140.4 22.54
1:2 26.32 153.3 19.70
1:1 29.39 157.2 18.10
2:1 32.29 137.1 14.75
4:1 31.92 128.8 13.37


Figure 1. Dependence of the observed rate constant (kobs) for the


reaction 1!2 on the total buffer concentration (cBuffer¼ cBþ cBH) in
acetate buffers (AC), 2,4,6-trichlorophenoxide buffers (TCP), and


N-methylmorpholine buffers (NMM). Inset: methoxyacetate buffers


(MA). Note: (1:1) and (2:1b) N-methylmorpholine buffers are omitted


due to better clarity; a, acidic; b, basic


Figure 2. Dependence of the extrapolated rate constant kext (s
�1) versus


cMeO
� (mol L�1) for the reaction 1!2 measured in acetate,


N-methylmorpholine, and 2,4,6-trichlorophenoxide buffers


9
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Figure 3. Dependence of the observed rate constant (kobs) of reaction
1!2 on the total buffer concentration (cBuffer¼ cBþ cBH) in


N-methylpiperidine buffers


Scheme 2.
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carbanions stabilized by a nitrile group, which means that the
electron density at the a-carbon atom in the carbanion is
substantially higher in nitriles than in esters), the sterically
enforced deviation of the ortho-nitro group out of the ring
plane,[15] and the thermodynamically favorable formation of a
five-membered ring.[19] The reverse breaking of this bond must
be fast too, because in the case of the analogous
2,4-dinitrophenylsulfanyl ethanenitrile the reaction performed
in the most basic N-methylpiperidine buffer gave no detectable
amounts of the cyclization product even after several days.
Therefore, it can be presumed that the fast acid–base pre-
equilibrium is followed by formation of the negatively charged
intermediate In�


1 , this subsequent step being fast and reversible
too (K1).
The rate differences for cleavage of the proton from methyl


di- and trinitrophenylsulfanyl ethanoate[2,5] and 2,6-dinitro-
phenylsulfanyl ethanenitrile (1) are in accordance with non-
perfect synchronization principle. In the case of the ester the
C—H bond breaking and its reverse formation is not synchro-
nized[10–13] with the extent of delocalization of electron pair over
the ester group and its reverse localization, which decelerates
both the breaking and the formation of the C—H bond and
hence also the rate constant of establishing of acid–base
equilibrium. For the same reason, the formation of the C—Nbond
during the cyclization of methyl di- and trinitrophenylsulfanyl-
ethanoate[2,5] and its reverse breaking are decelerated too.
For reactions involving fast acid–base pre-equilibrium the


kinetic Eqn (1) can be written, where K is the equilibrium constant
of formation of S�, k the rate constant of transformation of In�


1


into the product, and K1 is the equilibrium constant of the
equilibrium between In�


1 and S�


kext ¼ k � K1 � K � ½CH3O
-�


1 þ K � ½CH3O
-� (1)


The nonlinear regression of the experimental points
presented in Fig. 3 using Eqn (1) gave the values of
K¼ 4.8� 106 Lmol�1 and k� K1¼ 3.013�10�3 s�1. The calcu-
lation using the equation pKa¼pKþpKS(CH3OH) gave the value
of pKa(1)¼ 10.23.
The transformation of the intermediate In�


1 into product (k) is
catalyzed by methanol. If methoxide was also involved, then the

Scheme


www.interscience.wiley.com/journal/poc Copyright � 2008

value of k would increase with the buffer basicity (i.e., with
methoxide concentration). The breaking of the C—H bond in In�


1


is so much facilitated by the presence of adjacent positively
charged nitrogen atom that the methoxide virtually does not
make itself felt. The transformation of In�


1 to product 2 involves
the methanol-catalyzed C—H bond breaking, protonation of
the negatively charged oxygen atom, subsequent methanol-
catalyzed breaking of the N—OH bond, and concerted formation
of the C——N double bond. The proton transfer from carbon to
oxygen (In�


1 ! In�
2 ) can take place in two steps or in one single


step via a cyclic transition state (Scheme 3). This solvent-
mediated proton switch[20] is made possible by the energy gain
from the formation of a new O—H bond, which thus facilitates
the C—H bond breaking.
In the presence of buffers, a similar fast pre-equilibrium exists;


however, the transformation of In�
1 to product is also catalyzed by


buffer, not only by methanol (Scheme 4), and kobs increases
linearly with the buffer concentration. In this case, the
transformation of In�


1 to In�
2 proceeds in two steps via In2�


1 :
The equilibrium between In2�


1 and In�
2 is also established very


rapidly, because it involves a proton transfer between two
electronegative atoms. Similar deviation in behavior of lyate
anion (hydroxide in water or methoxide in methanol) and base

3.
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Scheme 4.


Figure 4. Dependence of the corrected rate constant kcorrBuf (Lmol�1 s�1)


for buffer catalyzed reaction 1! 2 on the basic fraction of buffer


(cB/cBuffer) in methoxyacetate (MA), acetate (AC), N-methylmorpholine


(NMM), 2,4,6-trichlorophenoxide (TCP), and N-methylpiperidine (NMP)
buffers
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buffer component can often be observed in Brønsted plots where
kOH or kMeO lie out of linear dependence.
In N-methylpiperidine buffers, the dependences of kobs on


cBuffer are not linear, and the extrapolation to zero buffer
concentration provides the rate constants kext (Fig. 3) again. The
values of kext and kBuff (Table 2) were obtained by nonlinear
regression of the data using Eqn (2), where kRBuff is the rate
constant of buffer-catalyzed reverse protonation of the inter-
mediate, In2�


1 ! In�
1 , and kp is the rate constant of the


transformation In2�
1 ! 2 (as shown in Scheme 4).


kobs ¼ kext þ
kBuffcBuffer


1 þ kR
Buff


kp
cBuffer


(2)


The relatively low value of pKa(1)¼ 10.23 indicates that the
substrate is dissociated to the extent given by the ratio of cB/cBH
and pKa(BH) in all buffers used. However, only the carbanion S� is
the reactive form, while the substrate itself does not undergo
cyclization. Therefore, the obtained catalytic constants kBuff have
to be corrected using Eqn (3). The values of kcorrBuff are presented in
Table 2.


kcorrBuff ¼ kBuffð1 þ 10ðpKað1Þ �pKaðBHÞ� log½B�=½BH�ÞÞ (3)


Plotting of kcorrBuff values against the ratio cB/cBuffer provides a
linear dependence from which it is possible to determine[21] the
catalytic constants of both buffer components. Extrapolation to
cB/cBuffer¼ 0 and 1 gives the catalytic constants kB and kBH,
respectively.
Similar linear plots (Fig. 4) were observed for the cyclization


reaction of compound 1 in methoxyacetate buffers, where the
slope was positive, and in N-methylpiperidine buffers, where – on
the contrary – the slope was negative. This means that only the
basic buffer component (methoxyacetate anion) is catalytically
active in the methoxyacetate buffers, which agrees with the
presumption that the rate-limiting step of the reaction is proton
cleavage from In�


1 by a relatively weak base (pKa¼ 8.36). In
acetate, N-methylmorpholine and 2,4,6-trichlorophenoxide buf-
fers, the dependence shows a very unusual break: at first the
value of kcorrBuff increases with increasing proportion of the basic
form of the buffer, but from a certain ratio cB/cBuffer the value of
kcorrBuff decreases. This shape of the dependence of kcorrBuff versus cB/
cBuffer probably indicates a change in the rate-limiting step of the
reaction. Increasing the strength of the basic component of the
buffer (in terms of pKa from 9.12 to 10.52) accelerates cleavage of
the proton from In�


1 , and the rate-limiting step gradually switches
to the general acid-catalyzed cleavage of OH group from In�


2


giving 2. In the most basic N-methylpiperidine buffers
(pKa¼ 11.05), the cleavage of the proton from In�


1 is fast, and
the rate-limiting step changes to the general acid-catalyzed
cleavage of OH group from In�


2 in all buffers.
The earlier break of the dependence in the N-methyl-


morpholine buffers is probably due to the fact that nitrogen

J. Phys. Org. Chem. 2008, 21 925–931 Copyright � 2008 John W

bases operate more effectively than oxygen bases in the
processes of proton transfer from a C-acid.
In N-methylpiperidine buffers, the value of kobs increases with


the concentration of the base faster at lower base concentrations
than at higher base concentrations (Fig. 3). Even at very low
concentrations of the basic form of the buffer, the rate of C—H
bond breaking in In�


1 is considerably high and hence the catalysis
by N-methylpiperidine operates side by side with the breaking of
this bond catalyzed by methanol alone (k0).
The fact that the cyclization of compound 1 needs also the acid


component of buffer follows from the finding that no cyclization,
giving product 2, takes place in solutions of sodium methoxide
alone.


Kinetics of cyclization of 2,4,6-trinitrophenylsulfanyl
ethanenitrile (3)


The cyclization reaction of 2,4,6-trinitrophenylsulfanyl ethaneni-
trile (3) in methanolic methoxyacetate, acetate, and N-methyl-
morpholine buffers gives 5,7-dinitrobenzo[d]thiazole-3-oxide (4)
as the only product. Compound 4 is produced by the cyclization
of compound 3 even in methanol alone, the reaction half-life
being about 15min (k0¼ 7.7� 10�4 s�1).

2
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Table 3. Rate constants kext (s
�1) and kB (Lmol�1 s�1) of cyclization of 3 in buffers with the different ratio cB/cBH


cB/cBH kext (10
3) kBuff (10


3) kB (103)


Methoxyacetate buffers 1:4 0.753 0.9433 4.716
1:2 1.099 3.820 11.46
1:1 1.267 10.26 20.51
2:1 1.689 13.77 20.65
4:1 2.244 16.23 20.29


Acetate buffers 1:2 3.338 12.39 37.16
1:1 4.851 18.45 36.89
2:1 9.002 25.29 37.93
4:1 17.14 30.44 38.05
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The dependences of the observed rate constants (kobs) upon
buffer concentration (cBuffer) or the concentration of its basic
component (cB) in methoxyacetate and acetate buffers are linear
over the whole range of concentrations measured; their slopes
give the values of kBuff or kB, respectively, and their intercepts give
the values of kext (Table 3). The dependence of kext on methoxide
anion concentration is linear in this case (Fig. 5), and its
slope gives the catalytic rate constant for methoxide anion,
kMeO¼ 9.97� 104 Lmol�1 s�1. Hence here it is impossible to
determine the precise value of pKa(3), in contrast to what was
described above for compound 1. The values of kB obtained in
methoxyacetate buffers (Table 3) show an increase at the
beginning but then, starting from the ratio of cB/cBH¼ 1, they
are virtually the same. In more basic acetate buffers (Table 3)
they exhibit oscillations about the value of kB¼ (37.5�
0.6)� 10�3 Lmol�1 s�1. From this behavior it can be deduced
that compound 3 is present in the form of its conjugated base
(carbanion) in basic methoxyacetate buffers. The estimated value
for the pKa (3)� 8 stands in accord with the acidifying effect of

Figure 5. Dependence of extrapolated rate constants kext (s�1) of
cyclization of compound 3 in methoxyacetate buffers on methoxide


concentration ([CH3O
�] (mol L�1)


www.interscience.wiley.com/journal/poc Copyright � 2008

the additional nitro group on the benzene ring. Thus except for
the acidic methoxyacetate buffers, the correction of constants
kBuff or kB will not markedly change their values.
Like in the case of the 2,6-dinitro derivative 1, the rate-limiting


step of cyclization in methoxyacetate and acetate buffers is
breaking of the C—H bond in intermediate In�


1 by methoxy-
acetate or acetate anion (kB) or, as the case may be, also by
methoxide anion (kMeO). The rate of establishing of the
equilibrium between substrate 3 and its conjugated base (S�)
was investigated by means of a deuteration experiment. Almost
all hydrogen of the—SCH2—group of compound 3was replaced
by deuterium in an acidic acetate buffer ([CH3COOD]/
[CH3COONa]¼ 2:1, [CH3COONa]¼ 0.05M) in CD3OD within a
period of time in which only ca 35% of the cyclization had taken
place. Of course, the equilibrium was reached much more rapidly
in CH3OH because:

a) w

T
fo


N
b


Jo

hen most of the hydrogen in CH2 group of the substrate has
been replaced by deuterium, it is predominantly deuterium
that is removed by reaction with methoxide or acetate;

b) s

imultaneously, the methoxide-catalyzed cyclization reaction
is taking place which is not accompanied by replacement of
hydrogen by deuterium.


The dependence of kobs on cBuffer is also linear in the
N-methylmorpholine buffers at higher buffer concentrations. A
downward deflection is only observed at the lowest concen-
trations. In this case, the value of kext does not correspond to the
catalytic action of methoxide ion. Therefore, Table 4 only presents
the values of the catalytic constant kBuff or its corrected value kcorrBuff


(the correction was carried out by means of Eqn (3) in which the
value of pKa(3)¼ 8 was used). Plotting of kcorrBuff against the cB/cBuffer
ratio gives the graph presented in Fig. 6.

able 4. Corrected rate constants kBuff and kcorrBuff (Lmol�1 s�1)
r cyclization of 3


cB/cBH kBuff (10
3) kcorrBuff (10


3)


-methylmorpholine 1:4 22.80 33.77
uffers 1:2 24.83 30.80


1:1 24.75 27.73
2:1 24.33 25.79
4:1 17.44 17.96
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Figure 6. Dependence of the corrected rate constant kcorrBuf (Lmol�1 s�1)


for buffer catalyzed reaction 3! 4 on the basic fraction of


N-methylmorpholine buffer (cB/cBuffer)
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The value kcorrBuff extrapolated to cB/cBuffer¼ 1 gives kB¼
1.3� 10�2 Lmol�1 s�1, and that extrapolated to cB/cBuffer¼ 0
gives kBH¼ 3.96� 10�2 Lmol�1 s�1, which means that the rate-
limiting step of the cyclization in N-methylmorpholine buffers
consists in the cleavage of the OH group from In�


2 .

CONCLUSIONS


The kinetics and mechanism of cyclization of 2,6-dinitro-
phenylsulfanyl ethanenitrile (1) and 2,4,6-trinitrophenylsulfanyl
ethanenitrile (3) giving 2-cyano-7-nitrobenzo[d]thiazol-3-oxide
(2) and 2-cyano-5,7-dinitrobenzo[d]thiazol-3-oxide (4), respect-
ively, were studied in methanolic O-buffers (methoxyacetate,
acetate, 2,4,6-trichlorophenolate) and tertiary amine N-buffers
(N-methylmorpholine and N-methylpiperidine). In the case of
cyclization of 2,6-dinitrophenylsulfanyl ethanenitrile (1), the
dependence of the observed rate constants extrapolated to
zero buffer concentration, kext, upon methoxide concentration in
buffer had a shape characteristic of the existence of an acid–base
pre-equilibrium. The calculated value was pKa(1)¼ 10.23. There-
after, the conjugated base of the substrate rapidly undergoes
cyclization to give the negatively charged intermediate In�


1 ,
which then much more slowly reacts to give the final product 3,
the reaction being catalyzed by methanol and/or both buffer

J. Phys. Org. Chem. 2008, 21 925–931 Copyright � 2008 John W

components. While in methoxyacetate and acidic acetate,
2,4,6-trichlorophenoxide and N-methylmorpholine buffers the
rate-limiting step involves cleavage of the C—H bond in the
intermediate In�


1 , in the basic acetate, 2,4,6-trichlorophenoxide,
N-methylmorpholine, and all the N-methylpiperidine buffers the
rate-limiting step involves expulsion of OH� from intermediate
In�


2 by action of acidic component of buffer and methanol.
The cyclization of 2,4,6-trinitrophenylsulfanyl ethanenitrile (3)


in methoxyacetate and acetate buffers is catalyzed by the basic
component of the buffer and methoxide ion only, which means
that, irrespective of the cB/cBH ratio, the reaction rate-limiting
step is C—H bond breaking in intermediate In�


1 . The value
of pKa(3)� 8 can only be guessed from the region of change of
the slope of dependence of kobs versus cB in buffers with varying
cB/cBH ratio. In N-methylmorpholine buffers, the rate-limiting step
of reaction is expulsion of OH� from intermediate In�


2 by action
of acidic component of buffer and methanol.
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Steric effect in alkylation reactions by
N-alkyl-N-nitrosoureas: a kinetic approach
J. A. Mansoa, M. T. Pérez-Priora, M. P. Garcı́a-Santosa, E. Callea


and J. Casadoa*

The alkylation reactions of 4-(p-nitrobenzyl)pyridin

J. Phys. Or

e (NBP), a trap for alkylating agents with nucleophilic charac-
teristics similar to DNA bases, by five N-alkyl-N-nitrosoureas (methyl-, ethyl-, propyl-, butyl-, and allylnitrosourea)
were investigated in 7:3 (v/v) water/dioxane medium in the 5.0–6.5 pH range. Decomposition of alkylnitrosoureas
(ANU) gives rise to alkyldiazonium ions that yield NBP-R adducts directly or through carbocations in certain instances.
The NBP alkylation rate constants by these species were determined. The following sequence of alkylating potential
was found: methyl- > ethyl- > allyl- > propyl- > butyl group. Application of Ingold–Taft correlation analysis to the
kinetic results revealed that the NBP alkylation reactions occur mainly through steric control. The values of the molar
absorption coefficients of the NBP-R adducts also reveal the determinant influence of a steric effect in the formation of
alkylation adducts. The kinetic results are consistent with the biological activity of ANU. Copyright� 2008 JohnWiley
& Sons, Ltd.
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a J. A. Manso, M. T. Pérez-Prior, M. P. Garcı́a-Santos, E. Calle, J. Casado


Departamento de Quı́mica fı́sica, Universidad de Salamanca, E-37008


Salamanca, Spain

INTRODUCTION


Alkylating agents are considered to be archetypical carcino-
gens.[1,2] Since the decomposition of alkylnitrosoureas (ANU)
gives rise to alkyldiazonium ions (RNþ


2 ) without any need for
metabolic activation, they offer an ideal series of compounds in
which to examine the effect of variations in chemical structure on
alkylating potential.
Previous studies (Chapter 3 of Reference [3]) have shown that


some ANUs induce tumors in different organs of rats, but do not
have a favorable partition coefficient into organic solvents from
water. If physical properties such as solubility and partition
coefficient play any role, it must be minor and perhaps limited to
effects on potency. Some results[4] have pointed to the structure
of the alkyl group adjacent to the nitroso group as the most
important determinant of the carcinogenic effect.
Since in spite of its chemical relevance, to our knowledge the


chemical reactivity of alkyldiazonium ions as alkylating agents
has not been investigated in a comparative quantitative way, here
we were prompted to address this issue.


RESULTS AND DISCUSSION


The nucleophile 4-(p-nitrobenzyl)pyridine, NBP, a trap for
alkylating agents[5] with nucleophilic characteristics similar to
DNA bases,[6] was used as the alkylation substrate. This method
was previously used by us to investigate the alkylating potential
of strong alkylating reagents, such as lactones,[7–10] as well as to
determine the reactivity of much weaker alkylating molecules
such as sorbates.[11,12]


NBP alkylation reactions by methyl-, ethyl-, propyl-, butyl-, and
allylnitrosourea (MNU, ENU, PNU, BNU, and AlNU, respectively)
were investigated.
In order to render the NBP soluble, the ANUþNBP alkylation


mixtures were prepared in 7:3 (v/v) water/dioxane medium.

g. Chem. 2008, 21 932–938 Copyright �

Reactions were carried out in the 5.0–6.5 pH range. Acetic/
acetate buffer was used to maintain pH constant. To monitor the
alkylation reactions, 2.4-ml aliquots of the alkylationmixture were
removed at different times and added to a cuvette containing
0.6ml of 99% triethylamine reagent (Et3N), which stopped the
alkylation process and generated a blue color, whose absorbance
wasmeasured at the wavelength of maximum absorption (shown
below).
The blue NBP adducts showed maximum absorption at


lMNU¼ 573 nm, lENU¼ 570 nm, lPNU¼ 570 nm, lBNU¼ 570 nm,
and lAlNU¼ 557 nm. As an example, Fig. 1 shows the increase in
absorption caused by the formation of the NBP-adduct with MNU
over time until no change in absorbance, A, was observed.
Because NBP was in large excess, it may be assumed that all the
nitrosourea was consumed.
Figure 2 represents typical kinetic runs for the alkylation of NBP


by nitrosoureas.
The experimental rate equation was


rate ¼ d½AD�
dt


¼ kalkkdec½OH��½NBP�
kalk½NBP� þ kH2O½H2O�


½ANU� ¼ k1½ANU� (1)


where [AD] is the concentration of NBP-R adducts, and k1 the
pseudo-first-order rate constant:


k1 ¼ kalkkdec½OH��½NBP�
kalk½NBP� þ kH2O ½H2O�


(2)

2008 John Wiley & Sons, Ltd.







Figure 1. Spectrograms showing the formation of the NBP-adduct with


MNU over time in 7:3 water/dioxane medium. Variation in absorbance in


the 15–1440min interval. [MNU]o¼ 1.6� 10�3M; [NBP]o¼ 0.02M;
T¼ 32.5 8C; pH¼ 6.5


Figure 2. Formation of the NBP-R adducts in 7:3 water/dioxanemedium:


methyl- (^), ethyl- (~), propyl- (&), butyl- (*), and allyldiazonium ion (x);
[ANU]o¼ 8� 10�4M; [NBP]o¼ 0.02M; pH¼ 6.5; T¼ 35 8C. Ao and At,


designate the absorbance values of the adducts at times, respectively,


of zero and t


STERIC EFFECT IN ALKYLATION REACTIONS

The significance of the different rate constants appearing
in Eqn (1) can be seen in Scheme 1. In the case of MNU and
ENU the effective alkylating agents should be methyl- and
ethyldiazonium ions to give rise NBP-R adducts (R¼CH3


and C2H5, respectively).
[13,14] For the other nitrosoureas, looking


at PNU as an example, the propyldiazonium ion resulting from
its decomposition undergoes, in competition, elimination to
alkenes, concurrent SN2 substitution and hydride shift yielding a
sec-carbocation that can undergo partitioning between the
associated NBP nuclophile and solvent.[15,16] The method here
used to monitoring the alkylation reactions allows one to
determine kalk rate constant that represents globally any
alkylation mechanisms.
The influence of [OH�] and [NBP] fits Eqn (2) (as shown in Figs 3


and 4). Eqn (3) (derived from Eqn (2)) shows that the hydrolysis of
alkylating ions (rate constant kH2O in Eqn (1)) is the main reaction

Scheme


J. Phys. Org. Chem. 2008, 21 932–938 Copyright � 2008 John W

responsible for their consumption when the concentration of the
alkylation substrate [NBP] tends to zero:


lim
½NBP�!0


dk1
d½NBP� ¼


kalkkdec½OH��
kH2O½H2O�


(3)


By designating the absorbance values of the NBP-R adducts as
Ao, At, andA1 at times, respectively, of zero, t, and infinity (i.e.,
when the plateau is reached; as shown in Fig. 2), "ANU, "NBP, and
"AD being the molar absorption coefficients of the ANU, NBP,
and adducts, respectively, and x the adduct concentration,

1.
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Figure 3. Influence of [OH�] in the alkylation reaction of NBP by MNU at


25.0 8C (*), 27.5 8C (&), 30.0 8C (~), 32.5 8C (�), and 35.0 8C (*);


[NBP]o¼ 0.02M; [MNU]o¼ 8� 10�4M


Figure 4. Influence of [NBP] in the alkylation reaction of NBP by MNU at


25 8C in 7:3 water/dioxane medium. [MNU]o¼ 8� 10�4M; pH¼ 5.72


Figure 5. Fitting of the results to Eqn (8). [MNU]o¼ 8� 10�4M;


pH¼ 5.72
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Eqns (4)–(6) can be written as


Ao ¼ "ANU½ANU�o þ "NBP½NBP� (4)


At ¼ "ANUð½ANU�o � xÞ þ "NBP½NBP� þ x"AD (5)


A1 ¼ "AD½ANU�o þ "NBP½NBP� (6)


Integration of Eqn (1) gives


At � Ao ¼ ðA1 � AoÞð1 � e�k1tÞ (7)


Figure 2 shows the fitting of the experimental data to Eqn (7).

www.interscience.wiley.com/journal/poc Copyright � 2008

Eqn (2) can be written in the form:


k1
½OH��kdec


¼ kalk=kH2O½NBP�
kalk=kH2O½NBP� þ ½H2O�


(8)


Figure 5 plots the k1/([OH
�] kdec) values against those of


[NBP]. The kalk=kH2O ratios for the different alkyldiazonium
ions were calculated by a nonlinear optimization method.
Since the kdec values were needed to be known, ANU
decomposition reactions were investigated directly. These
reactions were monitored spectrophotometrically at the
wavelengths of maximum absorption for each of the ANUs
studied here (lMNU¼ 251 nm, lENU¼ 248 nm, lPNU¼ 244 nm,
lBNU¼ 244 nm, and lAlNU¼ 243 nm).
In the 5.0–7.0 pH range, the following rate equation was


observed for ANU decomposition:


� d½ANU�
dt


¼ kdec½OH��½ANU� ¼ k0 ½ANU� (9)


where k0 is the pseudo-first-order rate constant (in this pH range,
the decomposition reaction of ANU is not catalyzed by the
buffer[17]).
Figure 6 shows a typical kinetic run for the decomposition of


MNU. Experiments at different pHs were carried out (Fig. 7), the
slope a¼ 1 revealing first order with respect to the concentration
of OH�.
Table 1 gives the values of kdec measured for the decompo-


sition of the five nitrosoureas investigated here. These results are
consistent with those measured earlier in water medium.[17,18]


Table 2 shows the values of the activation parameters DH# and
DS# for the decomposition reactions.
As is known,[19,20] the existence of an isokinetic relationship


can serve as an argument – but not proof – that the reactions
studied share a common feature. The meaning of the isokinetic
relationship is the existence of a compensation effect between
the values of enthalpy, DH#, and the entropy of activation, DS#,
such that the Gibbs’ energy of activation, DG#, is approximately
constant.
The results shown in Fig. 8 support the idea of a common


mechanism.
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Figure 6. Decomposition of MNU at 32.5 8C in 7:3 water/dioxane med-


ium. [MNU]o¼ 4� 10�4M; pH¼ 6.49


Figure 7. Variation in the MNU decomposition rate constant with the
acidity of the medium. [MNU]¼ 4� 10�4M; T¼ 32.5 8C


Figure 8. Isokinetic relationship in decomposition reactions of


N-alkyl-N-nitrosoureas


Table 2. Activation parameters for decomposition reactions
of N-alkyl-N-nitrosoureas in 7:3 water/dioxane medium


N-Alkyl-N-nitrosourea DH# (kJmol�1)a DS# (Jmol�1 K�1)a


MNU 104� 2 159� 8
ENU 116� 2 193� 6
PNU 116� 2 192� 7
BNU 113� 1 191� 5
AlNU 105� 2 186� 10


a Values are given with their standard deviations.


STERIC EFFECT IN ALKYLATION REACTIONS

Table 3 gives the kalk=kH2O values for the alkylation/hydrolysis
reactions studied here.
The results show: (i) the following sequence of reactivity


(expressed as kalk=kH2O, as shown in Scheme 1) for diazonium
ions (directly or through alkyl cations): MNþ


2 > ENþ
2 >AlNþ


2 >
PNþ


2 > BNþ
2 ; (ii) a higher value of kalk=kH2O for the allyldiazonium


ion as compared with those obtained for propyl- and
butyldiazonium ions. This can be rationalized in terms of the

Table 1. Decomposition rate constants (kdec in Scheme 1) as a fu
dioxane medium


T (8C) 10�4 kMNU 10�4 kENU 10�4


25.0 4.2� 0.1 2.4� 0.2
27.5 5.5� 0.1 3.6� 0.2
30.0 7.9� 0.1 4.5� 0.5
32.5 11.7� 0.2 7.4� 0.6
35.0 16.0� 0.3 12.6� 0.4


a Values are given within the 95% confidence interval.


J. Phys. Org. Chem. 2008, 21 932–938 Copyright � 2008 John W

electronic structure of that ion. Since unlike the propyldiazonium
ion (with the same number of carbon atoms) the allyldiazonium
ion has two possible electrophilic sites[21] (C1 and C3 positions),
the reactivity of AlNþ


2 should be appreciably greater than that of
PNþ


2 (approx. twofold greater), as was indeed observed (this
assumption requires that the NBP alkylation reaction by AlNþ


2


be more sensitive to the particular structure of this ion than its
competitive solvent reaction); (iii) the hydrolysis of the

nction of temperature for N-alkyl-N-nitrosoureas in 7:3 water/


kPNU (M�1min�1)a 10�4 kBNU 10�4 kAlNU


2.14� 0.03 2.56� 0.03 4.81� 0.01
3.1� 0.1 4.00� 0.02 7.6� 0.1
4.5� 0.3 5.68� 0.04 10.9� 0.2
7.0� 0.1 8.38� 0.07 15.0� 0.2


10.2� 0.3 12.4� 0.1 23.4� 0.3
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Table 3. Alkylating potential of alkyldiazonium ions,
expressed as the alkylation rate/hydrolysis rate ratio


Alkyldiazonium ion kalk=kH2O (35 8C)a


Methyl 12 878� 102
Ethyl 10 809� 179
Propyl 4691� 61
Butyl 3204� 117
Allyl 8169� 167


a Values given with their standard deviations.
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alkyldiazonium ions is not sufficiently effective to prevent
alkylation; (iv) the kinetic results are consistent with the known
fact that the biological activity of ANU decreases when their
molecular size increases, hindered ANU being biologically
inactive.[3,22]

Figure 9. Influence of (a) steric; (b) polar, and (c) stericþpolar effects on th


www.interscience.wiley.com/journal/poc Copyright � 2008

In order to analyze the influence of steric and polar effects
on the relative alkylating potential of alkyldiazonium ions
(expressed as kalk=kH2O), the Ingold–Taft correlation equation[23]


was applied:


log
kalk=kH2Oð ÞRNþ


2


kalk=kH2Oð ÞCH3N
þ
2


¼ s�r� þ Es (10)


The values for s* (polar constant) and Es (steric constant) were
taken from the literature.[24,25]


Correlations with Es, on the one hand, and with s*, on the other,
were used to check whether these reactions were controlled
mainly by steric or mainly by polar effects. Figure 9 shows the
respective plots, together with the plot representing the
influence of steric and polar effects jointly (Eqn (10)).
The results show that: (i) owing to the positive sign of the


reaction constant r* the NBP alkylation reactions by RNþ
2 must


occur through nucleophilic attack; (ii) these reactions are mainly
controlled by the size of the alkyl R groups; (iii) the deviation

e reactivity of alkyldiazonium ions as alkylating agents


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 932–938







Table 4. Molar absorption coefficients of the NBP-R adducts


NBP-R adduct l (nm) " (M�1 cm�1)


NBP-Me 573 521� 30
NBP-Al 557 282� 20
NBP-Et 570 204� 8
NBP-Bu 570 93� 11
NBP-Pr 570 65� 8


Figure 11. Correlation between the structure of NBP-R adducts and their


molar absorption coefficients, "


STERIC EFFECT IN ALKYLATION REACTIONS

shown by the allyldiazonium ion is quite understandable due to
its above-cited particular electronic structure.


Molar absorption coefficients of the NBP-R adducts


We were also interested in knowing the molar absorption
coefficients (") of the NBP-R adducts. Knowledge of these values
should permit easy determination of the concentration of
adducts by simply measuring the absorbance.
Experiments were performed with [NBP]¼ 0.02M and ANU


concentrations in the 4� 10�4–1.5� 10�3M range.
The correlations between A1�Ao values and those of [ANU]o


give the values of the molar absorption coefficients shown in
Table 4.
The structures of the NBP-R adducts obtained by geometry


optimization (as shown in Experimental Section) revealed (Fig. 10)
that the values of " increase when the size of RNþ


2 decreases (the
second highest value for NBP-Al must be due to the particular
electronic structure of the allyl group; refer to comments given
above). The greater the non-planarity in the NBP-R adducts,
disrupting the p-electron cloud to interlink the two phenyl rings,
the smaller the values of " (Fig. 11).
A similar argument can be invoked to rationalize the fact that


the biological activity of ANUs decreases when their molecular
size increases:[3,22] the smaller the alkyl group of the diazonium

igure 10. Lack of coplanarity in the NBP-R adducts 9

F

J. Phys. Org. Chem. 2008, 21 932–938 Copyright � 2008 John W

ions, the stronger the linkage between DNA nucleophile sites and
the electrophilic alkyldiazonium ions.

CONCLUSIONS

� T

il

he alkylation reactions of the nucleophile NBP by
N-alkyl-N-nitrosoureas occur through a mechanism that
includes the decomposition of ANU to alkyldiazonium ions
(RNþ


2 ) that yield NBP-R adducts directly or through carbo-
cations in certain instances.

� T

he sequence of reactivity of RNþ
2 ions as direct/indirect


NBP alkylating agents is: methyl-> ethyl-> allyl-> propyl->
butyldiazonium ion. Application of Ingold–Taft treatment to
the kinetic results revealed that the NBP alkylation reactions
by diazonium ions occur under steric control. This may
explain why the biological activity of ANU decreases when
their molecular size increases (hindered ANUs are biologically
inactive).

� T

he values of the molar absorption coefficients for the NBP-R
adducts also reveal the determinant influence of steric effect in
the formation of alkylation adducts.

EXPERIMENTAL


General remarks


A Shimadzu UV-2401-PC spectrophotometer with a thermoelec-
tric six-cell holder temperature control system (�0.1 8C) was used.
The reaction temperature was kept constant (�0.05 8C) with a


Lauda Ecoline RE120 thermostat.
A Crison Micro pH 2000 pH-meter was used to perform pH


measurements (�0.01).
Water was deionized with a MilliQ-Gradient (Millipore).
All kinetic runs were performed in triplicate.
Numerical treatment of the data was performed using the


7.1.44 Data Fit software. Geometry optimization of the NBP-R
adducts was carried out with the Chem3D Ultra Molecular
Modeling and Analysis software, version 9.0, and with Gaussian
03W Client Pro 9.0. The PM3 semiempirical method was used.
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Procedures: synthesis of N-alkyl-N-nitrosoureas


N-Methyl-N-nitrosourea and N-ethyl-N-nitrosourea were obtained
from Sigma.
N-Propyl-N-nitrosourea, N-butyl-N-nitrosourea, and N-allyl-N-


nitrosourea were prepared from the respective N-alkylureas.
N-butylurea was obtained from Fluka while N-propylurea and
N-allylurea were Alfa and Merck products, respectively.
PNU, BNU, and AlNU were prepared as by Werner.[26] The


respective N-alkylureas (approx. 1 g) were dissolved in water and
10 g of sodium nitrite was added. The mixture was cooled to
below 0 8C and ice-cold sulfuric acid (10%) was added dropwise
during continuous stirring. The nitrosoureas precipitated as
yellow crystals. After vacuum filtration, the crystals collected were
repeatedly washed with cool water and then desiccated.
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ases were carried out at 100 K. The HOMA and HOSE aromaticity
indices were estimated on the basis of the experimental data. The aromaticity of the phenyl ring and the chelate chain
was analysed. A comparison of the aromaticity of naphthalene and phenyl derivatives of hydroxy aryl Schiff bases is
presented. The balance between the aromaticity of adjacent rings of the naphthalene fragment and its effect on
proton transfer is defined. Research on the interrelations between aromaticity and the intramolecular proton transfer
in hydroxy aryl Schiff bases is shown. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Intramolecular quasiaromatic hydrogen bonding[1] and the
aromaticity notion are studied in this paper.[2–12] Lately these
phenomena have aroused great interest and difference of
opinion.[13–27] Gilli et al.[13] introduced a contemporary definition
of a resonance-assisted hydrogen bond (RAHB) and conducted
an investigation of quasiaromatic bonding on the basis of both
VB theory and crystallographic studies.[13,14] According to
Reference [15], RAHB is found in the intramolecular as well as
in the intermolecular hydrogen bond. This confirmation
corroborates the opinion suggested in Reference [16]. This
phenomenon rests upon conjugation through the hydrogen
bridge and the chelate chain,[17] which leads to smoothing of the
acid-basic equilibrium. The existence of p-electronic coupling in
the chelate chain influencing the X—H bond was presented by
Grabowski[18] by means of quantum mechanical calculations. It
should be underlined that coupling through the hydrogen bridge
was not predicted in that paper. However, some divergences
were found in References [20,21], where a significant negative
charge on the protono-donor and the protono-acceptor was
determined. Recently, the existence of RAHB was questioned by
Elguero and Del Bene,[22,23] who showed that a quasiaromatic
formation fails to change the coupling constant 1J(XY), which is
an indicator of hydrogen bond strength.[24] It is noteworthy that
the discussion of the existence of p-electronic coupling via a
hydrogen bond is not new. Shygorin,[16] who was a pioneer in
discovering significant strengthening of hydrogen bonding
under quasiaromatic assistance (saturation of a chain closed
by a hydrogen bridge with p-electrons), explained this
phenomenon by p-electronic conjugation in the chain as well
as via a hydrogen bridge. With respect to p-electronic coupling
through the hydrogen bridge, its existence was questioned by
Luckiy,[25,26] who supported the opinion about hydrogen
bonding assistance by p-electronic conjugation in a chelate
chain, but rejected p-electronic assistance via a hydrogen bridge
(using semi-empirical calculations and measurement of ioniz-
ation potential). One should note that the visible decrease in the
n(XH) band’s integral intensity in IR spectra of o-hydroxy aryl

g. Chem. 2008, 21 939–944 Copyright �

Schiff bases (with quasiaromatic formation) compared with
o-hydroxy aryl Mannich bases (without quasiaromatic formation)
and complexes of phenols with amines[27] definitely corroborates
the existence of quasiaromatic formation and its uniqueness. The
specificity of o-hydroxy aryl Schiff bases is also exposed through
the phenyl ring’s aromaticity, which decreases upon proton
transfer,[7,28] similar to the complexes of phenols with amines.[29]


This paper reports on studies of the interrelation between the
hydrogen bridge, the chelate ring (O—C——C—C——N) and
aromatic formations. In a previous paper[7] we investigated the
change in aromaticity in o-hydroxy phenyl Schiff bases
depending on tautomeric equilibrium (Scheme 1). In this paper
we widened the range of our research, completing it with
naphthalene derivatives and comparing them with phenyl
derivatives.

EXPERIMENTAL AND COMPUTATIONAL


The synthesis of the hydroxy aryl Schiff bases from stoichiometric
mixtures of ketones and anilines in methanol was performed
according to Reference [30].
The intensity data were collected at 100 K using a Kuma


KM4CCD diffractometer and graphite-monochromated MoKa
(0.71073 Å) radiation generated by an X-ray tube operating at
50 kV and 35mA. The images were indexed, integrated and

2008 John Wiley & Sons, Ltd.
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Scheme 1. A scheme of tautomeric equilibrium in o-hydroxy aryl Schiff bases
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scaled using the KUMA data reduction package.[31] The data
were corrected for Lorentzian and polarization effects. Absorp-
tion correction was omitted. The structure was solved by
direct methods using SHELXS97[32] and refined by the full-
matrix least-squares method on all F2 data (SHELXL97).[33]


Non-hydrogen atoms were refined with anisotropic thermal
parameters; hydrogen atoms were included from Dr maps and
refined isotropically. CCDC-679628 for a-phenyl-4-(50-chloro-
20-hydroxybenzalamino) benzene (I), CCDC-679627 for N-(40-
benzo-15-crown-5)-3,5-dichloro-2-hydroxyphenylaldimine (II),
CCDC-679626 for 2-(1-phenylamino-ethyl)-naphthalene-1-ol (III)
and 679625 for 1-[(40-cyanophenylimino)methyl]-2-naphthol (IV)
contain the supplementary crystallographic data for this paper.
These data can be obtained free of charge via www.ccdc.cam.
ac.uk/conts/retrieving.html or from the Cambridge Crystallo-
graphic Data Centre, 12 Union Road, Cambridge CB2 1EZ, UK: fax:
(þ44) 1123-336-033; e-mail: deposit@ccdc.cam.ac.uk.
The HOMA and HOSE aromaticity indices were calculated by


the following formulae:[34,35]


HOMA ¼ 1� 1


n


Xn
i¼1


ai Ropt � Ri
� �2


(1)


where n is the number of bonds, a an empirical constant and Ropt
and Ri the optimal and individual bond lengths taken from
Reference [36].


HOSE ¼ 301:15
Xn1
r¼1


R0r � Rs0
� �2


k0r þ
Xn2
r¼1


R00r � Rd0
� �2


k00r


" #
(2)


where R0r and R00r are the lengths of the p bonds in the real
molecule and n1 and n2 are the numbers of the single and double
bonds, respectively. The reference single and double bond
lengths Rs0 and Rd0 were taken from Reference [36]. The force
constants were calculated as kr¼ aþ bRr. The constants a and b
were taken from Reference [36]. The higher the HOMA
aromaticity index with respect to the more aromatic formation,
the more delocalized the p-electrons of the formation. The HOSE
index means the energy required to stabilize an aromatic
formation up to the standard state, in our case the energy
required to feedback a chelate formation to an enol-imine state
(O—C——C—C——N).
It is necessary to note that in the calculations of the HOMA and


HOSE aromaticity indices, the OH and H. . .N bonds were not

www.interscience.wiley.com/journal/poc Copyright � 2008

taken into account due to the absence of p-electronic coupling
via a hydrogen bridge (as stated in References [22,23,25,26]).

RESULTS AND DISCUSSION


The molecular structures with atom labelling are presented in
Fig. 1.


Structural aspect of tautomeric equilibrium


The structure of the hydroxy aryl Schiff bases in the OH form
dominates over the HN form in the Cambridge Crystallographic
Database.[37] The described phenyl and naphthalene derivatives
of the hydroxy aryl Schiff bases embrace three tautomeric forms:
the OH, the HN and the LBHB (low-barrier hydrogen bonds)
forms. The structures of compounds I and II show prevalence of
the OH form. This phenomenon is supported by both the location
of the hydrogen atom close to the nitrogen atom in the hydrogen
bridge and the lengths of the C—O and C——N bonds (the
extended C—O bond and the reduced C——N bond) which
correspond to the lengths of the bonds of the OH form.[38] The
prevalence of the OH form is conditioned by the weakened
basicity of the nitrogen atom resulting from the electro-
n-withdrawing activity of the phenyl ring. This phenomenon
takes place despite the strong acidity of the hydroxyl group due
to the chlorine substituents in the phenol moiety. We observed
the HN form for these substituents in theN-alkyl derivatives of the
o-hydroxy aryl Schiff bases.[39] The structure of compound III
reveals the prevalence of the LBHB form, and equalization of
the bonds in the chelate chain also supports this fact. One
should underline that there are very few structures of such
type of o-hydroxy aryl Schiff bases in the Cambridge Crystal-
lographic Database[37] and they were obtained only for
the o-hydroxy aryl ketimines.[39–42] The next compound
(1-[(40cyanophenylimino)methyl]-2-naphthol) presents the HN
form in the solid state, which is unexpected: a compound without
cyanic substitution (1-[(phenylimino)methyl]-2-naphthol) takes
the OH form,[43–45] whereas a cyanic substituent must weaken the
nitrogen atom basicity on account of the –M mesomeric and –I
inductive effects. The paradoxical observation of the proton
transfer is explained by the coupling of two resonances (rather
reinforced due to the molecule flattening) in the chelate chain

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 939–944







Figure 1. An ORTEPIII diagram showing the molecular structure and the atom labelling scheme of a-phenyl-4-(50-chloro-20-hydroxybenzalamino)-


benzene (I), N-(40-benzo-15-crown-5)-3,5-dichloro-2-hydroxyphenyl-aldimine (II), 2-(1-phenylamino-ethyl)-naphthalene-1-ol (III) and 1-[(40-
cyanophenylimino)methyl]-2-naphthol (IV). The displacement ellipsoids of the non-H atoms are shown at the 50% probability level. The
intramolecular hydrogen bond is shown as a broken line


Scheme 2. A scheme of resonance coupling between cyanic group and


chelate chain in 1-[(4́-cyanophenylimino)methyl]-2-naphthol
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and the cyanic group (Scheme 2), as well as the influence of
crystal packing and short contacts (d(H5O1)¼ 2.57(2) Å,
d(H13N2)¼ 2.55(2) Å, d(H17O1)¼ 2.50(2) Å), leading to the
domination of the HN form in compound IV.
Evaluating the state of tautomeric equilibrium in the


compounds, a transition from the OH form to the HN form is
observed according to the sequence I! II! III! IV. This
sequence is obtained from the changes in the lengths of
the C—O and ON bonds. The reduction in the C—O bond
according to the sequence (d(C—O)¼ 1.353(2) Å (I)> 1.333(8) Å
(II)> 1.312(2) Å (III)> 1.274(2) Å (IV), Table 1) indicates the
increase in the quinonoid form. This sequence is also consistent
with the changes in hydrogen bridge length: the strengthening
of the hydrogen bond from the OH form to the transition state
form (d(ON)¼ 2.516(2) Å (I)> 2.493(6) Å (II)ffi 2.496(2) Å (III),
Table 1) and the proton transfer of the HN form (d(ON)¼ 2.555(2)
Å (IV), Table 1). However, this trend is not in full agreement with
the sequence for the C——N bond (d(C——N)¼ 1.281(6) Å
(II)< 1.301(2) Å (I)< 1.318(2) Å (III)< 1.330(2) Å (IV), Table 1)
owing to the elongated C——N bond for compound I. Such a
‘discrepancy’ is grounded on a mesomeric effect of the phenyl
ring attached to the C7 atom of compound I (Fig. 1), which brings
about elongation of the C——N bond. The aforesaid observations
state that the most reliable characteristic in the evaluation of
tautomeric equilibrium in the hydroxy aryl Schiff bases appears to

J. Phys. Org. Chem. 2008, 21 939–944 Copyright � 2008 John W

be the C—O bond. This fact is consistent with the inference for
the hydrogen bonding complexes of phenols with pyridines.[46]


Another common feature of the studied hydroxy aryl ketimines (I,
II, III) and the hydroxy naphthalene aldimine (IV) is the N-phenyl
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Figure 2. Scatter plot of the HOMA(ph) and HOMA(A) aromaticity
indices versus d(OH) bond length. Open and filled circles correspond


to the phenyl (data taken from Reference [7]) and naphthalene derivatives


of hydroxy Schiff bases, respectively.
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fragment. However, this fragment behaves differently for
different compounds. In hydroxy naphthalene aldimine, this
ring lies in the plane of the naphthalene fragment in view of the
strong p-conjugation which, in turn, is disrupted in the hydroxy
aryl ketimines because of the steric effect of the methyl group (II,
III) or the phenyl ring (I).


Aromatic aspect of tautomeric equilibrium


This section presents the dependences of aromaticity on
tautomeric equilibrium. Figure 2 features two correlations: the
phenyl ring’s aromaticity versus the hydroxyl bond length
(HOMA(ph)¼ f(d(OH)) and the A naphthalene ring’s (ring
adjacent to the chelate chain, Scheme 1) aromaticity versus
the hydroxyl bond length (HOMA(A)¼ f(d(OH)). It is important
that the length of the hydroxyl bond can be used as an indicator
of the degree of proton transfer in a hydrogen bridge and an
estimation of the tautomeric equilibrium. The observed
correlations are linear in approximation both for the phenyl ring
and the A ring’s aromaticity. However, a significant difference is
seen between the behaviour of the A ring’s aromaticity of the
naphthalene derivatives and the aromaticity of the phenyl ring.
Under the prevalence of the OH form of the phenyl ring, the
aromaticity is larger than that of the A ring of the naphthalene
derivatives (DHOMA� 0.25). This phenomenon is well grounded
considering the smaller aromaticity of the naphthalene rings
(HOMAffi 0.8)[36] with respect to the aromaticity of the benzene
ring (HOMAffi 1).[36] However, a much larger difference is seen for
the HN form (DHOMA� 0.45), where the HOMA index is �0.3 for
the naphthalene derivatives and �0.75 for the phenyl ones. This
reveals a larger loss of the A ring’s aromaticity compared with the
phenyl ring’s aromaticity under the proton transfer process.
Assuming aromaticity as a criterion of the degree of proton
transfer (HOMA(ph)¼ f(d(OH)), we can confirm that the HN form
is easier to reach in the naphthalene derivatives than in the
phenyl ones. This can be explained by the HOMA(A)¼ f(HO-
HOSE(ph)) and HOMA(B)¼ f(HOSE(ch)) dependences (Fig. 3),

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 939–944







Figure 3. Scatter plot of the HOMA(A) and HOMA(B) aromaticity indices
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which establish that the proton transfer process (the increasing
HOSE(ch) value[7]) brings about a weakening of the A ring’s
aromaticity on the one hand and an increase in the B ring’s
aromaticity on the other. The above comparison of the
phenyl and naphthalene derivatives shows that the aromaticity
balance between the A and B rings enhances the destabilization
(according to the HOSE index) of the chelate chain, namely
the OH form, and facilitates the proton transfer process.
These considerations speak in favour of a larger efficiency of
the resonance assistance between the chelate chain and the
aromatic formation adjacent to the chelate chain. As for
the hydroxy aryl Schiff bases it is reasonable to divide the
p-electronic resonances into two: the first being in the chelate
chain and the second between p-conjugation in the chelate chain
and an aromatic formation (phenyl, naphthalene formation and
so on).
The difference is also characteristic of the HOMA(ph)¼ f(HO-


HOSE(ch)) and the HOMA(A)¼ f(HOSE(ch)) correlations (Fig. 4).
This figure features two correlations for the phenyl and
naphthalene derivatives. Values of the HOMA and HOSE indices
for particular tautomeric forms are different for the phenyl and
naphthalene derivatives, respectively. For phenyl derivatives the
HOSE(ph) index is within the range of �30–40 kJ/mol for the OH
form and �70–100 kJ/mol for the HN form; the HOMA(ph) index
is found within the range of�1–0.9 for the OH form and�0.8–0.7
for the HN form. For the naphthalene derivatives, these values are
different: the HOSE(A) index is within the range of�20–60 kJ/mol
for the OH form and �80–140 kJ/mol for the HN form; the
HOMA(A) index is found to be within the range of �0.8–0.5 for
the OH form and �0.5–0.2 for the HN form. Based on these data
we confirm that the HOMA and HOSE aromaticity indices can be
applied in estimating the prevalence of a particular tautomeric
form for a particular aromatic formation (phenyl or naphthalene
etc).
The most interesting is the nonlinear HOMA(ph), HOMA(A)¼


f(HOMA(ch)) dependence, which demonstrates that a transition
from the OH tautomeric form to the HN tautomeric form calls
forth a decrease in the phenyl ring’s aromaticity and an increase
in the chelate chain’s aromaticity. Noticeably, the chelate chain’s

J. Phys. Org. Chem. 2008, 21 939–944 Copyright � 2008 John W

aromaticity of the HN form is approximately stable, whereas the
phenyl ring’s aromaticity tends to decrease. The explanation for
this phenomenon lies in the re-distribution of the rate of the
canonical structures for the HN tautomeric form. The growing
prevalence of the keto-amine canonical structure causes a
weakening of the A naphthalene ring’s aromaticity (this
confirmation is well substantiated for the phenolic complexes
in papers by Krygowski[2,29]), while the re-distribution between
the zwitter-ionic canonical structures and the keto-amine
canonical structures hardly changes the chelate chain’s aroma-
ticity. This reasoning gives proof of the rational use of canonical
structures in the description of the proton transfer tautomeric
form in the hydroxy aryl Schiff bases (Fig. 5).
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CONCLUSIONS


This paper scrutinized crystallographic structural data of four
hydroxy aryl Schiff bases in three different tautomeric forms. The
crystallographic structure of the o-hydroxy aryl Schiff base in
combination with crown ether was solved for the first time.
Compounds of this type can serve as light-optical switches,[47]


elements of electronic memory[48] and biologically active
compounds.[49] The analysis of the structural parameters of
the hydroxy aryl Schiff bases was completed for tautomeric
forms. It was found that the CO bond is the most reliable
characteristic for defining tautomeric equilibrium.
We accomplished an analysis of aromaticity with the assistance


of the HOMA and HOSE aromaticity indices of the phenyl and
naphthalene derivatives of the hydroxy aryl Schiff bases. It was
shown that the intramolecular proton transfer process in the
hydroxy naphthalene Schiff bases brings a simultaneous
decrease in theA ring’s (adjacent to the chelate chain) aromaticity
and an increase in the aromaticity of the B ring (distant from the
chelate chain). Moreover, it was found that the aromatic system,
strongly coupled with the chelate formation, plays an important
role in describing tautomeric equilibrium.
The logical reasons for the rational use of canonical structures


in describing tautomeric equilibrium in Schiff bases were
elucidated. The aromaticity balance was studied: the increase
in p-electron delocalization in the chelate chain during
the decrease in p-electron delocalization in the adjacent aromatic
ring and the increase in p-electron delocalization in the distant
aromatic ring under the shift of tautomeric equilibrium into the
direction of the proton transfer form.
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INTRODUCTION


Carbonyl compounds constitute an important group in organic
chemistry, because carbonyl groups are present as an essential
constituent of pharmaceutical, dyes, fragrances, industrially
important chemicals, and natural products.[1,2] Oxidation of
alcohols to carbonyl compounds is among the most important
functional group transformations available to the synthetic che-
mists.[3–7] Although, numerous methods have been developed,
there are still some limitations. Amongst them, stoichiometric
oxidants such as manganese dioxide,[8,9] chromium(VI)-based
oxidants,[10–13] hypervalent Iodine,[14–19] activated dimethyl
sulfoxides,[20–25] etc. in the organic solvents (DMSO, CH2Cl2,
and acetone) were the most commonly used. Though these
methods are being used in various types of organic syntheses,
there are also some drawbacks. As for the heavy metal oxidants,
apart from being expensive, form toxic wastes, whereas
hypervalent iodine, oxidants such as o-iodoxybenzoic acid
(IBX) are explosive on impact or on heating to more than
200 8C. The activated dimethyl sulfoxide gives rise to awfully
smelling dimethyl sulfide. Another most conventional industrial
oxidant,[26] nitric acid, though cheap, unavoidably forms various
nitrogen oxides. There are also aerobic oxidation methods
that use copper,[27–30] palladium,[31,32] and ruthenium com-
pounds.[33–36] Some of these methods are limited to benzylic
alcohols and also require two equivalents of the catalyst per
equivalent of the alcohol [27–29] or the presence of a base and
additives like di-(t-butyl azodihydrazine).[30] Additionally, other
heterogeneous catalyst systems reported include Ru/CeO2,


[37]


[RuCl2(p-cymene)]2 on activated carbon,[38] tetrapropyl
ammonium perruthenate (TPAP)/MCM-41,[39] Ru-hydroxyapatite,[40]


Ru-hydrotalcite,[41] Pd-hydrotalcite.[42] Nevertheless, most of
these systems are effective for only activated and benzylic
alcohols. There are a variety of method reported in literature,

g. Chem. 2008, 21 945–953 Copyright �

however, even the most commonly used catalytic oxidations
have some limitations such as pH of the medium, hazardous
reagents, and solvents, formation of side products, etc.[43–47]


Furthermore, most of these methods are carried out at very low
concentration levels, which may involve challenging product and
catalyst separation steps. Therefore, oxidation of alcohols with
common oxidant is now considered most desirable especially in
large-scale synthesis.
N-bromosuccinimide (NBS), a cheap and convenient reagent,


has recently received considerable attention as catalyst not only
for bromination, but also for various other organic transform-
ations.[48–59] NBS reacts differently with many organic com-
pounds, depending upon the nature of the reactant and reaction
conditions in solution. Recently, it is used in a variety of oxidation
reactions under various conditions, including the oxidation of
alcohols.[60–64] However, these alcohol oxidation reactions are
usually carried out using either anhydrous solvents or in acidic/
basic media at varied temperatures.[60–62] Moreover, the
selectivities observed were also not encouraging in some
cases.[65–69] Thus there is still demand for clean, safe, and
efficient procedures for the oxidation of various alcohols.
Green chemistry is becoming a central issue in both academic


and industrial research in the 21st century.[70–74] The recent
increased awareness of the detrimental effects of organic
solvents in the environment has led to rapid growth in the
research on alternative reaction media. Media considered
include: (a) the use of supercritical fluids [75] that have the

2008 John Wiley & Sons, Ltd.
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advantage of facile solvent removal and easy recyclability but
require high pressure; (b) fluorous based systems [76–79] that have
the advantage of being highly hydrophobic but expensive and
for which the solvents are probably innocuous but have the
disadvantage of being volatile; (c) more recently, environmentally
benign solvents such as ionic liquids,[80–83] water,[84–86] and
polyethylene glycol (PEG).[87–91] Ionic liquids have a particularly
useful set of properties, being nonvolatile and virtually insoluble
in water and alkanes but readily dissolving many transition metal
catalysts, at the same time, they are very expensive. While the use
of water as solvent is probably a desirable approach, this is often
not possible due to the hydrophobic nature of the reactants and
the sensitivity of many catalysts to aqueous conditions. PEG and
its monomethyl ethers are inexpensive, thermally stable,
recoverable, and nontoxicmedia for phase transfer catalysts.[92,93]


PEG is also a biologically acceptable polymer, which has been
used extensively in drug delivery and in bioconjugates as tool for
diagnostics. Important as it is, PEG has hitherto not been widely
used as a solvent medium but has been used as a support for
various transformations.[94–98] We herein report PEG 400 as the
reaction medium for the oxidation of alcohols to the correspond-
ing carbonyl compounds using NBS as oxidant. Themethodology
is clean, convenient, environmentally benign and the yield is
excellent.

EXPERIMENTAL SECTION


Materials


All the oxidants and substrates used were commercially available
and analytical grade. The substrates were used directly without
further purification.

General experimental procedure
for the oxidation of alcohols


NBS (0.178 g, 1mmol) was added to a stirred solution of alcohol in
PEG 400 (2 g) and the mixture was heated to the reaction
temperature (60 8C) with continuous stirring. At the end of the
reaction, the reaction mixture was diluted with water, extracted
with ethyl ether, and then the organic layer was dried over
anhydrous Na2SO4. The solvent was evaporated to dryness in
vacuo to give the crude product. The identity of the products was
confirmed by 1H NMR and by comparison with authentic samples
Scheme 1.

CALCULATION METHODS


All the electronic structure calculations were performed by
means of the Gaussian 98 program packages.[99] All structures
were optimized by density functional theory (DFT) methods,

Scheme 1. Oxidation of alcohols under optimized conditions


www.interscience.wiley.com/journal/poc Copyright � 2008

using Becke’s three-parameter (B3) [100,101] exchange functional
along with the Lee–Yang–Parr (LYP) [102] nonlocal correlation
functional (B3LYP).[103–105] The standard split-valence double-j
basis set with polarization functions on heavy atoms, 6-31G*, was
adopted. Solvation energies of the reactants and products as well
as the free energies of all the reactions were considered using the
polarizable continuum model (PCM) with the permittivities of
36.64, 8.93, 4.90, and 2.38 for CH3CN, CH2Cl2, CHCl3, and C7H8,
respectively. This approach has proven to provide a reasonably
good description of polarization effect of the solvent.

RESULTS AND DISCUSSION


The oxidation of a variety of activated and non-activated alcohols
was carried out by heating the reaction mixture of substrate
(1mmol) and NBS (1mmol) in PEG 400 (2 g) at 60 8C. Under these
conditions, most alcohols studied were smoothly converted to
the corresponding carbonyl compounds in excellent yields and
these results are presented in Table 1. Benzylic primary alcohols
(Table 1, entries 1–4) gave excellent yields of the corresponding
aldehydes in short reaction times without any noticeable
overoxidation to the carboxylic acids. Meanwhile, presence of
benzene ring adjacent to the —OH group in the alcohol appears
to enhance the conversion. For example, benzyl alcohols (Table 1,
entries 1–4), a-methyl benzyl alcohol (Table 1, entry 5), and
benzhydrol (Table 1, entry 6) were found to be very reactive and
required shorter reaction time for the oxidation. Furthermore,
aromatic substituted alcohols (Table 1, entries 1–6) were found to
be more reactive than alicyclic alcohols (Table 1, entries 8–9). The
calculation at the B3LYP/6-31g* level by means of DFT method
shows that the C—H (the hydrogen on the carbon atom bearing
the —OH group) bond energy of cyclohexanol was 27.87 and
33.32 kcal/mol larger than that of benzyl alcohol and a-methyl
benzyl alcohol, respectively. This strongly indicates that the
substitute of hydrogen (on the carbon atom bearing the —OH
group) by bromine is more easily for benzyl alcohol and a-methyl
benzyl alcohol compared with cyclohexanol. Therefore, the
calculation result is a good answer to the question: why aromatic
substituted alcohols are more reactive than alicyclic alcohols. In
addition, it is noteworthy to mention that neither oxidation nor
addition was observed in the carbon–carbon double bond of
cinnamyl alcohol (Table 1, entry 7), keeping intact the functional
group.
Competitive reactions were also done with a series of


para-substituted benzyl alcohol derivatives in order to evaluate
the influence of electronic factors on the reaction. From the
results (Table 1, entries 1–3) we can see: electron-releasing
substituents on benzyl alcohol enhance the reaction rate.
Theoretical study of the substituent effect was also carried out
by DFTmethod to compare with the experimental outcomes, and
the calculation results (Table 5, entries 1–3) show that the free
energies for the oxidation of benzyl alcohols with electron-
releasing substituents is smaller than those with electron-
withdrawing substituents. This indicates that electron-releasing
substituents on benzyl alcohol could enhance the reaction rate.
The experiments and the calculations are compatible with each
other very well.
To check the efficiency and at the same time evaluate the


scope of this procedure, the oxidation of primary aliphatic
alcohols was also examined. It was surprising to find that for
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Table 1. Oxidation of alcohols to carbonyl compounds


Entry Substrate Product Time (h) Yield (%)a


1 1.0 94


2 1.0 98


3 2.0 92


4 2.0 99


5 2.0 95


6 2.0 98


7 4.0 57


8 6.0 83


9 8.0 87


a Yield was determined by GC.
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Scheme 2. Oxidation of primary aliphatic alcohols


Table 2. Effect of the temperaturea


Entry Substrate
Temperature


(8C)
Time
(h)


Yield
(%)b


1 Benzyl alcohol r. t. 2.0 69
2 Benzyl alcohol 40 1.0 64
3 Benzyl alcohol 60 1.0 94
4 Benzyl alcohol 80 1.0 89
5 Benzyl alcohol 100 1.0 75


a Reaction conditions: substrate (1mmol), NBS (1mmol), PEG
400 2 g.


b Yield was determined by GC.


Figure 1. The free energies (kcal/mol) of the oxidation of benzyl alcohol


at different temperature
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2-phenylethanol (1), besides phenylacetaldehyde (1a, 1%), and
unreacted 2-phenylethanol (1, 78%), the substitution products
2-bromoethyl benzene (1b, 9%), and 4-bromo-benzeneethanol
(1c, 12%) were also obtained; however, for n-octanol (2), affording
the overoxidated product octanoic acid (2a, 2%) and substituted
product 1-bromo-octane (2b, 15%), instead of the expected
octanal (Scheme 2). It is known that NBS oxidation of organic
compound is complicated by parallel bromine oxidation,
accordingly, these results indicate that this methodology fails
in the case of primary aliphatic alcohols, but it is very efficient for
primary and secondary aromatic alcohols as well as alicyclic
alcohols. Previous study also shows that both primary and
secondary aromatic alcohols having the —OH group on the
carbon adjacent to the aromatic nucleus are oxidized by
N-bromoacetamide (NBA) or NBS to aldehydes and ketones in
good yields, however, aliphatic primary alcohols as well as
aromatic alcohols in which the hydroxyl group is not so located,
for example, 2-phenylethanol, 3-phenyl-1-propanol, cinnamyl
alcohol, benzylisopropylcarbinol C6H5CH2CHOHCH(CH3)2, and
(C6H5CH2)2CHOH, dibenzylcarbinol, give the corresponding
carbonyl compounds in yields below 1%.[106]


Optimizing the reaction conditions


With a view to evaluate the molar ratio of substrate to NBS, the
oxidation of benzyl alcohol to benzaldehyde was examined. In
the absence of NBS, no reaction was found, and with the increase
of the amount of NBS, the reactivity of the reaction increase, but
when NBS was increased to more than 1.0 equivalent, there’s no
increase in the yield of benzaldehyde. That is to say, 1.0
equivalent of NBS is enough for the oxidation and there is no
need to increase the amount of NBS.


Experimental and theoretical study
of the temperature effect


In order to evaluate the efficiency of the reaction, the oxidation of
benzyl alcohol at different temperature was carried out and the
results were collected in Table 2. From the results we can
conclude that with the increase in the temperature, the yield of
the reaction increased, but it began to decrease when the
temperature was increased to higher, 60 8C was selected as the
reaction temperature in the following reaction.

www.interscience.wiley.com/journal/poc Copyright � 2008

Theoretical work was also done in order to test the effect of
temperature on the reaction. The free energies for the oxidation
of benzyl alcohol to benzaldehyde were calculated at different
temperature (25, 40, 60, 80, and 100 8C, respectively) at the
B3LYP/6-31g* level, and the results are collected in Fig. 1. From
the results we can conclude: with the increase in the temperature,
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Table 3. Effect of the various solventsa


Entry Substrate Solvent Time (h) Yield (%)b


1 Benzyl alcohol PEG 400 1.0 94c


2 Benzyl alcohol CH3CN 1.0 80
3 Benzyl alcohol CH2Cl2 1.0 77d


4 Benzyl alcohol CHCl3 1.0 65
5 Benzyl alcohol C7H8 1.0 37


a Reaction conditions: substrate (1mmol), NBS (1mmol), sol-
vent (3ml) at 60 8C.
b Yield was determined by GC.
c PEG 400 2 g.
d Reaction at refluxing temperature.


Table 4. (Continued)


CH3CN CH2Cl2 CHCl3 C7H8


�10.73 �8.84 �7.16 �4.25


�6.43 �5.32 �4.32 �2.58


�6.43 �5.31 �4.31 �2.58


�7.51 �6.24 �5.10 �3.07


�8.53 �7.09 �5.78 �3.48


OXIDATION OF ALCOHOLS TO ALDEHYDES AND KETONES

the free energies of the reaction decrease, that is to say, the
reaction occurs more easily at higher temperature, however, our
experimental results show that the yield of the reaction decreases
when the temperature is increased to higher than 60 8C. The

Table 4. Solvation energies (kcal/mol) of reactants and pro-
ducts in different solvents


CH3CN CH2Cl2 CHCl3 C7H8


�9.03 �7.46 �6.05 �3.60


�9.96 �8.20 �6.63 �3.93


�13.24 �11.12 �9.14 �5.58


�10.57 �8.78 �7.16 �4.31


�8.62 �7.05 �5.67 �3.34


�10.90 �8.98 �7.26 �4.34


(Continues)


�10.54 �8.84 �7.29 �4.41


�8.90 �7.45 �6.12 �3.72


�6.74 �5.59 �4.55 �2.73


�9.17 �7.58 �6.15 �3.66


�10.00 �8.30 �6.77 �4.07


�5.45 �4.58 �3.78 �2.32


�5.37 �4.52 �3.73 �2.30
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Table 5. The free energies (kcal/mol) of all the reactions in different solvents


Entry Substrate CH3CN CH2Cl2 CHCl3 C7H8


1 �45.49 �44.67 �43.94 �42.50


2 �59.71 �46.33 �45.54 �44.23


3 �41.79 �41.03 �40.36 �39.00


4 �46.66 �45.96 �45.27 �43.80


5 �46.60 �46.12 �45.61 �43.98


6 �48.08 �47.59 �46.86 �45.17


7 �46.57 �44.33 �43.84 �43.81


8 �44.04 �43.18 �42.38 �40.60


9 �46.15 �45.37 �45.06 �44.01
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Table 6. The dipole moment of NBS in different solvents


Solvent CH3CN CH2Cl2 CHCl3 C7H8
m(D) 3.65 3.54 3.43 3.22


OXIDATION OF ALCOHOLS TO ALDEHYDES AND KETONES

exact reason for the divarication between experimental results
and theoretical outcomes is not clear at this moment, but we
think it maybe for the reason that the properties of PEG are
related to temperature, for example, PEG is stable at normal
temperature but when the temperature is increased to 120 8C or
higher, oxidation reaction with air could occur. Therefore, higher
temperature than 60 8C is not suitable for the reaction.


Experimental and theoretical study of the solvent effect


Solvent is an important factor in organic reaction, it has some
effects on the chemical equilibrium, rate as well as the
mechanism of the chemical reaction. To evaluate the efficiency
of this method, we also carried out the oxidation of benzyl
alcohol to benzaldehyde in other different organic solvents
besides PEG 400, and these results are shown in Table 3. Although
among the various common solvents studied, acetonitrile was
found to be more suitable, but in general, PEG 400 was the best
one and required shortest reaction time.
Theoretical study of the solvent effect of four different organic


solvents on both reactants and products are carried out using the
PCM also at the B3LYP/6-31g* level, and the results are collected
in Tables 4 and 5. For PEG is a polymer, it is difficult to calculate its
interaction with chemical compounds by the Gaussian 98 suite of
program with the PCM. Therefore, the theoretical explanation for
PEG’s effect on the reactions can only be done based on the
tendency obtained from the calculated results of the selected
solvents other than directly with calculations.
The calculated results (Table 4) indicate that with the increase


in solvent polarity, the interactions between solvent and
reactants as well as solvent and products increase, which means
that increasing the polarity of solvent could stabilize the reactants
as well as products. As for PEG 400, its polarity is the highest
among all the solvents selected, thus inducing from the results in
Table 4, it could stabilize the reactants and products even more.
As can be seen from the calculated free energies of all the


reactions in four different solvents (Table 5): with the increase in

Scheme 3. Two possible reaction mechanisms
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solvent polarity, the free energies of all the reactions decrease,
which indicates that the reaction occurs more easily in polar
solvent than in apolar one from thermodynamic point of view.
This is very well in accordance with the solvation energy results in
Table 4. Consequently, in the reaction, polar solvent (PEG) is
preferred.
It is assumed that the remarkable enhanced reaction rates


could possibly be explained by the enhancement of the reactivity
of NBS as a result of increased polarization of the N—Br bond in
the more polar PEG medium.[107,108] To support this idea,
Srinivasan et al.[108] recorded the 13C NMR spectrum of NBS in IL
([bbim]BF4), DMF, CH3CN, and CCl4, respectively. The increased
polarization of the carbonyl group of NBS from the non-polar CCl4
to the polar solvent IL ([bbim]BF4) supports the above hypothesis.
Meanwhile, the dipole moment of NBS in the four selected
solvents (CH3CN, CH2Cl2, CHCl3, and C7H8) was also calculated
with the DFT method and the results were collected in Table 6,
the results indicate that the dipole moment of NBS in solvent
increases with the increase in solvent polarity, which means an
enhanced polarization of N—Br bond in polar solvent. PEG is a
more polar solvent than CH3CN, hence it may increase the
polarization of N—Br bond even more and therefore the
reactivity of NBS for the alcohol oxidation under our optimized
conditions.
The mechanism of the oxidation has not been clearly


established, although two interpretations have been
advanced.[109] One involves the formation of hypobromite
species 1 and the other proceeds through bromine substitution
of an hydrogen on the carbon atom bearing the —OH group, as
shown in Scheme 3:
It has been suggested that the primary or secondary alcohol


forms a hypobromite species 1 [110] which readily loses hydrogen
bromide to form the carbonyl product. Meanwhile, there are
also several lines of evidence in support of the B. For example,
the oxidative cleavage of ethyl benzyl ether, which cannot
form a hypobromite, is effected readily by NBS to form
benzaldehyde.[111] Moreover, the rupture of the C—H bond and
the formation of a C—C1 bond are illustrated by the conversion of
benzaldehyde to benzoyl chloride using N-chloro succinimide.[112]


Which mechanism is more possible in the reaction? With this in
mind, we calculated the free energy of the reaction for the
formation of both 1 and 2 (Scheme 3). The oxidation of benzyl
alcohol was selected as model and the results show that the free
energy of path A and B in Scheme 3 is 1.18 and �30.80 kcal/mol,
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respectively. This means that path B is a more reliable mechanism
in the reaction. Furthermore, succinimide 3 is also detected in the
reaction mixture by GC-MS analysis.

CONCLUSIONS


PEG offers a convenient, efficient, inexpentsive, non-ionic liquid,
and eco-friendly reaction medium for the oxidation of a variety of
activated and non-activated alcohols with NBS as oxidant. The use
of NBS as oxidant makes this protocol more advantageous than
previously reported methods. Meanwhile, using PEG as solvent
makes it environmental friendly than organic solvents commonly
used. Furthermore, the simplicity of the system, selective
oxidation of alcohol in the presence of C–C double bond, simple
reaction conditions and excellent yields of the products make it a
facile, ideal, and attractive synthetic tool for the oxidation of
alcohols to the corresponding carbonyl compounds. Moreover,
the experimental results of the reaction were proved by DFT
calculations with the Gaussian 98 suite of program.
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INTRODUCTION


During the last decade the feasibility of molecular electronics has
been demonstrated by studying properties of single molecules in
the Ångstrom length scale[1,2] as well as bulk polymeric systems in
the micrometer scale. In fact, the latter ‘plastic electronics’ have
resulted in the first commercially available polymer-based
light-emitting diodes.[3–5] p-conjugated organic molecules are
known to possess attractive optical, electrical and optoelectro-
nical properties.[6–10] Their supramolecular self-assembly pro-
cesses[11] can give access to defined shape-persistent objects
under thermodynamic control which appears to be an alternative
to traditional methods and their shortcomings.[12–15] Organic
rod-like molecules[16,17] like oligothiophenes,[7,18] perylenes,[19,20]


pentacenes[21] and oligo-p-phenylenes[22–25] have therefore
been studied in the literature both as model systems and
applications.[26,27] Phenylenes, like p-hexaphenylene, and
a-thiophenes, like a-sexithiophene, crystallise as organic nano-
wires on various substrates after vapour deposition.[28–51] In such
fibres, lasing after optical pumping[52–54] and wave guiding[55–57]


has been observed. Recent reports have appeared on the
synthesis[58] and growth of nanoaggregates[59–61] from the
groups of Lützen, Al-Shamery and Rubahn, our experimental
collaborators. They have been able to synthesize several
substituted quaterphenylenes as monomeric building blocks
which form nanofibres after subsequent deposition in vacuum.
It is known that molecules with the electron-donor,


p-conjugation, electron-acceptor arrangement (D–p–A) gener-
ally exhibit nonlinear optical (NLO) properties.[62,63] Functiona-
lisation of the molecular building blocks – in our case
p-phenylenes (Scheme 1) – with appropriate donor and acceptor

g. Chem. 2008, 21 954–962 Copyright �

substituents will hence give molecular building blocks for
custom-made nanofibres with tailored NLO properties. Varying
the number of phenyl rings is another way of tailoring the
molecule. When combining the possibility of functionalising
the molecule, particularly asymmetric substitution, and varying
the number of rings, a large set of possible synthetic targets
results. Since not all possible functional groups are readily
available for synthesis and an increased chain length poses
additional synthetic difficulties due to diminishing solubility, one
aim of this study is to design a set of substituents together with
the optimal length of the molecular building block which should
then guide the synthetic chemists in the preparation of new
phenylenes.
The theoretically obtainable property that is to be used to


compare structures is the hyperpolarisability (b) as this is directly
related to the desired optical properties of the nanofibres. Many
theoretical studies evaluating hyperpolarisabilities[64–67] at
various levels ranging from semiempirical[68–74] to ab initio
(SCF, density functional theory (DFT), electron correlation)[75–84]


methods have appeared in the literature. A known limitation of

2008 John Wiley & Sons, Ltd.







Scheme 1. p-Poly-phenylenes; the chain length is defined as the num-


ber of aromatic rings n
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predicting this property is that the experimentally measured
value is dependent on the properties of the individual molecule
and on the molecular assembly.[85] However, it seemed
reasonable to expect that the predicted b values of the molecular
building blocks would provide a good qualitative trend for our
goal of molecular design. A study of p-hexaphenylene has shown
that a coplanar arrangement of the phenyl rings is important for
the self-assembly process[86] and for the optical properties.
Another purpose of this account is therefore to study the
influence of the structure of the phenylenes on the hyperpolari-
sability. In addition to the above-mentioned goals, this in-depth
theoretical study also focusses on determining a method for
predicting this property that will allow reliable qualitative
comparisons with experimental data.


COMPUTATIONAL METHODOLOGY


All calculations were performed with the programme package
Gaussian 03.[87] To determine an adequate theory level several
methods and basis sets were compared. Pople’s basis set 6-31G(d)
[88,89] was used as the default. Larger basis sets (6-311G(d,p) and
6-311G(2d,2p)) combined with the standard Hartree–Fock (HF)
method for optimisation and additionally with 6-311G(3df,2pd)
were employed to evaluate the influence of basis set on
hyperpolarisability. DFT with the B3LYP functional[90,91] and
Møller–Plesset (MP2) perturbation theory were also trialled for
the optimisations of the ground state geometries. The
hyperpolarisability was evaluated using the same theory level
as the geometry optimisation as well as HF and MP2 levels of
theory with B3LYP optimised geometries. Default values for DFT
grid integration, SCF and optimisation thresholds were used. The
nature of all stationary points as true minima was confirmed by
calculating harmonic frequencies.
Static hyperpolarisabilities (v¼ 0) were calculated analytically


where available (HF), otherwise (MP2 and B3LYP) a numerical
finite-field procedure with the default settings (step size
0.001 a.u.) was employed. A tight SCF energy convergence
criterion for all hyperpolarisability calculations was used.
The Cartesian hyperpolarisability components in standard
orientation from the output were combined to give


bjjð0Þtheory ¼
1


5


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
x þ b2


y þ b2
z


� �r
; ba ¼


P
j


bajj þ bjaj þ bjja


� �
.[92]


The aim of our study is to provide a qualitative and reliable
comparison between phenylene molecules, as a first approxi-
mation the effect of solvation was neglected as it is assumed to
cancel for the closely related systems investigated herein.[93,94]


RESULTS AND DISCUSSION


Choice of theoretical level


For calculating accurate quantitative b values it is claimed that
relatively large basis sets and post-SCF methods are a

J. Phys. Org. Chem. 2008, 21 954–962 Copyright � 2008 John W

necessity.[95] However, recent literature has shown that smaller
basis sets such as the double-zeta 6-31G(d) can be relied on to
give reasonable qualitative trends.[82–84] DFTmethods are known
to give reasonably accurate geometries, thermodynamics and
vibrational spectra[96] at a low computational cost. However,
conventional hybridmethods, such as B3LYP, have been shown to
significantly overestimate b values for other p-conjugated
push–pull systems.[82] Although there exists new long-range
corrected functionals for more accurate prediction of NLO
properties they are not yet publicly available.[97–100] In the
present study, we evaluated several combinations of methods for
the calculation of hyperpolarisabilities and underlying geome-
tries.
Additionally, a previous work[101] has observed correlations


between hyperpolarisability and empirical Hammett constants,
which is unsurprising given that NLO properties are related to the
electronic structure of the aromatic system. Such constants may
not provide information on the effect of phenylene chain length;
however, they may be useful for predicting the relative
substituent effects and were also worth investigating. As there
is only a limited number of experimental data on larger
substituted phenylenes available we employed known hyperpo-
larisability values for para-disubstituted benzenes and biphenyls
to optimise our level of theory (Table 1).
It should be pointed out that the experimental measurement


of hyperpolarisabilities is not a trivial one and this task becomes
even more complex when examining aggregated systems such
as the nanofibres formed from phenylenes. Additionally, different
conventions are used for expressing b, depending on the
experimental method and conditions, although they are related
by linear scaling factors.[92] As our work focusses on qualitative
results, and all experimental results herein are derived from the
same laboratory and therefore use the same convention, no
scaling factors have been applied when comparing with
experiment.
For the biphenyls studied the correlation between experiment


values and the four test methods (HF NLO properties on HF and
B3LYP geometries and MP2 NLO properties on MP2 and B3LYP
geometries) were similar (0.91–0.94). Hyperpolarisabilities of
substituted benzenes are even better reproduced (0.97–0.98).
The Hammett constants (sp) also have a reasonable degree of
correlation (0.78 and 0.91) indicating that they may be useful as a
rough guide for molecular design.
The effect of enlarging the basis set (Table 2) confirms


Jacquemin’s report[83] that the 6-31G(d) basis set appears to be
adequate for predicting NLO properties. It is certainly adequate
for our purpose of devising a reliable utility theory level. When
applying larger basis sets, only a very slight decrease of the
computed hyperpolarisabilities is observed.
Although MP2-derived hyperpolarisabilities are generally


considered to be superior due to its electron correlation
treatment,[82–84,106,107] all levels of theory give similarly good
trends. Taking into account the low computational cost of the HF
and B3LYP calculations and the known accuracy of B3LYP
geometries (an additional comparison of MP2/ and B3LYP/
6-31G(d) geometries of phenylenes shows almost identical data)
the HF/6-31G(d)//B3LYP/6-31G(d) level is the obvious choice as
the utility theory level combination for the rest of the study.
There is one noteworthy observation in the above data.


Typically, our calculated hyperpolarisabilities in Table 1 are larger
than the experimental ones, the extent depending on method
and on the size of the actual values; smaller number are usually
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Table 1. Calculated hyperpolarisabilities (bjj(0); 10
�30 esu) in comparison to literature mono and p-disubstituted benzene and 4,4’


disubstituted biphenyl values (unadjusteda bm (2v) EFISH)


Substituents on benzene Experiment[102]
HF/6-31G(d)//
B3LYP/6-31G(d)


HF/6-31G(d)//
HF/6-31G(d)


MP2/6-31G(d)//
B3LYP/6-31G(d)


MP2/6-31G(d)//
MP2/6-31G(d) sp


[103,104]


CN H 0.4b 0.1 0.1 0.4 0.5 0.66
NO2 H 1.9b 1.0 0.7 2.3 2.5 0.78
NO2 OH 3.0c 3.8 3.1 7.1 7.3 1.15
OMe NO2 5.1c 4.3 3.5 8.5 8.6 1.05
NH2 NO2 9.2d 6.8 5.5 12.4 11.9 1.44
NMe2 NO2 12.0d 10.4 8.5 19.7 18.3 1.41
Paired correlatione 0.98 0.98 0.98 0.97 0.91


Substituents on biphenyls Experiment[105]
HF/6-31G(d)//
B3LYP/6-31G(d)


HF/6-31G(d)//
HF/6-31G(d)


MP2/6-31G(d)//
B3LYP/6-31G(d)


MP2/6-31G(d)//
MP2/6-31G(d) sp


[103,104]


CN H 1.9b 3.7 2.6 5.1 4.7 0.66
C(O)Me H 2.0b 5.5 4.2 8.3 7.7 0.50
NO2 H 4.1b 8.1 5.4 12.2 11.6 0.78
OMe C(O)Me 4.9b 11.3 8.8 18.7 16.5 0.77
CN OH 6.3b 6.8 6.8 10.2 11.6 1.03
NO2 OH 7.7b 14.3 10.1 22.8 20.2 1.15
OMe NO2 9.2b 15.6 11.0 25.7 18.1 1.05
NH2 NO2 24f 21.3 14.4 34.9 23.6 1.44
NMe2 NO2 50f 29.4 19.2 52.3 39.0 1.41
Paired correlatione 0.93 0.91 0.94 0.93 0.78
a There are different conventions in reporting experimental hyperpolarisabilities,[40] the values given herein are those reported in the
original reference.
bcdfEFISH measurement as (b) neat or solute in (c) dioxane, (d) acetone or (f ) chloroform.
e The paired correlation indicates how well a scaled calculated value would predict the experimental value.
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strongly overestimated, and there is an approximately ‘cubic
drop’ of this effect in biphenyls. However, there are two
exceptions to this trend, both concerning the CN substituent
(1st and 5th line in the second part of Table 1), where
hyperpolarisabilities are calculated relatively too low. The same
is found for the benzenes but the limited number of entries
does not allow a definite conclusion. It appears that all
methods cannot correctly reproduce hyperpolarisabilities of
molecules containing a cyano group.


Influence of the phenylene chain length


It has been shown that for linear structures the length of the
conjugated system[63] affects the NLO response properties. Some
materials have a maximum[108] and other materials show a

Table 2. Effect of basis set on calculated hyperpolaris
level of theory


Substituents
6-31G(d)//
6-31G(d)


6-311G(d,p)//
6-311G(d,p)


CN, H 6.8 6.6
OMe, NO2 11.0 10.0
NH2, NO2 14.4 13.4


www.interscience.wiley.com/journal/poc Copyright � 2008

steadily decreasing benefit of chain length[85] for b. Regardless of
which behaviour occurs the property density, which is important
for use of the material in a device, will show a maximum because
the volume of the phenylene molecules will increase almost
linearly with chain length.[68] Experimentally p-phenylenes
nanofibres become longer with increasing chain length, and
the mutual alignment of the nanofibres increases.[109] At the
same time the difficulty of preparation and materials handling
increases with chain length. When designing a molecule it will
therefore be important to find the best trade-off between
property density and chain length.
The calculations above used to define the methodology


involved substituted benzenes (n¼ 1) and biphenyls (n¼ 2). The
investigation was now extended to substituted phenylenes with
chain lengths of 4 and 6, and to a limited number of phenylenes

abilities (10�30 esu) for biphenyls at Hartree–Fock


6-311G(3df,2pd)//
6-311G(d,p)


6-311G(2d,2p)//
6-311G(2d,2p)


6.5 6.4
9.7 9.7


12.9 12.8


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 954–962







Figure 1. Effect of phenylene chain length on the calculated b, normal-


ised across substituents and for molecular volume


Table 3. Hyperpolarisability b (10�30 esu; HF/6-31G(d)//
B3LYP/6-31G(d)) and HOMO–LUMO gap (kJ/mol) of different
monosubstituted p-quaterphenylenes H–Ph4–X


X b


HOMO–LUMO
gap


H 0.00 428.8
2,5-dimethylpyrrole 0.22 357.9 (420.0)a


Cl 0.26 424.0
F 1.54 428.1
OH 6.54 417.9
pyridineb 6.91 421.7
OMe 7.25 413.9
SMe 7.50 404.0
NH2 12.45 397.2
CN 13.42 396.7
C(O)Me 13.57 389.3
COOMe 13.69 401.8
NMe2 17.91 377.4
NO2 23.58 338.1


a The value in parenthesis is the difference between LUMO and
HOMO-1.
b Pyridine is used as the fourth aromatic ring (4-Py-Ph3-H).
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with 3 and 8 repeat units. The b values for each phenylene
substituent pair were normalised to the average of the
corresponding hyperpolarisabilities at n¼ 4 and n¼ 6 (formula
in Fig. 1). The known unit cell dimensions of the crystal structure
of the unsubstituted molecules[110] were used to normalise for
volume (the normalised b is divided by the length of
unsubstituted phenylene), allowing comparison by neglecting
the volume of the substituents.
As shown in Fig. 1, the predicted hyperpolarisability asymp-


totically approaches a maximum with the per-unit increase
becoming insignificant after n¼ 6. The b density has a maximum
for terphenylenes, with only a minor reduction when going to
quaterphenylenes. This is similar to the semiempirical results of
Morley on p-amino, p’-nitro-substituted phenylenes[68,111] which
showed a maximum at a chain length of 3 and demonstrates its
general applicability for donor–acceptor-substituted phenylenes.
Given that experimentalists have great difficulties preparing
phenylenes with more than four aromatic rings – the solubility
decreases dramatically[112] – our results indicate that this is also
the optimal chain length for this material.


Substituent effects


The major method of tailoring the optical properties was
anticipated to be through varying the substituents. Using a
computer allowed us to predict and compare a large range of
substituents. The list of substituents employed in the evaluation
of a theoretical approach was extended with other known
electron-donors or acceptors. Table 3 provides the results
obtained for mono-substituted p-quaterphenylenes which is
considered the optimal length from the previous section. The use
of only one substituent will allow us to classify them and to

J. Phys. Org. Chem. 2008, 21 954–962 Copyright � 2008 John W

determine whether the effect of a combination of groups is
additive.
There are three classes of substituents with low, medium and


high influence on the hyperpolarisability. All of them possess an
electron-withdrawing effect to some extend. The first three
groups in Table 3 (excluding H which leads to a centrosymmetric
and hence inactive molecule) appear to have similarly strong �I
(inductive) and þM (conjugative) effects which cancel them-
selves out and lead to only small b values. For the (thio)alkoxy
substituents it is known that the electron-donating conjugation
effect dominates the �I effect, so that they can be classified as
mild pushing groups (with medium NLO properties). Among the
strongest substituents with respect to the generated hyperpo-
larisability in Table 3 are those which have very strong inductive
and conjugative effects. All carbonyl group-containing substi-
tuents and in particular the nitro and cyano groups are strong
pulling groups with large �I and �M effects. In addition, the
amino substituents are dominated by their strong þM effect and
lead to pronounced electron donation.
As one can expect, the electron-withdrawal and -donation are


additive when two opposite effects (push/pull) are present in
disubstituted phenylenes. All combinations investigated herein
show slightly larger b values (5–15%) than the added total of the
individual substituents.[113] It is understandably different when
two groups with the same effect are attached to the phenylene;
in MeO—Ph4—NH2, the added hyperpolarisabilities (from
Table 3) would be 19.7, but the calculated value is only
5.4 10�30 esu.
In Table 1, the Hammett constants sp, which are known to


reflect the donor/acceptor effect of a substituent, show a high
degree of correlation between calculated b and the difference
between the sp values s


p
i � s


p
i00


�� ��� �
for the substituents of each


molecule. This comparison has therefore been extended to our
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Figure 2. Comparison of the effect of substituents on hyperpolarisability


(10�30 esu; normalised to chain length) and the corresponding absolute


difference in Hammett constants Figure 3. Comparison of calculated HOMO–LUMO gaps (kJ/mol) with


calculated hyperpolarisability (10�30 esu) for a variety of substituted


phenylenes
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predictions for chain lengths of 3, 4, 6 and 8, normalised with
respect to the effect of chain length. Here again a clear correlation
between calculated b and s


p
i � s


p
i00


�� �� is observed (Fig. 2) which (a)
corroborates the theory that the hyperpolarisability is influenced
by the same electron-donating or -withdrawing effects that are
modelled by the Hammett constants and (b) Hammett constants
can be applied also to systems with larger conjugated p-systems.
As a first approximation, these constants and a chemist’s
knowledge of the electron donating or withdrawing effect of
a substituent are good guides to the effect it will have on the
hyperpolarisability at a given chain length.
In Table 3, one can clearly see a general decrease of the


HOMO–LUMO gap (as a measure of the band gap, from B3LYP/
6-31G(d) optimisations) when going to more ‘hyperpolarisabil-
ity-effective’ substituents. The one major exception in this table is
2,5-dimethylpyrrole as terminal substituent. It possesses a
different HOMO (p-system of the heterocycle), the comparable
orbital containing the conjugated p-system is the HOMO-1 which
fits the correlation nicely. Figure 3 contains a comparison of the
HOMO–LUMO gap with calculated hyperpolarisabilities across
substituent and chain length. A linear correlation is found
(R2¼ 0.71, gap¼�0.0013 bþ 0.164 across all data points,
R2¼ 0.77, gap¼�0.0010 bþ 0.156 excluding the short chain
lengths which account for the spread of values at the lower
hyperpolarisabilities); this demonstrates that the hyperpolaris-
abilities should be correlated to other properties dependent on
the HOMO–LUMO gap such as UV absorption.


Influence of inter-ring angle


One expects that phenylene structures calculated in the gas
phase will have some offset angle between adjacent rings. This

www.interscience.wiley.com/journal/poc Copyright � 2008

molecular configuration results essentially from the competition
between two antagonistic effects: the repulsion between the
ortho-H atoms on two adjacent rings and the intermolecular
forces which tend to restore planarity. Indeed, the optimised gas
phase geometries are always non-planar but on the other hand,
X-ray crystal structures of ter- and quaterphenyl show a mean
planar structure at room temperature[114,115] which changes to
alternating structures at low temperature (110 K; inter-ring angles
268 and (17.1 and 22.78), respectively). In addition, the only
available solid state structure of hexaphenylene also possesses a
largely planar structure with herringbone-like packing.[86]


Furthermore, a semiempirical study has shown a significant
effect of the phenyl torsion on the hyperpolarisability.[116] Here
two alternate geometrical arrangements were compared: a
helical motif, with each ring offset to its preceding neighbour in
the same direction, or a planar structure by constraining the
inter-ring angle.
The optimised gas phase structures for the phenylenes have


adjacent phenyl rings at an offset angle of approximately
36� 28.[117] This is in accordance with another recent study on
chain length and torsion in poly-phenylenes.[118] Phenylene
geometries constrained to be planar are energetically less
favourable in gas phase though with a larger predicted b. The
energetic effect of planarity is relatively independent of
substituent: the energy difference between planar and helical
structure increases linearly with chain length, with an average
increase of 6.7–6.9 kJmol�1 per phenyl–phenyl torsion angle.
Table 4 and Fig. 4 show that planarity of a structure increases the
hyperpolarisabilities and that this effect intensifies with pheny-

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 954–962







Table 4. The effect on the hyperpolarisability (10�30 esu) of planar and helical geometries of the phenylene ring system


Chain length n 2 4 6 8


Substituents Helical Planar Helical Planar Helical Planar Helical Planar


C——OMe H 17.2 32.8
C——OMe NH2 33.3 65.9
OMe C——OMe 26.4 51.9
OMe NO2 40.2 82.2
CN H 13.4 25.1 18.7 39.5
OMe CN 22.6 41.8 28.1 59.1
H NO2 8.1 11.0 23.6 42.2 30.7 62.1 33.9 71.3
NH2 NO2 21.3 27.4 40.3 72.7 47.3 96.9 50.7 107.7
OMe Cl 8.1 16.1
OMe H 7.3 12.8
OMe NH2 5.4 9.2


Average ratio (sn�1) 1.3 (0.04) 1.9 (0.08) 2.0 (0.07) 2.1 (0.01)


Figure 4. The ratio of hyperpolarisability of planar to helical phenylene
structures compared with chain length (from Table 4)


Figure 5. Effect of torsional rotation in NH2–Ph4–NO2 on hyperpolari-


sability (10�30 esu): rotation of the terminal NH2-bearing phenyl ring from


a planar structure
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lene chain length, independent of substitution. The effect of
having a planar structure and rotating a single, terminal phenyl
ring in NH2—Ph4—NO2 is shown in Fig. 5. Here hyperpolarisa-
bility falls from 73 to 39� 10�30 esu and follows an approximately
sinusoidal shape. As p–p conjugation between adjacent rings is
dependent on the inter-ring angle the observed decrease in
hyperpolarisability is unsurprising.
A constant ratio of hyperpolarisabilities for helical and planar


structures is observed for each chain length n, regardless of
substitution, and with longer phenylenes it asymptotically
approaches a value above 2.1. The consistent sensitivity of the
hyperpolarisability to substituent regardless of geometry means
that our helical gas phase data will qualitatively predict the

J. Phys. Org. Chem. 2008, 21 954–962 Copyright � 2008 John W

substituent effects as long as crystal packing imposes the same
structural constraints on the molecules in the nanofibres.

CONCLUSIONS


The qualitative description of hyperpolarisability in poly-
phenylenes is well described already by the medium-level

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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theory used in this study. It should again be emphasised that our
aim is not to accurately reproduce experimental data; instead it is
to get a qualitative understanding of the NLO properties of
phenylenes. Not surprisingly within our context Hammett s


constants reasonably well describe b but cannot replace
calculations for reliable data. Our work confirms and extends
the semiempirical work of Morley and co-workers on phenylenes.
We also determined the optimum chain length of phenylenes at
n¼ 3 or 4 and the influence of the geometrical arrangement, with
co-planarity being favourable over the more stable (in gas phase)
helical structure, with respect to hyperpolarisabilities. Combining
the computationally affordable approach and the results
presented here on substituent influence on b with experimental
constraints allows the design of phenylenes with tailored NLO
properties.
This study solely deals with single molecules and provides a


methodology to investigate push–pull phenylenes and their
NLO properties. When investigating the building blocks or the
nanofibres thereof in a solid state, the interaction between
phenylene chains, fibre morphology and orientation become
important. Therefore, studies on the interaction between
several phenylene chains, the structures of these aggregates
and their properties are underway. Given the reliability of our
approach, a significant deviation between experiment and
prediction will confirm the importance of these structural
factors. It will be interesting to see how our predictive approach
will perform when derived susceptibilities from SHG exper-
iments of nanofibres made of different quaterphenylenes
become available[119] and to see how valid a comparison of a
calculated molecular property and one derived from a
nanostructured aggregate is.

SUPPORTING INFORMATION


Cartesian coordinates of the B3LYP/6-31G(d)-optimised struc-
tures of phenylenes and their energies (in a.u.) as well as raw data
used for deriving the figures are available in the Supporting
Information.
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[6] Some recent books: K. Müllen, G. Wegner, Electronic Materials: The


Oligomer Approach, Wiley-VCH, Weinheim, 1998.
[7] D. Fichou, Handbook of Oligo- and Polythiophenes, Wiley-VCH,


Weinheim, 1999.
[8] H. S. Nalva, Handbook of Advanced Electronic and Photonic Materials


and Devices, Academic Press, San Diego, 2000.
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Comparative quantum chemical calculations on the r
from both 1st- and 2nd-generation Grubbs cataly
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eaction pathways for the formation of ruthena(IV)cyclobutanes
sts of the general formula RuX2(L)(L()(——CH2) (L¼PCy3 or


1,3-dimesityl-4,5-dihydroimidazolin-2-ylidene, L(¼PCy3) and norborn-2-ene (NBE) were carried out on the B3LYP/
LACVP** level in dependence on the ligand X¼ I, Br, Cl, and F. Themechanism proposed by Straub for the formation of
(one) active and (three) inactive NBE–Ru–carbene complexes for non-cyclic alkenes was applied to the cyclic alkene
NBE. In RuX2(PCy3)2(——CH2), the inactive NBE–Ru–carbene complex is energetically more stable than the active one;
however, in RuX2(IMesH2)(PCy3)(——CH2), the active NBE–Ru–carbene complex is more stable than the inactive one. In
due consequence, the possible rate limiting barrier for the conversion of the NBE–Ru–carbene complex into the
corresponding metallocyclobutane (MCB) is systematically larger in the case of 1st-generation Grubbs catalysts than
of 2nd-generation Grubbs catalysts due to an additional re-arrangement for the formation of an activep-complex from
the more stable (inactive) conformer. This correlates with the observed reactivity of both types of initiators. There is a
strong influence of the ligands L and X on the conformational properties and relative stabilities of the 14-electron
intermediates, which has a direct effect on the distribution of the inactive and active conformations of the
corresponding Ru–carbene–NBE complexes. A direct correlation between the conformational properties of the
14-electron intermediates and the relative stabilities of the active Ru–carbene–NBE complexes was observed.
Copyright � 2008 John Wiley & Sons, Ltd.

Supplementary electronic material for this paper is avai

lable in Wiley InterScience at http://www.mrw.interscience.wiley.com/
suppmat/0894-3230/suppmat/


Keywords: quantum chemical calculations; ruthenium; alkylidenes; Grubbs catalysts; ring-opening metathesis polymeriza-
tion (ROMP)

* Correspondence to: S. Naumov, Leibniz-Institut für Oberflächenmodifizierung
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INTRODUCTION


Olefin metathesis[1–4] is a fundamental reaction for the formation
of carbon–carbon double bonds. The developments in that area
of chemistry are strongly related to catalyst development[5] and
have finally been acknowledged with the Chemistry Nobel Price in
2005.[6–8] In terms of polymer chemistry, Grubbs initiators have
been widely used for acyclic diene metathesis (ADMET) polymeri-
zation,[9] ring-opening metathesis polymerization (ROMP),[10] and
even cyclopolymerization of 1,6-heptadiynes.[11] Reactivity of the
‘‘1st-generation’’ Grubbs-catalysts RuX2(PCy3)2(—— CH2) (X¼Cl, Br, I)
for many metathesis reactions was significantly improved by
introducing the ‘‘2nd-generation’’ Grubbs-catalysts RuX2(PCy3)
(IMesH2)(——CH2) (X¼ Br, Cl, I, IMesH2¼ 1,3-dimesityl-4,5-
dihydroimidazol-2-inylidene), where an N-heterocyclic carbene
(NHC) replaces one phosphane group.[12–18] Because of their
stability and the ease of handling, both Ru-based catalysts and the
mechanism of olefin metathesis by ruthenium carbene complexes
were the subject of intense experimental[19–28] and detailed
computational studies.[18,29–46] From the results of comprehensive
calculations on the mechanism of olefin metathesis[19,29] it was
concluded that for 2nd-generation Grubbs catalysts, the formation
of the 14-electron active species via the dissociation of phosphane
is rate limiting, whereas for 1st-generation Grubbs catalysts the
barrier for metallocyclobutane (MCB) formation is the rate limiting

g. Chem. 2008, 21 963–970 Copyright �

step. The origin of the high activity of 2nd-generation Grubbs
catalysts in alkene (CH2


——CH2) metathesis was also studied
quantum chemically by Straub.[47–49] It was proposed that the
key to the understanding of metathesis activities is the existence of
active and inactive conformers in the alkene–Ru–carbene
intermediates, where the high reactivity of 2nd-generation Grubbs
catalysts originates mainly from the electronic stabilization of the
active carbene conformation by the NHC ligands. Despite this
impressive theoretical work on Grubbs initiators, whether related to
olefin metathesis reactions such as cross-metathesis and
ring-opening cross-metathesis or to ROMP, there is still considerable
demand for theoretical investigations, particularly for metathesis
reactions related to ROMP or cyclopolymerization. The aim of the
present work was: (i) to prove the applicability of the mechanism
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Table 1. Relative energies DE, DE0(Eþ ZPE) and DG (kcalmol�1) of different structures of Ru-complexes, calculated relative to the
most stable structure (A) of the pre-catalysts RuX2(PCy3)L(——CH2)


L ligand PCy3 PCy3 PCy3 PCy3 IMesH2 IMesH2 IMesH2 IMesH2


X ligand X¼ I X¼ Br X¼Cl X¼ F X¼ I X¼ Br X¼Cl X¼ F


DHz [24] 19.0� 0.5 23.1� 0.3 23.6� 0.5 23� 4 27� 2 27� 2


B(par) DE 17.2 23.2 22.8 24.4 18.3 25.0 25.7 25.0
DEa 15.2 21.3 21.3 21.1 15.8 22.0 22.7 22.0


DEb0 15.5 20.6 22.9


DG -0.4 7.3 7.4 8.8 0.5 5.9 9.5 8.1


B(ort) DE 27.0 32.1 33.6 45.0 21.9 27.6 29.3 37.8
DE0 23.9 28.8 30.6 41.8 18.7 25.4 26.3 35.0
DG 8.6 15.6 17.5 27.8 4.7 9.0 13.3 19.5


C(i;i) DE 15.5 16.9 16.2 12.5 18.6 21.4 20.6 15.4
inactive DE0 15.1 18.1 17.4 12.9 17.4 21.2 19.5 16.2


DG 12.2 15.6 14.4 11.9 15.9 17.0 19.2 13.1


C(i;a) DE 15.9 16.6 16.4 20.5 15.3 15.9 15.3 17.3
inactive DE0 15.6 17.1 17.3 20.7 15.4 16.4 15.6 18.0


DG 13.8 17.7 14.7 19.6 13.4 13.4 14.5 16.1


D(a;i) DE 16.5 17.9 16.3 13.8 17.9 21.6 20.8 14.1
inactive DE0 16.6 18.2 17.2 14.1 17.2 21.6 20.3 16.6


DG 12.3 15.8 13.4 12.1 14.4 14.4 18.1 12.1


D(a;a) DE 18.1 18.6 18.2 20.9 16.3 17.1 16.1 15.9
active DE0 17.4 18.5 16.4 20.1 16.3 17.4 15.9 16.5


DG 13.7 16.4 16.2 19.5 12.5 13.7 16.1 13.4


TS DE 20.9 20.8 19.8 22.1 19.1 19.7 17.9 16.3
DE0 22.0 20.5 17.7 21.5 18.8 19.7 17.3 16.4
DG 19.6 20.5 19.9 20.8 18.6 17.3 19.3 15.2


MCB DE 11.9 11.3 9.2 8.3 9.0 6.8 5.0 1.6
DE0 12.6 12.7 8.8 9.6 8.6 8.0 5.9 3.8
DG 12.4 13.2 11.5 7.7 8.4 6.7 8.4 3.0


DHz (kcalmol�1) – experimental enthalpy of activation of PCy3 dissociation; DE
a (this work) and DEb0 (Straub[47]) – calculated at the


B3LYP/LACV3P**þ//LACVP** level of theory.
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proposed by Straub for the ROMP of norborn-2-ene (NBE); (ii) to
study the proposed rate limiting barriers for the conversion of the
p-complex into the MCB in dependence on the ligands L (L¼ PCy3,
IMesH2) and X (X¼ F, Cl, Br, and I); (iii) to compare the influence of
the ligands L and X on conformational properties of the 14-electron
intermediates and their effect on the distribution of the inactive
and active conformations of Ru–carbene–NBE intermediates, and,
finally, (iv) to correlate these results with existing experimental data.
RuX2(PCy3)2(——CH2) and RuX2(IMesH2)(PCy3)(——CH2) were chosen
as model systems because these systems have been studied
extensively both experimentally and theoretically.

COMPUTATIONAL METHODS


Density Functional Theory (DFT) calculations were carried out
using Becke’s three-parameter functional (B3)[50,51] in combi-
nation with the Lee, Yang, and Parr (LYP) correlation functional.[52]


The molecular geometries of all calculated molecules were
optimized at the B3LYP/LACVP** (Jaguar version 6.5 program[53])

www.interscience.wiley.com/journal/poc Copyright � 2008

level. The LACVP** basis set uses the standard 6-31G** basis set
for light elements and the LAC pseudopotential[54] for third-row
and heavier elements. This method was successfully used for the
computational modeling of ruthenium alkylidene mediated
olefin metathesis.[34,55] Recently, we demonstrated the applica-
bility of this method by calculating carboxylate-substituted
Schrock catalysts and comparing the computational results with
X-ray structural data.[56] The B3LYP/LACV3P**þ//B3LYP/LACVP**


level of theory, which was successfully used for the calculation of
the relative energies of catalytic intermediates,[47] was used in
some cases for comparison and revealed results that were very
similar to those obtained at the B3LYP/LACVP** level (Table 1 and
Fig. 4(a)). The most stable structures of the PCy3 ligand and of the
1st- and 2nd-generation catalysts in dependence on the X ligands
are given in the Supporting Information, Fig. 1(S). It is also worth
mentioning that the structures of the Ru–methylidene–NBE
complexes calculated in this work are also in very good
agreement with the reported full DFT BP86 geometries.[29] To
test the reliability of the B3LYP functional, the relative energies of
the different conformers were also calculated with MPW1K[57]

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 963–970
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and X3LYP[58] DFTmethods as implemented in the Jaguar version
6.5 program. TheMPW1Kmethod is optimized against a database
of 20 forward barrier heights, 20 reverse barrier heights, and 20
energies of reaction. It reduces the mean unsigned error in the
reaction barrier height by a factor of 3 compared to the B3LYP
one. The X3LYP method improves the accuracy in heats of
formation, ionization potential, electron affinities, and total
atomic energies compared to the B3LYP one. However, a
comparison of the results obtained with these methods
(Fig. 4(a)) revealed very similar qualitative and quantitative
trends, indicating the reliable applicability of the B3LYP method
to the current problem. Frequency calculations were done at the
same level of theory to characterize the stationary points on the
potential surface and to obtain zero point energies (ZPE) and
Gibbs free energy (G) at a standard temperature of 298.15 K and a
pressure of 1 atm using unscaled vibrations. The relative
stabilities of the different complexes were calculated as the
difference of the electronic energies DE, total electronic energies
DE0(E0¼ Eþ ZPE) and Total Gibbs free energies DG between
reactants and products relative to the most stable conformer of
the pre-catalysts (structure A(ort) or A(par)).

Figure 1. Structures of studied complexes
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RESULTS AND DISCUSSION


Adopting the trans-dissociative pathway[39,59] for MCB formation
as the most favorable one[29] and applying the proposed model
of active and inactive conformations developed by Straub[47,49] to
NBE, the structures and relative energies of different conformers
(Fig. 1) were systematically analyzed in dependence of the
ligands L (PCy3, IMesH2) and X (F, Cl, Br, I).
The relative energies (relative to themost stable structure (A) of


the catalyst) of the different structures are summarized in Table 1.
The computed dissociation energies for PCy3 in the cases of X¼ I,
Br, Cl agree well with the experimental values of the enthalpy of
activation of phosphane dissociation for the corresponding
benzylidene complexes in 1st- and 2nd-generation Grubbs
catalysts.[23,24]


It should be noted that for both 1st- and 2nd-generation Grubbs
catalysts, two possible conformers with the carbene moiety (i.e., the
Ru—C—H plane) either nearly parallel or orthogonal to the CH2


——
Ru-L plane (L¼ PCy3, IMesH2) can be calculated. In all cases, the
most stable structures of the 1st- and 2nd-generation Grubbs
catalysts have carbene moieties nearly orthogonal to the CH2


——
Ru-L plane (except in the case of L¼ PCy3 and X¼ F, where the
structures with the carbene moieties nearly parallel to the CH2


——
Ru-L plane were found to be themore stable ones). Only themost
stable structures of the 1st- and 2nd-generation Grubbs catalysts
are shown in Figs Figures 2 and 5. The calculated energy
difference between the two conformers in both types of initiators
ranges from 1.4 to 7.0 kcalmol�1 in dependence on the L and X
ligands and suggests that the rotation of the carbene moiety,
which has been proposed to proceed freely,[29] might be
hindered to some extent. It can be seen that the computed
dissociation energy for PCy3 is systematically lower in
1st-generation Grubbs catalysts than it is in 2nd-generation ones.
Thus, in agreement with experiments,[23,24] the first activation
step, i.e., dissociation of one phosphane ligand, is slower in
2nd-generation Grubbs catalysts since it requires a larger
dissociation energy.
Using the concept of active and inactive Ru–carbene–NBE


complexes,[47–49] the four possible Ru–carbene–alkene com-

J. Phys. Org. Chem. 2008, 21 963–970 Copyright � 2008 John W

plexes C(i;i), C(i;a), D(a;i), and D(a;a) (Fig. 1) were optimized. In
these abbreviations, ‘‘a’’ and ‘‘i’’ refers to the ‘‘active’’ and ‘‘inactive’’
complex conformations. The two conformers C(i;i) and C(a;i) are
inactive because of an unfavorable orientation of the NBE
double-bond (orthogonal) relative to the Ru–carbene, preventing
any significant orbital overlap. It should be noted that in the cases
where L¼ IMesH2 and X¼ I, Br, Cl, the inactive conformations of
C(i;i) could only be optimized as a transition state for methylidene
rotation (it has one negative frequency). In the D(a;i) structure,
the NBE is oriented in a nearly parallel way to the inactive
Ru–carbene, which is parallel to the CH2


——Ru-L plane. Thus, only
the D(a;a) conformer, with the NBE fairly parallel to the Ru–
carbene (calculated dihedral angles are 29 and 318 in the case of
X¼Cl and L¼ IMesH2 or PCy3, respectively) and an active car-
bene orientation orthogonal to the CH2


——Ru-L plane is active
for immediate transformation into MCB. From this analysis of the
four possible alkene–Ru–carbene complexes C(i;i), C(i;a), D(a;i),
and D(a;a) follows that direct formation of the MCB is only
possible from the active structure D(a;a) via the transition
structure (TS) (shown in Fig. 1). As follows, the relative stability of
the active D(a;a) should also play an important role for the
efficiency of the catalyst. For the transformation of the structures

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 2. Relative total Gibbs free energies DG (kcalmol�1) for the


reaction of 1st- and 2nd-generation Grubbs catalysts with NBE in depen-
dence on the X ligands (values from Table 1)


Figure 3. Comparison of calculated total Gibbs free energies


(kcalmol�1) for 1st- and 2nd-generation Grubbs catalysts in dependence


on the L and X ligands: (a) difference of Gibbs free energies


DG(D(a;a)�D(a;i)) between the inactive and active Ru–carbene–NBE
complexes; (b) difference of Gibbs free energies DG(TS�D(a;a)) between


the transition structure TS and the active Ru–carbene–NBE complex


D(a;a); (c) difference of Gibbs free energies DG(TS�Dmin) between the


transition structure TS and the most stable Ru–carbene–NBE complex
D(a;i or a;a); (d) difference of Gibbs free energies DG (TS�D/Cmin)


between the transition structure TS and the most stable structures


(Ru–carbene–NBE complexes D or C)
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C(i;i) and C(i;a) into active D(a;a), a sterically hindered rotation of
NBE is required. However, the transformation of the complexes
C(i;i) and C(i;a) into the corresponding complexes D(a;i) and D(a;a)
occurs with low activation energy. As calculated, the activation
energy for the transformation through NBE rotation of the
inactive complex C(i;a) into the corresponding active complex
D(a;a) is only 2.5 and 3.0 kcalmol�1 for X¼ Br and L¼ PCy3 and
IMesH2, respectively, and 3.6 kcalmol�1 for X¼Cl and L¼ IMesH2.
That is in agreement with an assumed free rotation of the
coordinated olefin.[29] The relative Gibbs free energies DG for the
reaction of 1st- and 2nd-generation Grubbs catalysts with NBE in
dependence on X ligands are shown in Fig. 2, the relative
energies DE are given in the Supporting Information Fig. 2(S)). In
due consequence, there may be no strong driving force for the
fast transformation of inactive C(i;i) and C(a;i) into the
corresponding structures D(a;i) or D(a;a) with similar energy.
Thus, to understand the difference in catalytic activity between
1st- and 2nd-generation Grubbs catalysts in dependence on the X
ligand, we analyzed the alkene–Ru–carbene complexes D(a;i) and
D(a;a) as well as the activation energy for MCB formation
more closely. It is worth mentioning that the active
Ru–methylidene–NBE complex D(a;a) can be localized, which is
in contrast to reactions involving acyclic alkenes (ethylene).[45]

www.interscience.wiley.com/journal/poc Copyright � 2008

In this context, the first striking difference between 1st- and
2nd-generation Grubbs catalysts is the relative stability of both
the D(a;i) and D(a;a) complex. In the case of RuX2(PCy)3(——CH2)
derived catalysts, the inactive structure D(a;i) is systematically
more stable than the active structure D(a;a). In contrast, the active
structure D(a;a) derived from RuX2(IMesH2)(PCy3)2(——CH2) is
more stable for X¼ I, Br, and Cl, and only slightly less stable for
X¼ F, indicating the better stabilization of the active carbene
moiety conformation (carbene moiety nearly orthogonal to
the CH2


——Ru-L plane) due to the IMesH2 ligand. Thus, the
formation of the MCB can proceed in one step from D(a;a) into
the MCB in 2nd-generation Grubbs catalysts. In contrast, in
1st-generation Grubbs catalysts, the formation of the MCB from
D(a;i) needs an additional re-arrangement, i.e., the rotation of the
methylidene group. The energy differences between the
structures D(a;i) and D(a;a), differences between the TS and
active D(a;a), differences between the TS and the most stable
structure D(a;i or a;a), and differences between the TS and the
most stable structure of the Ru–methylidene–NBE complex
are summarized in Table 2. Differences in the Gibbs free energies
in dependence on the X ligands are shown in Fig. 3. It is worth
notifying that in 1st-generation Grubbs catalysts, the energy
difference between the structures D(a;i) and D(a;a) is always
positive (Fig. 3(a)). However, it is negative for the 2nd-generation
Grubbs catalysts with X¼ I, Br, and I.
The calculated energy barrier for the transformation of active


D(a;a) into a MCB (energy difference between the TS and D(a;a)) is
very similar for both 1st- and 2nd-generation Grubbs catalysts.
However, it depends clearly on the X ligands. In both catalyst

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 963–970







Figure 4. (a) Dependence of the total electronic energy difference DE0
between two conformers B(ort) and B(par) of an 14-electron intermediate


on the X and L ligands and the DFTmethod used for calculation (B3LYPþ
used LACV3P**þ basis set at geometry optimized with LACVP**); (b)


correlation between the difference in Gibbs free energies DG between


two conformers B(ort) and B(par) and DG between the active D(a;a) and
the inactive D(a;i) Ru–carbene–NBE complexes. Here, the zero line corre-


sponds to an equal relative stability of D(a;a)¼D(a;i)
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systems, the largest barrier was found for X¼ I and the lowest for
X¼ F (Fig. 3(b)). Thus, in case theadditional step for transformation
of inactive D(a;i) into D(a;a) in 1st-generation Grubbs catalysts is
taken intoaccount, thedifferencebetween1st- and2nd-generation
Grubbs catalysts is pronounced and particularly large for X¼Cl
and F (Fig. 3(c)). Moreover, due to a very small energy difference
between the most stable structure C and the corresponding D
complexes, the differences in Gibbs free energies DG(TS�Dmin)

J. Phys. Org. Chem. 2008, 21 963–970 Copyright � 2008 John W

follow a similar trend as forDG(TS�D/Cmin) (compare Fig. 3(c) and
3(d)). As follows, the overall barrier for the conversion of the most
stable p-complex (Dmin/Cmin, identified by Sanford et al.[24] as a
resting state) into the MCB is systematically higher in the case of
1st-generation Grubbs catalysts. That is in agreement with
calculations[29] on the reaction pathway for MCB formation for
the reaction 1st- and 2nd-generation Grubbs catalysts with NBE in
the case of X¼Cl. In due consequence, despite the easier phosphane
dissociation, the calculated significant difference in theoverall barrier
for the conversion of thep-complex into theMCBagreeswell with the
observed lower reactivity of 1st-generation Grubbs catalysts
compared to 2nd generation Grubbs catalysts.
For the better understanding of active D(a;a) complex


formation, we concentrated on the properties of the active
14-electron intermediate, which is formed after dissociation of
the phosphane. Two conformers of the 14-electron intermediate
with the carbene unit nearly parallel and orthogonal to
the CH2


——Ru-L plane (structure B(par) and B(ort)) should
therefore be analyzed in dependence of the ligands L and X.
Analysis of the two different conformers of the 14-electron
intermediate in 1st-generation Grubbs catalysts reveals the
existence of only one stable conformer with the carbene unit
nearly parallel to the CH2


——Ru-L plane (structure B(par)). The
second structure B(ort) is only a transition state. In the case of
2nd-generation Grubbs catalysts and for X¼ I and F, again only
one conformer B(par) represents a stable structure. However, in
the cases of X¼Cl and Br, two stable conformers, B(par) and
B(ort), were localized during optimization, with B(par) being the
more stable one. The calculated activation energy for rotation
from the local minimum B(ort) into the absolute minimum B(par)
is very small (<0.5 kcalmol�1 for X¼ Br, Cl). The calculated
relative energies of both conformers in dependence on the
ligands L and X are given in Table 1. As can be seen, there is a very
strong effect of both the L and X ligands on the relative energy of
the two conformers B(par) and B(ort). Energy differences
between the two conformers are systematically larger in the
case of the 1st-generation Grubbs catalysts. For both types of
catalysts, the largest energy difference was calculated for X¼ F.
The relative stabilities of the two conformers calculated with the
B3LYP method agree well with those calculated with the
alternative DFT method MPW1K and X3LYP. The differences in
Gibbs free energies between the two conformers B(par) and
B(ort) in dependence on both the L and X ligands and DFT
method used are shown in Fig. 4(a).
While in the case of L¼ IMesH2 and X¼Cl or Br the 14-electron


intermediate B(ort) is only a local minimum, it can transform
through rotation (calculated for stable B(ort) structure frequency
of rotation �200 cm�1, t¼ 1.6� 10�13 s) into a more stable
conformer with the carbene unit parallel to the CH2


——Ru-L plane.
It may well be assumed that in the case of small energy
differences (small barriers, DE approx. <5 kcalmol�1), the free
rotation of the carbene occurs at room temperature. In due
consequence, a continuous distribution of all possible con-
formers, i.e., parallel and orthogonal, should exist. However, for
large energy differences (DE> 5 kcalmol�1), as is the case in
1st-generation Grubbs catalysts (especially for X¼ F), the
formation of structures with the carbene unit orthogonal to
the CH2


——Ru-L plane seems to be impossible. In contrast, both
conformers will be populated in 2nd-generation Grubbs catalysts
due to the small energy difference between the conformers at
room temperature and above (especially for X¼ Br, Cl with
energy difference 2.8 and 3.8 kcalmol�1 respectively).
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Table 2. Total Gibbs free energy difference DG (kcalmol�1) between different structures of Ru-complexes (shown in Fig. 1 and
Table 1) in dependence on both the L and X ligands. Dmin: energetically most stable structure from D(a;a) and D(a;i)


L ligand PCy3 PCy3 PCy3 PCy3 IMesH2 IMesH2 IMesH2 IMesH2


X ligand X¼ I X¼ Br X¼Cl X¼ F X¼ I X¼ Br X¼Cl X¼ F


B(ort)� B(par) DG 9.0 8.3 10.1 19.0 4.2 3.1 3.8 11.4
D(a;a)�D(a;i) DG 1.4 0.6 2.8 7.4 � 1.9 � 0.7 � 2.0 1.1
TS�D(a;a) DG 5.9 4.1 3.6 1.3 6.0 3.6 3.2 1.8
TS�Dmin DG 7.3 4.7 6.5 8.8 6.1 3.6 3.2 2.9
TS� (D/C)min DG 7.4 4.7 6.5 8.9 6.1 3.9 4.8 2.9
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Analysis of geometries and frontier molecular orbitals of both
conformers of the 14-electron intermediate shows that reaction
of the conformer having the carbene unit parallel to the CH2


——
Ru-L plane with NBE leads to the formation of the inactive D(a;i)
complex, which should transform through methylidene group
rotation into the active D(a;a) complex for further formation of
the MCB. Otherwise, the conformer with the carbene unit
orthogonal to the CH2


——Ru-L plane is prone to the direct
formation of the active complex D(a;a), followed by fast
transformation into the MCB due to a small (ca. <3 kcalmol�1)
barrier (energy difference between structures TS and D(a;a)).
Using thermochemical parameters calculated by frequency
analysis, i.e., reaction entropy and enthalpy, it is possible to
estimate the relative concentration of both the most stable B(par)
and the less stable B(ort) conformer. These calculations reveal
that in the case of 2nd-generation Grubbs catalysts with X¼Cl,
the concentrations of the B(ort) conformer are 0.2% at 300 K, 0.5%
at 350 K, and 0.7% at 380 K. In the case of X¼ Br, the estimated
concentration of B(ort) is even larger, i.e., 1% at 300 K, 2% at 350 K,
and 2.5% at 380 K. However, especially in the case of
2nd-generation Grubbs catalysts, which display small differences
in energy between the conformers (X¼ Br, Cl), the direct
formation of the active D(a;a) complex from the 14-electron
intermediate could be an effective pathway. This may therefore
well be expected to enhance catalytic activity and in due
consequence lead to faster polymer formation compared to
1st-generation Grubbs catalysts. These data are of particular
interest to polymer chemists, since they are in agreement with
the poor initiation efficiencies (typically <5%) observed in
2nd-generation Grubbs catalysts of the general formula RuCl2(I-
MesH2)(PCy3)(CHR).


[60] It should be mentioned that in the case of
a catalyst based on a substituted carbene (e.g., CHPh), the
conformer B(ort) will be less stable compared to B(par). Test
calculations showed that again the energy differences between
the two conformers are systematically larger in the case of the
1st-generation Grubbs catalysts (8 and 12 kcalmol�1 for X¼ Br
and L¼ IMesH2 or PCy3, respectively) indicating better stabiliz-
ation of the orthogonal structure with IMesH2.ligand.
Of further interest was a comparison of the energy difference


between the active D(a;a) and inactive D(a;i) complex with the
energy difference between the two B(par) and B(ort) conformers
of the 14-electron intermediate. It can be seen (Fig. 4(b) for Gibbs
free energies), that there is a clear correlation (correlation
coefficient R2¼ 0.90) between these two parameters. The smaller
the energy difference between the two B(par) and B(ort)
conformers of the 14-electron intermediate, the more stable is

www.interscience.wiley.com/journal/poc Copyright � 2008

the active D(a;a) complex. Moreover, in case the energy difference
between the two B(par) and B(ort) conformers is small, the active
D(a;a) complex will be more stable than the inactive D(a;i)
complex (energy difference between D(a;i) and D(a;a) is negative).
A comparison of the data from the calculated correlation
(Fig. 4(b)) with experimentally determined catalytic activities of
different 1st- and 2nd-generation Grubbs catalysts further
supports this correlation. The data for the most reactive catalyst
are below the zero line (defined as D(a;a)¼D(a;i)), while the data
for the less reactive catalyst are above. Thus, in agreement with
the experiment, 1st-generation Grubbs catalysts with X¼ F turn
out to be the least reactive ones, while 2nd-generation Grubbs
catalysts with X¼ I, Br, and Cl are the most reactive ones.
On the basis of these data, the large increase in reactivity


observed by substitution of one phosphane ligand by an NHC can be
explained by amore favorable partitioning of the active species after
entering the catalytic cycle. These findings can be used to create a
more general model (Fig. 5).
Thus, the slower activation in 2nd-generation Grubbs catalysts


is a result of the higher dissociation energy of the phosphane
ligand. This is over-compensated by a much lower barrier for
transformation from the most stable Ru–methylidene–NBE
complex (resting state) through the active D(a;a) complex into
the MCB. The higher barrier for the transformation into the MCB
in the case of 1st-generation Grubbs catalysts stem from the
necessary additional re-arrangement for formation of the active
D(a;a) complex structure from the more stable, yet inactive D(a;i)
complex. In the case of 2nd-generation Grubbs catalysts with
X¼ I, Br, and Cl, a reduced energy difference between the two
B(par) and B(ort) conformers generally correlates with an
enhanced stability of the active D(a;a) complex. The comparably
low reactivity in the case of X¼ I may be explained by the very
low reaction enthalpy of Ru–carbene–NBE complex formation
(very weak complex) and a still relatively large barrier for
transformation into the MCB (energy difference DG(TS�D/Cmin),
Fig. 3(d)). As can be seen (Table 2 and Fig. 3(b)) the calculated
barrier for transformation of the active D(a;a) complex into the
MCB correlates with the experiments,[24] where exchange of the X
ligand by I, Br, or Cl resulted in an increase in reactivity. The lower
the barrier, the more active is the catalyst. Moreover, the D(a;a)
complexes are systematically more stable in the case of
2nd-generation Grubbs catalysts. As also observed experimen-
tally, the really large increase in reactivity of 2nd-generation
Grubbs catalysts may be expected in the cases of X¼Cl and Br,
which also possess a reasonable possibility to populate the
orthogonal conformer B(ort). That could apparently lead to a
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more effective formation of the active D(a;a) complex. A
surprisingly low barrier for conversion of the active D(a;a)
complex into the MCB was calculated for the 2nd-generation
Grubbs catalysts with X¼ F, which should lead to the most active
catalyst. Unfortunately, these data cannot be supported by
experiment, since no data are available so far. On the basis of
existing correlations between the relative stability of the two
conformers of the 14-electron intermediates and barriers for
transformation of active D(a;a) complex into the MCB, it can be
supposed that further improvement of the catalytic activity of

J. Phys. Org. Chem. 2008, 21 963–970 Copyright � 2008 John W

2nd-generation Grubbs catalysts may be achieved by use of an L
ligand that causes the strong stabilization of the orthogonal
conformer B(ort).

SUMMARY


Systematic comparative quantum chemical calculations on the
reaction pathway of MCB formation with NBE for 1st- and
2nd-generation Grubbs catalysts in dependence on the ligand
X¼ I, Br, Cl, and F have been carried out and shown that the
mechanism suggested by Straub can in fact be applied to the
reaction cascade necessary for the ROMP of NBE. Important
findings are that: (i) the active D(a;a) complex is energetically
more stable than the inactive D(a;i) complex in the case of
2nd-generation Grubbs catalysts, (ii) in agreement with exper-
iment, the possible rate limiting barriers for the conversion of the
p-complex into the corresponding MCB are systematically larger
in the case of 1st-generation Grubbs catalysts due to a necessary
additional re-arrangement for the formation of the active D(a;a)
complex from the more stable inactive D(a;i) one. Not
unexpected, there is a strong influence of both the L and X
ligands on conformational properties and the relative stabilities
of the 14-electron intermediates, which has a direct effect on the
distribution of the inactive and active conformations of
NBE–carbene intermediates. In case of 2nd-generation Grubbs
catalysts, the more effective formation of the active D(a;a)
complex from the 14-electron intermediate may be explained by
the more effective stabilization of the active orthogonal
conformation of the carbene unit by the IMesH2 ligand. Finally,
there is a clear correlation between the conformational proper-
ties of the 14-electron intermediate and the relative stability of
the active D(a;a) complex, which is the most important structure
for the conversion of the p-complex into the MCB. Thus, the
smaller the energy difference between the more stable B(par)
and the less stable the B(ort) conformer of the 14-electron
intermediate, the more stable is the active D(a;a) complex. The
calculated data fit well with the experimental ones.

SUPPLEMENTARY INFORMATION
AVAILABLE:


The structures of studied complexes.
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Impact of intermolecular hydrogen bond on
structural properties of phenylboronic acid:
quantum chemical and X-ray study
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Jarosław J. Panekc and Andrzej Sporzyńskid*

Themolecular structure and properties of phenylboro
analysis and spectroscopic methods. Infrared (IR)

J. Phys. Or

nic acid were investigated experimentally using X-ray structural
spectroscopy measurements were performed to assess the


hydrogen bonding strength. The experimental part is enhanced by computational results concerning the geometrical
and electronic structure. The molecular dimer (basic structural motif) was investigated on the basis of density
functional theory (DFT) andMøller–Plesset second order (MP2) perturbation theory. The basis-set superposition error
(BSSE) was calculated to correct the binding energy. Atoms in molecules (AIM) and topological analysis of electron
localization function (ELF) were applied to study the intermolecular hydrogen bond properties and localization
pattern for the neighborhood of the boron atom. The anharmonicity of the hydrogen bond potential function was
studied by solving the time-independent Schrödinger equation. Potential energy distribution (PED) analysis of the
normal modes was performed to identify the characteristic frequencies of the studied system. Subsequently, the
interaction energy for the dimeric form was decomposed using the symmetry-adapted perturbation theory (SAPT)
scheme. Car–Parrinello molecular dynamics (CPMD) gave an insight into dynamical processes occurring in the
phenylboronic acid dimer in vacuo. The hydrogen bridge protons in the phenylboronic acid are not shifted
significantly toward the acceptor. Lower dimerization energy with respect to the carboxylic acid dimers is explained
on the basis of the interaction energy decomposition as the effect of diminished induction term. The employment of
SAPTand CPMD approaches is a step forward in the understanding of the physico-chemical nature of the large family
represented by the investigated compound. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Boronic acids, RB(OH)2, have become an object of recent
increasing interest due to their new applications in organic
synthesis, catalysis, supramolecular chemistry, biology, medi-
cine,[1] and materials science.[2] This interest is essentially
stimulated by their extensive use in organic chemistry
as chemical building blocks and/or intermediates. Numerous
synthetic routes were developed after Miyaura and Suzuki’s
discovery of palladium-catalyzed coupling of arylboronic
acids with aryl halides.[3] They have also been applied in Petasis
synthesis of a-aminoacids.[4] In medicinal chemistry, boronic
acids are used in cancer treatment as an ingredient of boron
neutron capture therapy (BNCT)[5] or chemotherapeutic agents.[6]


Boronic acids are also used as antibiotics[7–9] and enzyme
inhibitors.[10–12] Their unique feature of forming reversible
covalent complexes with sugars (but also with aminoacids,
hydroxamic acids, etc.) has been extensively exploited toward the
invention of new saccharide sensors[13,14] particularly focused on
the measurement of the blood glucose level of diabetes
patients.[15] Following the research on molecular recognition,
phenylboronic acids have also recently been employed as

g. Chem. 2008, 21 472–482 Copyright �

promising building blocks in crystal engineering in order to
achieve predictably organized crystal materials.[16–20] Supramo-
lecular assemblies of various types have been generated in this
manner.[2,16,21–23]
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Arylboronic acids contain a –B(OH)2 functional group. Each of
the hydroxyl groups bonded to the boron atom may partici-
pate in hydrogen bonds and usually a complex network of
hydrogen-bonded molecules is observed in the solid state.[24]


Similarly to carboxylic acids, the most common structural motif of
phenylboronic acids is a cyclic dimer generated by a pair of
intermolecular hydrogen bonds. This subunit is observed in the
crystal structure of the archetypal system, phenylboronic acid,
the structure of which was reported 30 years ago by Rettig and
Trotter,[25] and in most of about 50 arylboronic acids and/or their
complexes with known crystal structures.[26]


The crystal structure determination reported by Rettig and
Trotter[25] was carried out at room temperature (295 K). However,
an increasing number of recently published structures of boronic
acids refer to lower temperatures to reduce thermal motions and
to provide more accurate structural data useful, for example, in
further comparison with additional experimental and theoretical
models. Temperature-dependent crystallographic studies allow
for locating phase transitions in the solid state. In order to
establish a reference system for low temperature conditions, we
redetermined the crystal and molecular structure of the
phenylboronic acid at 100 K. The new experimental findings
are supported by the theoretical investigations on the molecular
dimer. Density functional theory (DFT)[27,28] and Møller–Plesset
second order (MP2)[29] perturbation theory calculations were
used and compared with the previous theoretical results
reported by Rodriguez-Cuamatzi et al.[19] for the boronic acid
derivatives family. The cited study is devoted to the design of
highly stable hydrogen-bonded supramolecular system. The
interaction energy and geometrical parameters were therefore
of primary interest to the authors of Reference [19], while our
study is devoted to the detailed description of the molecular
properties of phenylboronic acid dimer with particular stress on
the electronic structure and dynamical time evolution of
selected parameters. To give an insight into the topology of the
electron density and intermolecular hydrogen bond properties,
the study is supported by the Bader’s Atoms in Molecules (AIM)
theory.[30] Electron localization function (ELF) revealed the
pattern of regions in space connected with localization
domains of electrons which was useful for the determination
of bonding properties.[31] In addition, the experimental infrared
(IR) spectrum of the phenylboronic acid reported by Faniran
and Shurvell[32] formed a basis for our further computational
investigations involving potential energy distribution (PED)
technique[33] and anharmonicity estimation by solving the 1D
time-independent Schrödinger equation[34] for the vibrational
problem. Subsequently, the theoretical part also describes the
interaction energy partitioning by application of the symme-
try-adapted perturbation theory (SAPT) scheme proposed by
Jeziorski et al.[35] Finally, Car–Parrinello molecular dynamics
(CPMD) method was employed to study the time evolution of
dimeric structure in gas phase on the basis of the DFT potential
energy surface (PES).[36] Carboxylic acid dimers have been
extensively studied using the CPMD approach.[37,38] Most
CPMD studies involving boron are restricted to doped materials
investigations.[39,40]


The main aim of the study was the detailed description of the
archetypal boronic acid dimer using both experimental and
computational techniques. Special attention was paid to the
study of interaction energy origins in the dimer and spectro-
scopic implications of dimerization. Additionally, application of
CPMD technique to the boronic acid family is presented.

J. Phys. Org. Chem. 2008, 21 472–482 Copyright � 2008 John W

EXPERIMENTAL AND COMPUTATIONAL
METHODOLOGIES


Physicochemical measurements


The X-ray measurement of phenylboronic acid was performed
at 100 (2) K on a KUMA CCD k-axis diffractometer with
graphite-monochromated Mo Ka radiation (0.71073 Å). The
crystal was positioned at a distance of 62.25mm from the
KM4CCD camera; 748 frames weremeasured at 0.88 intervals on a
counting time of 30 s. Data reduction and analysis were carried
out with the Kuma Diffraction programs. The data were corrected
for Lorentz and polarization effects but no absorption correction
was applied. The structure was solved by direct methods[41] and
refined by using the SHELXL program.[42] The refinement was
based on F2 for all reflections except for those with very negative
F2. The weighted R factor, wR and all goodness-of-fit S values
are based on F2. The non-hydrogen atoms were refined
anisotropically. Hydrogen atoms were located from a difference
Fourier map; their positions and thermal parameters were
refined isotropically. The atomic scattering factors were taken
from the International Tables for Crystallography.[43] Data
summary: C6H7BO2, colorless crystal, 0.3� 0.25� 0.2mm3,
formula weight M¼ 121.93, orthorhombic, space group Iba2,
a¼ 15.095 (3) Å, b¼ 17.867 (4) Å, c¼ 9.729 (2) Å, V¼ 2623.9 (9) Å3,
Z¼ 16, Dx¼ 1.235Mg/m3, F(000)¼ 1024, absorption coefficient
m¼ 0.18mm�1. The collected data range was 3.53<Q< 24.998
(�17� h� 17, �21� k� 21, �11� l� 9), 9627 reflections
collected, 1897 [R(int)¼ 0.0405] unique reflections, goodnes-
s-of-fit on F2¼ 0.998, final R¼ 0.0286, wR2¼ 0.0597 [for all 1676
F0> 4 s(F0)], R¼ 0.0342, wR2¼ 0.0621 (for all data), weight¼ 1/
[s2(F20 )þ (0.0357P)2þ 0.00P] where P¼ (F20 þ 2 F2c )/3, extinction
coefficient¼ 0.0025(4), maximum and minimum difference
electron densities were 0.150 and�0.134 e � Å�3. Crystallographic
data for the structure has been deposited with the Cambridge
Crystallographic Data Centre as supplementary publication No.
CCDC 654342. Copies of the data can be obtained on application
to CCDC, 12 Union Road, Cambridge CB2 1EZ, UK (email:
deposit@ccdc.cam.ac.uk).
Additionally, IR spectra were recorded in KBr pellets for the


studied compound. The data are presented in the Supplementary
Information, but it has not been included in the main body of the
text, because it does not deviate from the spectra published by
Faniran and Shurvell in 1968.[32]


Computational methodology


Geometry optimization of the studied molecular complex was
performed using DFT[27,28] andMP2 perturbation theory.[29] In the
case of the DFT method, the hybrid functional of Becke coupled
with the Lee, Yang and Parr correlation part, denoted henceforth
as B3LYP[44,45] was applied during the study. Two different
Gaussian basis-set schemes were used during the DFT and MP2
calculations: double- and triple-zeta split valence basis sets,
augmented with polarization functions on all atoms and
optionally diffuse functions on non-hydrogen atoms denoted
according to Pople’s nomenclature as 6-31G(d,p), 6-31þG(d,p),
6-311G(d,p) and 6-311þG(d,p), respectively.[46,47] Additionally,
the harmonic frequency calculations were performed confirming
that the final structures were local minima on the PES. The
basis-set superposition error (BSSE) correction was calculated
according to the Boys–Bernardi Scheme[48] during the DFT
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geometry minimization of the complex. The binding energy at
the MP2 level was estimated at a separate step after the
geometry optimization, therefore the DFT dimer structure
includes BSSE corrections to the geometry[49] while the MP2
optimizations were not performed on a BSSE-corrected PES. This
part of the calculations was performed using the Gaussian03
suite of programs,[50] which was also used to generate
wavefunctions for subsequent topological analyses. In the next
step, the AIM theory[30,51] was applied to study the topology of
the electron density and intermolecular hydrogen bond proper-
ties on the basis of the density obtained from the DFT at the
B3LYP/6-311þG(d,p) level of theory. The AIM analysis was carried
out using the AIMPAC package.[52] ELF was calculated with
TopMod suite.[53] Subsequently, the anharmonicity of the
phenylboronic acid dimeric form was estimated by solving the
1D Schrödinger equation[34] for the simultaneous double proton
motion in the intermolecular hydrogen bond. This allows for
incorporation of the quantum nature of the proton motion by
direct sampling of the ab initio PES. Due to the almost linear
arrangement of the donor, proton and acceptor atoms in the
optimized structure, the coordinates of the movable protons
were obtained by simple interpolation between the oxygen sites
retaining the centrosymmetric nature of the cyclic dimer (as in
Fig. 1SI of the Supplementary Information). After excluding
configurations with O. . .H distances smaller than 0.7 Å, 19 proton
positions have been used for the PES sampling. The energy values
were then used as the PES for the 1D vibrational quantum
oscillator problem.[34] As the next step of the computational
investigations, vibrational PED analysis was carried out using the
Hessian obtained within the harmonic approximation at the
B3LYP/6-31G(d,p) level. Consistently with the DFT optimization
procedure described above, counterpoise BSSE corrections were
also included during the harmonic frequency calculations.
The GAR2PED program[54] was used for the PED analysis. Finally,
the SAPT was applied to study the intermolecular interaction
energy and decompose its value into physically significant
contributions.[35] The SAPT2006 suite of programs[55] was used
for this purpose, and necessary molecular integrals were
obtained from the Gamess package[56] using the 6-311þG(d,p)
basis set and the structures previously optimized at the B3LYP/
6-311þG(d,p) level of theory. The BSSE corrections were also
included in the geometry search preceding the SAPT analysis. As
a last step of the computational part of the study, the CPMD[36]


in vacuo was performed. The orthorhombic cell dimensions
for the phenylboronic acid dimer were set to a¼ 22.5 Å,
b¼ c¼ 12 Å. The size of the cell was dictated by the need to
avoid artifacts at the cell boundary in isolated system calculation,

Figure 1. Molecular structure of the studied phenylboronic acid dimer.


displacement parameters are drawn at 50% probability level
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for which the Hockney periodic image removal scheme was
applied. The functional proposed by Handy and Cohen (OLYP)[57] in
conjunctionwith the plane-wave basis set (cutoff¼ 70 Ry) was used
for the study. The pseudopotentials of Troullier and Martins[58]


types were used to replace the core electrons of the atoms. The
initial period of the molecular dynamics (MD) (ca. 10 000 steps) was
used to equilibrate the dimer and was omitted from the further
discussion. The production MD data were collected for 13ps.
During the MD simulations, the time step was consistently set to
4 a.u. and a fictitious electron mass parameter (EMASS) of 400 a.u.
was used to reproduce the orbital dynamics. The simulations were
performed at T¼ 100K and thermostated by Nosé–Hoover
method.[59,60] The dipole moment values were collected during
the MD run and subsequently used to generate the predicted IR
spectrum of the studied compound. The contributions of lateral
and bridged protons were calculated from the atomic velocities.
The MD simulation on the DFT PES was performed using CPMD
3.11.1 program.[61] The graphical representation of the studied
systems was prepared using the Diamond crystal and molecular
visualization package[62] and VMD program.[63]

RESULTS AND DISCUSSION


The system under consideration is characterized by the presence
of intermolecular hydrogen bonds, which are decisive for both
molecular conformation and crystal packing. Available literature
data contain structural description of the phenylboronic acid
crystal at the room temperature.[25] The main aim of our
redetermination of the structure under different conditions was
to check the possibility of temperature-induced phase transitions
or atom localization changes. According to our low-temperature
study, an asymmetric unit comprises two molecules of the acid,
which form a dimer (as in Fig. 1). The molecules essentially differ
from each other by the twist of the —B(OH)2 group with respect
to the ringmoiety. The angles between the best planes calculated
for the Cring—B(OH)2 and the phenyl ring are 6.38 and 21.08 for
the two independent molecules of the unit cell. This difference
clearly indicates that the boronic group is highly flexible. Indeed,
this twist angle in phenylboronic acids derivativesmay differ from
ca. 08 in 4-bromophenylboronic acid[23,64] upto ca. 358 in
3-bromophenylboronic acid,[65] while the mean value and the
standard deviation of this angle are ca. 118 and 98, respect-
ively.[26] The details of the crystal packing are provided in Fig. 2.
The dimeric ensemble (consisted of molecules A and B) is related
by the twofold axis along [001] direction with another dimeric
unit. Both these units are linked by hydrogen bonds with another

The intermolecular hydrogen bonds are marked as dotted lines. The
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Figure 2. The intermolecular interactions in the crystal lattice of phenylboronic acid. (a) View along [110] direction. (b) View along [001] direction
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pair of dimers which are turned by ca. 76.78 (the mean angle
between best planes for the dimers), as shown in Fig. 2(a) (view
along [110] direction). These units are generated by reflection
of given pair of dimers in c-glide planes lying parallel to the
twofold axis. An infinite channel built of the symmetry-
related dimers having cc2 symmetry is formed in this way (as
in Fig. 2(b)).

J. Phys. Org. Chem. 2008, 21 472–482 Copyright � 2008 John W

Although the dimer is the most basic structural motif in the
crystal lattice of phenylboronic acid, from the geometrical point
of view the hydrogen bonds formed between the dimeric
ensembles are somewhat stronger compared with the hydrogen
bonds forming the dimers: the H � � �O distances are 1.885 Å
(O � � �O distances are 2.692 and 2.709 Å) for the former case and
1.888 and 1.805 Å (O � � �O distances are 2.734 and 2.721 Å) for the
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Table 1. Selected experimental and calculated geometrical parameters for the phenylboronic acid dimer. The results are presented
only for the basis sets with diffuse functions


Geom. parameters Exp. mol. A/Ba


DFT, B3LYP MP2


6-31þG(d,p) 6-311þG(d,p) 6-31þG(d,p) 6-311þG(d,p)


Bond lengths (Å)
O–H (bridge) 0.85(2)/0.92(2) 0.977 0.974 0.977 0.973
O � � �O 2.721(2)/2.734(2) 2.858 2.854 2.827 2.821
H � � �O 1.81(2)/1.89(3) 1.882 1.879 1.852 1.848
O–H (free) 0.85(2)/0.88(3) 0.964 0.960 0.965 0.962
B–O (acceptor) 1.366(2)/1.365(2) 1.394 1.392 1.340 1.400
B–O (donor) 1.369(2)/1.369(2) 1.355 1.353 1.359 1.354
B–C 1.556(2)/1.562(3) 1.570 1.567 1.567 1.569


Valence angles (8)
O–H� � �O 175(3)/175(3) 179.23 179.28 176.18 178.74
O–B–O 115.9(2)/116.0(2) 117.85 117.82 118.48 118.75


a The asymmetric unit of the crystal cell contains two nonequivalent molecules A and B, but the small difference between them – the
arrangement of the acidic group – is a result of crystal packing forces. The differences in bond length are smaller than 3 s. It is
therefore irrelevant for gas-phase DFT and MP2 calculations, and the distinction between A and B is thus dropped in the
computational part.


Table 2. Binding energy for the studied dimer of the
phenylboronic acid calculated with B3LYP DFT functional
(including vibrational zero point correction and basis-set
superposition error (BSSE)). The value of BSSE is also given


Level of theory
Binding energy


(kcal/mol)
BSSE


(kcal/mol)


6-31G(d,p) �8.052 2.770
6-31þG(d,p) �7.616 0.967
6-311G(d,p) �7.671 2.535
6-311þG(d,p) �7.555 0.750
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latter. Similarly as in the case of the room-temperature
structure,[25] the CBO2 units are planar (within the experimental
error) and the boronic group has a trigonal geometry. Overall, the
crystal andmolecular structure of the phenylboronic acid at 100 K
is fairly similar to that observed at 295 K.[25] Selected bond
lengths, bond angles, and torsion angles are given in Tables 1SI,
2SI, and 3SI of the Supplementary Information, respectively.
As the second part of our structural study of the phenylboronic


acid, an extensive computational description was carried out. The
selected geometrical parameters (experimental and calculated)
pertaining to the boron atom and the intermolecular hydrogen
bond are presented in Table 1. The bond lengths and
valence angle values are presented only for basis sets with
diffuse functions for both levels of theory applied during the
calculations. The basic structural descriptor of the hydrogen
bond, O � � �O distance in the equilibrium structure of the dimer,
has been correctly reproduced by the applied DFT and MP2
methods with respect to the experiment. The difference between
calculated and experimental value of the O � � �O distance is ca.
0.13 Å for the DFT and 0.10 Å for MP2 method, respectively. The
elongation of the calculated hydrogen bond lengths should be
attributed to the lack of crystal packing forces and electrostatic
interactions with neighboring molecules in the theoretical model
(isolated dimer, as in Fig. 1SI). It is worth to mention that the
presented calculated geometrical parameters are in a very good
agreement with the previous report on the gas phase and
solid-state investigations of a family of carboxylic and boronic
acid dimers[19] (the O � � �O distance of 2.826 Å in Reference [19]
and 2.827 Å in the present study at the comparable level of
theory). The values of O—H and H � � �O distances (Table 1)
revealed no significant shift of hydrogen-bonded protons toward
the acceptor, and suggest that the intermolecular interactions
could be classified as medium-strong hydrogen bonds. However,
B—O (acceptor) distance is generally elongated compared to the
experimental data, whereas the B—O (donor) distance was
reproduced quite well. The disagreement could be due to the

www.interscience.wiley.com/journal/poc Copyright � 2008

degrees of freedom in gas phase and the absence of the
neighboring molecules as well to the fact that the O acceptor is
able to form hydrogen bonds with the lateral neighbors in the
crystal. The values of dimerization energies (Tables 2 and 3) are in
agreement with this observation. The O—H� � �O valence angle
values (as in Table 1) show that the MP2 method gave results
closer to the experimental findings than the DFT method. The
O—B—O angle corresponds to the sp2 hybridization on the
boron atom. The similarity of the calculated DFT and MP2
geometrical parameters suggests that the dispersion forces do
not play a crucial role in the dimer formation. This fact is also
supported by the binding energies presented in Tables 2 and
3, respectively, for the DFT and MP2 methods. Literature study
showed that for carboxylic acid dimers[66] the situation is
highly similar and the performance of the B3LYP functional was
very satisfactory in comparison with the reference G2(MP2)
method. However, it is worth mentioning that the dimerization
energies of carboxylic acids are over twice as high as those of the
studied phenylboronic acid. The BSSE was also estimated for
both applied methods in the study (as in the ‘Computational
Methodology’ section and Tables 2 and 3). The interaction

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 472–482







Figure 4. Electron localization function (ELF) isosurface (ELF¼ 0.86) for
the monomeric (top) and dimeric (bottom) forms of the studied phe-


nylboronic acid


Table 3. Binding energy for the studied dimer of the
phenylboronic acid calculated at the MP2 level (including
a posteriori basis-set superposition error (BSSE))


Level of theory
Binding energy
(kcal/mol) BSSE (kcal/mol)


6-31G(d,p) �8.082 3.725
6-31þG(d,p) �7.318 3.650
6-311G(d,p) �7.171 3.958
6-311þG(d,p) �6.863 3.152
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energies reported here are in very good agreement with those
computed previously[19] for the phenylboronic acid dimer, if the
BSSE correction is not included (�12.9 kcal/mol in Reference [19],
�11.8 kcal/mol in the present study at MP2/6-31G(d,p) level of
theory). The obtained values in the case of the DFT method
showed that the addition of the diffuse functions reduces the
BSSE significantly. The BSSE reduction is much smaller for MP2
(Table 3). Larger values of the BSSE correction for explicitly
correlated methods (such as MP2) with respect to DFT are
frequently encountered. The increase in the BSSE is a result of the
fact that post-Hartree–Fock electron correlation techniques
explore the subspace of virtual orbitals, while DFT includes
correlation effects by means of the Exc functional using only
occupied orbitals. As the further part of the computational study,
the analysis of the electron-density topology was performed
according to the AIM theory. The electron density cross-section
obtained at the DFT B3LYP/6-311þG(d,p) level of theory is
presented in Fig. 3. The AIM theory was applied to observe the
manifestation of a pair of intermolecular hydrogen bonds in the
studied dimer. According to the AIM framework, between linked
atoms there are unique points with maximum electron density
along the interatomic path, which are related to the presence of
bonds between these atoms. The points are called bond critical
points (BCPs) and give insight into the network of bonds in
studied molecules. In the case of phenylboronic acid, the
presence of two BCPs between monomers and corresponding
bond paths is a result of the formation of a pair of intermolecular

Figure 3. Electron density cross-section in the plane defined by the


atoms in the pair of hydrogen bonds. The bond paths of the intermo-
lecular hydrogen bonds are marked by thick lines. Results obtained from


the DFT at the B3LYP/6-311þG(d,p) level of theory
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hydrogen bonds. Visible differences in the density of isolines for
aromatic carbon atoms are results of the fact that Fig. 3 presents a
cross-section through a computational model of the dimer in the
plane defined by the pair of hydrogen bonds. The phenyl rings
are therefore slightly displaced from the drawing plane. The
extension of our topological analysis of the electronic structure
by the ELF analysis is presented in Fig. 4 and Table 4.
The partitioning of the molecular space into localization basins
according to the ELF analysis locates atomic core regions and
electron pair domains. Figure 4 describes such a partitioning for
the phenylboronic acid monomer and dimer. The comparison of
the two forms shows that the formation of the pair of hydrogen
bonds does not change the topological features of the ELF scalar
field. Additional observation of the decomposition of the 3D
space into domains of different ELF value indicated that the
dimer cannot be classified as ‘strongly bound’ in the sense of
topological definition of hydrogen bond strength.[67,68] More
details of the bonding are revealed in the spatial volume and
electronic population of the basins corresponding to the core
electrons, covalent bonds, and lone pairs of the investigated
systems (Table 4). The core electrons, in agreement with their
chemical inertness, are not affected by the formation of the
dimer. The B1—C1 bond is also only slightly perturbed. The most
important changes involve strengthening of the B1—O11 bond
(electron population rises from 2.07 e to 2.19 e), simultaneous
small inflow of the electron density to the H11 atom (from 1.75 e
to 1.79 e), and large decrease in the population of the O11 lone
pairs (from 4.01 e to 3.86 e). This corresponds to the physical
process of the electron transfer from the lone pairs of the donor
toward the hydrogen atom involved in the intermolecular
hydrogen bond. The H12 hydrogen atom is almost not affected
by the formation of the dimeric form. Systems containing
intermolecular hydrogen bonds are potentially highly anharmo-
nic. The anharmonicity is an important property from the
spectroscopic point of view, and it can be responsible for many
application-related processes at the molecular level. As a step
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Table 4. Population of ELF mono- and disynaptic basins corresponding to the core electrons, bonding, and free electron pairs


Basin definition


Monomer Dimer


Volume [a30] Population [e] Volume [a30] Population [e]


C(B1) 1.67 2.07 1.69 2.07
C(C1) 0.81 2.09 0.80 2.09
C(O11) 0.26 2.11 0.26 2.12
C(O12) 0.26 2.11 0.26 2.11
V(B1, C1) 66.83 2.51 65.46 2.50
V(B1, O11) 18.99 2.07 22.08 2.19
V(B1, O12) 19.05 2.03 18.23 2.00
V(O11, H11) 49.11 1.75 27.73 1.79
V(O12, H12) 43.25 1.76 42.20 1.75
V(O11) 100.07 4.01 98.24 3.86
V(O12) 107.62 4.04 85.37 4.07
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forward of our analysis, we have constructed the DFT PES for the
simultaneous proton motion in the bridge, with a subsequent
solution of the 1D vibrational Schrödinger equation and
calculation of anharmonic energy levels with corresponding
wavefunctions. The results are shown in Fig. 5. The calculated
wavenumber for the 0! 1 vibrational transition is 3368.6 cm�1,
and the corresponding harmonic value for the symmetric O—H
stretching mode is 3609 cm�1 (refer detailed description of the
PED analysis below, and Table 5). The experimental position of
the center of the broad O—H absorption in the KBr spectrum of
the phenylboronic acid[32] is located at 3280 cm�1, while our IR
measurements indicate that the maximal absorption in the
high-wavenumber range is located at 3428 cm�1 (as in Fig. 2SI of
the Supplementary Information). The difference between our
anharmonic result and the experimental band position can be
attributed to the strong polar field of the molecular crystal.
The PES exhibits a shoulder at the position of the proton close to

Figure 5. Potential energy surface and anharmonic vibrational energy levels


dimer


www.interscience.wiley.com/journal/poc Copyright � 2008

the acceptor site, but the energy of the plateau is rather high – ca.
40 kcal/mol related to the equilibrium position. As a natural next
step of the vibrational study, we have performed the PED analysis
for the harmonic normal modes. The harmonic vibrational
frequencies of the phenylboronic acid dimer calculated with the
DFT B3LYP functional and various Pople double- and triple-zeta
split valence basis sets are converged to within 10–20 cm�1.
Table 5 lists the most relevant vibrational modes of the
neighborhood of the boron atom with their calculated PED
assignment (a complete PED analysis is to be found in the
Supplementary Information, Table 4SI). The structure of the dimer
suggests that the boronic acids, contrary to the carboxylic
analogues, will exhibit simultaneously both free and hydro-
gen-bonded O—H stretching modes. This will not be necessarily
true in the condensed phase, where free OH bondsmight be used
to form intermolecular hydrogen bonds linking separate dimeric
units. This is, in fact, true for the analyzed crystal of the

for the proton movement in the hydrogen bond of the phenylboronic acid
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Figure 6. Structures of hydrogen-bonded dimers used in the SAPT


interaction energy analysis. From top to bottom: formic acid dimer,
H–B(OH)2 dimer, HO–B(OH)2 dimer, CH3–B(OH)2 dimer. Color coding of


atoms: blue, carbon; green, boron; red, oxygen; white, hydrogen
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phenylboronic acid, as described above. Therefore, no free O—H
stretching mode frequencies were located experimentally.
However, gas-phase dimer calculations allow us to probe a
possible mixing of the free and hydrogen-bonded O—H
stretching modes. As shown in Table 5, this does not happen
and the two highest levels are indeed pure free O—H stretching
modes. These symmetric and antisymmetric modes are almost
degenerate, indicating the lack of coupling between the free
O—H groups. On the other hand, the two low-lying modes (87
and 88), which are responsible for the hydrogen bond stretching,
exhibit a 230–260 cm�1 red shift with respect to the free O—H
stretching. Typically, for the hydrogen bond, the intensity of the
nasym.str. mode is increased almost 40 times when compared to
the free OH nasym.str. Remaining modes of significant intensity
are also connected with the hydrogen bond or the boron atom.
The antisymmetric doublet at 1455 and 1490 cm�1 is related to
the B—O stretching modes, while B—O—H and hydrogen bond
bending modes are visible at 1050, 1080, 1180 and, notably,
1378 cm�1. The last two modes contain also a small admixture of
the B—O stretching, which is not otherwise visible in the PED
analysis. In the next part of our computational study, we have
analyzed the interaction energy for a set of systems analogous to
the phenylboronic acid dimer (as in Fig. 6). We have not found
detailed description of interaction energy terms for boronic acids
dimers in the literature. The comparison of such systems with the
classical case of carboxylic acids was also particularly interesting
for us. According to the SAPT formulation, the interaction energy
was partitioned into the following contributions:


ESAPT ¼ E10elst þ E10exch þ E10ind;r þ E20exch�ind;r þ dHFint;r þ E12elst;r þ E13elst;r


þ E20disp þ E20exch�disp þ tE22ind þ tE22exch�ind þ "1exchðCCSDÞ


þ "2dispð2Þ


The most important of these contributions are listed in Table 6,
while detailed results are given in Table 5SI of the Supplementary
Information. The basic contributions to the interaction energy
are: E10elst (electrostatic interaction of the frozen charge distri-
butions of the monomers), E10exch (repulsion force due to the
quantum exchange phenomenon), E20ind;r (result of the mutual

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 6. Selected terms of the SAPT interaction energy partitioning for the phenylboronic acid dimer analogues


SAPT results (H2O) dimer[69] (HCOOH) dimer (H–B(OH)2) dimer (HO–B(OH)2) dimer (CH3–B(OH)2) dimer


E10elst �7.79 �31.22 �18.18 �20.05 �18.56


E10exch 6.16 30.83 16.24 17.52 16.59


E20ind;r �2.13 �17.83 �7.46 �8.09 �7.51


E20exch�ind;r
N/A 9.31 4.06 4.19 4.11


SCF SAPT S3.76 S8.91 S5.34 S6.42 S5.37
dHF N/A �6.26 �2.45 �2.67 �2.47


E2disp;k �2.49 �8.50 �5.52 �5.79 �5.79


E20exch�disp
0.36 1.58 0.88 0.91 0.92


SAPTcorr,r �1.88 �0.13 �1.34 �1.47 �1.54
SAPTr S5.45 S15.30 S9.13 S10.56 S9.37


Additional data for water dimer from Reference [69] do not include response corrections.


Figure 7. Predicted infrared spectrum of the studied phenylboronic acid
dimer (upper) and contributions of lateral and bridged hydrogen atoms as


a result of ab initio molecular dynamics in vacuo
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polarization of the charge distributions of the monomers),
E20exch�ind;r (correction to the exchange resulting from the
polarization). These terms do not include intra-monomeric
electron correlation. Together with a correction term dHF, they
correspond to the Hartree–Fock interaction energy. Among the
correlation corrections, we report the most important ones: E20disp
(dispersion energy) and E20exch�disp (contributions to the exchange
repulsion resulting from dispersion effects). As shown by our
analysis, carboxylic acid dimers (here represented by formic acid)
have significantly larger interaction energy, thus forming stronger
hydrogen bonds. The difference in the energies is visible already
at the uncorrelated level (SAPT SCF, as in Table 6). In all cases, the
electrostatic term E10elst is almost compensated by the exchange
repulsion E10exch, but the compensation is less pronounced in
case of the boronic acids. This means that electron densities of
the monomers have larger overlap for carboxylic acids, leading to
increased exchange repulsion. However, this effect is overruled
by a visibly smaller induction contribution for the boronic acid
dimers. Additionally, the correction term dHF gathering higher
order terms is also much larger for the formic acid dimer, which
might signify that the carboxylic pair of hydrogen bonds is more
covalent than in the boronic acids. The correlation corrections are
larger for the boronic acids than for the formic acid, but they do
not form a significant part of the interaction energy (SAPTcorr,r in
Table 6). Thus, we attribute weaker hydrogen bonds in the
boronic acid dimers with respect to the carboxylic analog to the
smaller polarization effects. A general comparison with proto-
typic hydrogen-bonded system, water dimer,[69] is also included
in Table 6. Hydrogen bonds, as opposed to weaker van der Waals
interactions, exhibit rather large electrostatic and exchange
energy contributions. Neither polarization nor dispersion terms
are dominating the energy. This is true for all of the studied
systems, as well as for the water dimer. Taking into consideration
that (H2O)2 has a single hydrogen bond, while the dimers studied
here have a pair of such bonds, the results presented in Table 6
indicate similarity between various types of O—H. . .O contacts.
In the final step, the results obtained by the CPMD are discussed.
The constructed gas-phase dynamical model allows us to observe
the presence or absence of molecular events related, for example,
to the hydrogen bond as functions of time. Such events are not
visible directly in the static gas-phase models or time-unresolved
experiments (e.g. X-ray or IR measurements). Our special

www.interscience.wiley.com/journal/poc Copyright � 2008

attention was paid to the intermolecular hydrogen bonds in
the studied dimer. The average values of themetric parameters of
the intermolecular hydrogen bond are: donor. . .acceptor
distance is 3.214 Å while the donor–hydrogen is 0.974 Å and
hydrogen. . .acceptor 2.259 Å. The obtained average values
suggest that although the hydrogen bond is not strong, the
dimer is stable. The graphical representation of the vibrational
properties is presented in Fig. 7. Special attention was paid to the
spectroscopic features of the lateral and bridge protons. Figure 7
shows that the absorption ranging from 3380 to 3620 cm�1


corresponds to the O—H stretching. However, the lateral, not
hydrogen-bonded protons, oscillate at a very sharply defined
wavenumber of 3620 cm�1. The bridged protons are red-shifted
and occupy the range from 3380 to 3600 cm�1 centered at
3500 cm�1. The red shift of 120 cm�1 between positions of
bridged and lateral protons is a measure of the strength of
interactions in the hydrogen bond. It is worth to mention that the
features of the lower frequencies region are rather similar and we
could not localize the frequencies associated with the particular
proton types on the basis of the dipole spectrum. Therefore, the
vibrational study was enhanced by the use of the atomic
velocities spectra of the lateral and bridged protons.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 472–482
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The current study presents a detailed computational descrip-
tion of a member of boronic acid family supported by
low-temperature X-ray measurements. The use of a large variety
of methods provides quantitative and qualitative information
useful from the point of view of spectroscopy, structural
chemistry, and material science. CPMD was found to be a use-
ful method of description and understanding of the chemical
properties of the boronic acids at the molecular level significant
for the future applications of these compounds in various
branches of chemistry.

CONCLUSIONS


The properties of phenylboronic acid were studied by the
application of experimental and theoretical methods. The cyclic
dimer was found as the basic building block of the molecular
crystal, similar to the experiments performed at room tempera-
ture.[25] Subsequently, the extensive network of hydrogen bonds
linking dimers in the crystal was described. An isolated dimer of
the phenylboronic acid was a target for the computational study.
The bridge protons were found to be located at the donor sites
indicating that the proton transfer phenomena do not occur in
the studied dimeric form of the phenylboronic acid. Topological
analysis of the molecular scalar fields was used to discuss the
bonding pattern in the system confirming the presence of the
pair of intermolecular hydrogen bonds, which could be classified
as medium-strong. Harmonic PED analysis suggests that, despite
small frequency difference, the vibrations of the free and
hydrogen-bonded OH groups do not mix. SAPT study revealed
that decrease in polarization term is responsible for lower
interaction energies with respect to formic acid dimer.

SUPPLEMENTARY MATERIAL


Detailed description of the crystal structure and information for
full retrieval of the crystal data, visualization of the studied dimer,
IR experimental spectra, extended output of programs for PED,
and SAPT analyses are provided in the supplementary material.
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DFT study of the biphenylene–NOþ
2 complexes


formed in nitration mechanism
Hossein Roohia*

The most probable complexes formed in biphenyl

J. Phys. Or

ene (BP) nitration pathway have been investigated at B3LYP/
6-31RG(d,p) level of theory in the gas phase. To obtain more accurate energies, single point calculations were carried
out at B3LYP/6-31RRG(2d,2p), B3PW91/6-31RG(d,p), and B3PW91/6-31RRG(2d,2p) levels using B3LYP/6-31RG(d,p)
optimized geometry. The six intermediates and one transition state were found before the subsequent formation of
the arenium ion on the potential energy surface of the electrophilic nitration of BP. It was also shown that the position
b in the BP is much more susceptible to electrophilic attack than the competing position a. The Natural Bond Orbital
(NBO), Charges from Electrostatic Potentials using a Grid based method (CHelpG), and Merz–Singh–Kollman (MK)
charges and s-characters of atoms involved in the reaction mechanism were calculated. Inspection of charges in the
moieties indicates that the positive charge in all complexes is chiefly located on the BP, which means that the NO2


moiety received the electron from the BP. To investigate the nature of BP–NOþ
2 interaction in the five p-complexes,


atoms in molecules (AIM) analysis was performed. The AIM results suggested that the BP–NOþ
2 interactions have an


electrostatic characteristic. In addition, high electrostatic interactions were predicted in p-complexes in which one of
the oxygen atoms of NOþ


2 interacts with the BP. Nucleus-independent chemical shift (NICS) methodology has been
applied to study the change of antiaromaticity in four-membered ring of BP upon complexation with NOþ


2 . The results
based on NICS calculations show that antiaromaticity of four-membered ring decreases upon complexation.
Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Biphenylene (BP) is an unusual molecule which promises to have
special properties due to presence of a formal cyclobutadiene
ring. It is the dibenzo derivative of the unstable cyclobuta-
diene system. The centrally located cyclobutadiene ring fused to
two benzene rings is the source of the strain. Ring strain, the nature
of the bonding, reactivity and other chemical, physical, and
theoretical problems are the reasons for the continuing interest in
this peculiar hydrocarbon skeleton.[1] BP was first prepared by
Lothrop[2] in 1941 by an Ullman reaction of 2,20 dibromo- or 2,20


diiodobiphenyl and was for many years the only known derivative
of cyclobutadiene fused to benzene. Many alternative procedures
have been developed for its synthesis.[3] The planar tricyclic
structure of BP was demonstrated by electron diffraction in the gas
phase [4] and by X-ray crystal structure analysis.[5–7] Recently,
density functional theory (DFT) calculations and the spectroscopic
method of inelastic neutron scattering (INS) were used to
investigate the structure of BP in its crystalline state.[8]


In view of the strained four-membered ring in the BP molecule,
one might think that many reactions would cause ring-opening.
Nevertheless, this is rarely observed; a case in point is catalytic
hydrogenation,[9] which yields biphenyl. Jones et al.[10] have
studied cleavage of the carbon—carbon bond in BP using
transition metals. BP can be substituted by electrophiles under
the usual conditions without change of the molecular skeleton. It
is somewhat more reactive than benzene. The Friedel–Crafts
acylation, halogenation, and nitration yield almost exclusively
2-substituted BPs.[1]


Electrophilic aromatic substitution and nitration in particular
have been among the most intensively studied organic reactions.

g. Chem. 2008, 21 971–978 Copyright �

They have played a key role in the study of aromatic reactivity and
selectivity.[11–13] Electrophilic aromatic substitution proceeds
through the formation of cationic Wheland s-complex or
arenium ion. Olah et al.[14] suggested the existence of
intermediates prior to the subsequent formation of the Wheland
s-complex or arenium ion in nitration of benzene.
Maksic et al.[15] have studied the electronic and geometric


structures of benzocyclobutadiene, BP, and their protonated
forms at HF/6-31G* level. They have shown that the b-protonated
species are more stable than a-protonated ones indicating
greater susceptibility of the b-positions toward electrophilic
substitutions.
DFTmethods have limitations for taking the dispersion energy


into account. In medium strength interactions, the dispersion
forces are a minor component of the interaction energy.
Therefore, B3LYP hybrid functional with a suitable basis set is
expected to predict reasonably accurate interaction energies. To
our knowledge, theoretical investigation of the mechanism of
nitration of BP has not been reported.
In the present study, complexes formed in the reaction


between BP and NOþ
2 have been investigated at the several level


of theory to get some useful information about the reaction
mechanism in electrophilic substitution of BP. In addition to the

2008 John Wiley & Sons, Ltd.
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interaction energies and geometrical changes upon complexa-
tion, discussions will focus on the results obtained by population
analysis. The nature of interaction between BP rings and NOþ


2 in
A1–5 complexes has been also studied by means of atoms
in molecules (AIM) analysis.
The presence of four-membered antiaromatic ring in BP


induces significant p-bond localization within the aromatic rings,
which is responsible for the enhanced chemical reactivity of BP.
Schleyer et al. [16–18] have proposed a simple and efficient probe
for aromaticity: Nucleus-independent chemical shift (NICS),
which is computed as the negative magnetic shielding at
some selected point in space, e.g., at a ring or cage center.
Negative NICS values denote aromaticity and positive NICS values
denote antiaromaticity while small NICS values indicate non-
aromaticity. Studies have demonstrated that NICS is a useful
indicator of aromaticity that usually correlates well with the other
energetic, structural, and magnetic criteria for aromaticity.[19–21]


To evaluate the antiaromaticity of the four-membered ring of BP
upon complexation with NOþ


2 , NICS criterion has been used.

COMPUTATIONAL METHODS


The structural and energetic properties corresponding to all
species in the electrophilic substitution of BP by NOþ


2 ion were
investigated at B3LYP/6-31þG(d,p) [22,23] level using Gaussian 98
program package.[24] The harmonic vibrational frequency
calculations were performed for all optimized species at the
B3LYP/6-31þG(d,p) level to characterize the optimized stationary
points as minima or saddle points, and to evaluate the
corresponding zero-point vibrational energies. The intrinsic
reaction coordinate (IRC) analysis was carried out at the
B3LYP/6-31þG(d,p) level to make sure that the desired ground
states be connected to the transition structure obtained. To
obtain more accurate energies, we also carried out a single point
calculations with 6-31þþG(2d,2p) basis set using B3LYP/
6-31þG(d,p) optimized geometry. In addition, we have per-
formed a single point calculation at the B3PW91 level with
6-6-31þG(d,p) and 31þþG(2d,2p) basis sets. NICS values were
obtained by calculating absolute NMR shielding at ring center
(NICS(0)) and at 1.0 Å above the ring center (NICS(1)) of
cyclobutadiene of BP at B3LYP/6-31þþG(2d,2p)//B3LYP/
6-31þG(d,p) level using GIAO method.[25] To compute the
NICS(0), it is essential to perform Bader’s AIM analysis [26] first in
order to pinpoint the ring critical point (rcp). The three different
types of charges, namely, NBO(Natural Bond Orbital),[27] MK
(Merz–Singh–Kollman),[28] and CHelpG (Charges from Electro-
static Potentials using a Grid based method) [29] charges were
computed at B3LYP/6-31þþG(2d,2p)//B3LYP/6-31þG(d,p) level.
To investigate the nature of BP–NOþ


2 interaction, AIM
analysis [26,30] was performed using AIM2000 [31] package at
B3LYP/6-31þþG(2d,2p)//B3LYP/6-31þG(d,p) level.

RESULTS AND DISCUSSION


The possible isomeric structures on the potential energy surface
of the reaction between NOþ


2 ion and BP are shown in Figs. 1, 2,
and 4. The relative energies of the structures at different level of
theory are listed in Table 1. Figure 3 is a representation of the
potential energy surface of the nitration of BP in the gas phase at
the B3LYP/6-31þG(d,p) level. The calculations show that all

www.interscience.wiley.com/journal/poc Copyright � 2008

complexes are local minima on the potential energy surface of
nitration of BP, with the exception of structure A2, E, and K with
the imaginary frequencies of 743.8i, 1774.3i, and 1134.8i cm�1,
respectively. Imaginary frequency of A4 and G is smaller than
80i cm�1. It is evident that all species are much more stable than
the separated reactants. Therefore, their formations are energe-
tically favorable, in agreement with a well-known fact that the
electrophilic agent NOþ


2 has a strong tendency to interact with BP
as an electron-rich aromatic.
Our present data indicate that more than one intermediate


may be involved prior to the formation of s-complex W1
(Wheland intermediate). Five p-complexes A1–5 were found as
stationary points in the BP/NOþ


2 system prior to the formation of
arenium intermediateW1. Structures A1–5 correspond to various
ways by which NOþ


2 can interact the BP (Fig. 1). The most stable
structure among these p-complexes is A5. Complex A1 is the less
stable structure (the first potential-energy minimum) among all
the studied complexes. In complex A1, nitrogen atom of NOþ


2


interacts with cyclobutadiene ring of BP. The isolated NOþ
2 is


initially linear with N—O bond length of 1.129 Å and to be bent in
the p-complexes A1, A3, A4, and A5. The O—N—O angle and
BP–NOþ


2 distance in the p-complex A1 are 155.78 and 2.755 Å,
respectively. In this complex, BP–NOþ


2 interaction causes about
76.0 kJ/mol stability at the B3LYP/6-31þG(d,p) level. In unoriented
complex A2, as a transition state, interaction between NOþ


2 and
cyclobutadiene ring of BP is made through the oxygen of NOþ


2 .
This interaction stabilizes the complex by 126.1 kJ/mol. The
O—N—O angle and BP–NOþ


2 distance in the oriented p-complex
A2 are 155.78 and 2.622 Å, respectively. Among the p-complexes
on the potential energy surface of the approach of NOþ


2 ion to BP,
p-complexes A3, A4, and A5 are more stable than others. They
are at 205.1, 244.9, and 257.1 kJ/mol below the reactants
(BPþNOþ


2 ) at B3LYP/6-31þG(d,p) level. The N—Ob bond length
and O—N—O bond angle are 1.214 Å and 133.08, respectively in
A3. These structural parameters have the values of 1.194 Å and
135.2.08 in A4 and 1.196 Å and 134.98 in A5, respectively. The
O—N—O bond angle in A3, A4, and A5 being close to the angle
of an isolated NO


�
2 molecule (134.18) indicates that the NOþ


2


moiety undergoes effectively an almost complete reduction
to NO


�
2 upon complexation. In the over-rim structures of A4 and


A5, acceptor NOþ
2 binds to BP directly above the C2—C3 and


C11—C12 centers (at their midpoint), respectively. Similar
p-complexes have also been found in theoretical studies of
the C6H6/NO


þ
2 system.[12] At all levels of theory, relative stability


of isomers decreases in the order H> F>G> L>W1>
C>B>A5>A4>A3>K(TS)> E(TS) A2>A1. As shown in
Table 1, zero-point energy (ZPE) correction has a significant
effect on the energy of some structures. The stabilization energy
of isomers decreases upon going from the 6-31þG(d,p) basis set
to the 6-31þþG(2d,2p) one. As shown in the table, stabilization
energy of isomers computed by same basis set at the B3LYP level
is greater than that at the B3PW91 level.
The NICS values calculated at B3LYP/6-31þþG(2d,2P)//B3LYP/


6-31þG(d,p) level for five p-complex A1–5 are listed in Table 2.
Two NICS values were calculated at two positions in the
cyclobutadiene ring of BP: the rcp and points 1.0 Å above the one,
which are denoted by NICS(0) and NICS(1), respectively. From
Table 2 we find that NICS values for all p-complexes A1–5 are
positive, with the exception of NICS(1) for A1 complex. The
NICS(0) and NICS(1) values for cyclobutadiene ring of BP are 21.4
and 10.5 ppm, respectively. The positive NICS values at the center
of ring are greater than those of 1.0 Å above the ring. Thus,
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Table 1. Relative energy (kJ/mol) of structures for the interaction of BP with NOþ
2 at several levels


Eelec Ea0 DEelec DE0 Eelec Ea0 DEelec DE0


B3LYP/6-31þG(d,p) B3LYP/6-31þþG(2d,2p)


BPRNOþ
2 �666.776059 �666.606088 0.0 0.0 �666.802073 �666.63210 0.0 0.0


A1 �666.805277 �666.635120 �76.6 �76.2 �666.828393 �666.65824 �69.0 �68.5
A2 �666.824116 �666.655796 �126.1 �130.4 �666.846437 �666.67812 �116.4 �120.7
A3 �666.85424 �666.685977 �205.1 �209.5 �666.873793 �666.70553 �188.1 �192.6
A4 �666.869423 �666.699750 �244.9 �245.7 �666.890531 �666.72086 �232.0 �232.8
A5 �666.872027 �666.702303 �251.7 �252.4 �666.892293 �666.72257 �236.6 �237.3
B �666.872808 �666.70179 �253.8 �251.0 �666.893691 �666.72267 �240.3 �237.6
C �666.876171 �666.704664 �262.6 �258.6 �666.897132 �666.72562 �249.3 �245.3
E �666.838793 �666.672204 �164.6 �173.4 �666.860749 �666.69416 �153.9 �162.8
F �666.898475 �666.726727 �321.1 �316.4 �666.920648 �666.74890 �311.0 �306.4
G �666.898391 �666.727243 �320.9 �317.8 �666.920510 �666.74936 �310.7 �307.6
H �666.914342 �666.741887 �362.7 �356.2 �666.935430 �666.76297 �349.8 �343.3
K �666.840375 �666.672968 �168.7 �175.4 �666.862644 �666.69524 �158.9 �165.6
L �666.8797532 �666.708885 �272.0 �269.6 �666.901026 �666.73016 �259.6 �257.2
W1 �666.8781161 �666.706614 �267.7 �263.7 �666.899131 �666.72763 �254.6 �250.6
W2 �666.862801 �666.691927 �227.5 �225.2 �666.883487 �666.71261 �213.5 �211.2


B3PW91/6-31þG(d,p) B3PW91/6-31þþG(2d,2p)


BPRNOþ
2 �666.521567 �666.351597 0.0 0.0 �666.55004 �666.38007 0.00 0.00


A1 �666.5486455 �666.378489 �71.0 �70.5 �666.573876 �666.40372 �62.5 �62.0
A2 �666.526626 �666.358306 �130.3 �17.6 �666.590615 �666.42229 �106.4 �110.8
A3 �666.5922107 �666.423948 �185.3 �189.8 �666.614037 �666.44577 �167.9 �172.3
A4 �666.6096316 �666.439959 �231.0 �231.8 �666.633107 �666.46343 �217.9 �218.7
A5 �666.6120078 �666.442284 �237.2 �237.9 �666.634576 �666.46485 �221.7 �222.4
B �666.614333 �666.443315 �243.3 �240.6 �666.637835 �666.46682 �230.3 �227.5
C �666.6177606 �666.446254 �252.3 �248.3 �666.641427 �666.46992 �239.7 �235.7
E �666.585120 �666.418531 �166.7 �175.6 �666.610219 �666.44363 �157.9 �166.7
F �666.6411008 �666.469353 �313.5 �308.9 �666.666115 �666.49437 �304.5 �299.8
G �666.6407777 �666.46963 �312.7 �309.6 �666.665665 �666.49452 �303.3 �300.2
H �666.6567886 �666.484334 �354.7 �348.2 �666.680659 �666.50820 �342.6 �336.1
K �666.5860195 �666.418613 �169.1 �175.8 �666.611334 �666.44393 �160.8 �167.5
L �666.6224753 �666.451607 �264.7 �262.3 �666.646591 �666.47572 �253.3 �250.9
W1 �666.6201153 �666.448613 �258.5 �254.5 �666.643782 �666.47228 �245.9 �241.9
W2 �666.604937 �666.434063 �218.7 �216.3 �666.628284 �666.45741 �205.2 �202.9


aE0¼ Eelecþ ZPE.
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NICS(1) values are recommended as a better measure of the
aromaticity than NICS(0) for these structures. The NICS(1) value
for A1 is �1.0 ppm, which indicates the non-aromaticity of
cyclobutadiene ring. For minimum structures (A3, A4, and A5),
positive NICS(1) value decreases upon complexation. This
indicates that the antiaromaticity decreases upon complexation.
In addition, NICS values decrease in going from A3 to A5,
suggesting that the antiaromaticity decreases. It can be observed
that there is a correlation between the decrease of antiaroma-
ticity in cyclobutadiene ring of these p-complexes and increasing
stability.
It is predicted that complexes A4, B, C, and W1 contribute


directly in the electrophilic attack of position 2 (b) of BP. As can be
seen from Figs. 1 and 2, N—C2 distance in complexes A4, B, C,
andW1 are 2.372, 1.758, 1.608, and 1.587 Å, respectively, and the
values O—N—O bond angles are 135.2, 130.2, 128.0, and 127.98,
respectively. As the NOþ


2 approaches the BP, N—C2 bond length
decreases from 2.372 Å in A4 to 1.587 Å in W1 and O—N—O
bond angle changes from 135.2 to 127.98. The tetrahedral C—H

J. Phys. Org. Chem. 2008, 21 971–978 Copyright � 2008 John W

bond length increases from 1.086 in A4 to 1.087 in B, 1.094 in C,
and 1.102 Å in W1. The change of these structural parameters
indicates that the interaction between NOþ


2 and BP is strongly
increasing as the NOþ


2 approaches the BP.
The s-character and three different types of charges, namely,


NBO, MK, and CHelpG obtained at the B3LYP/6-31þþG(2d,2p)
level are given in Table 3. It seems that the changes in the charges
computed by the CHelpGmethod are more reasonable than NBO
and MK methods on going from A4 to W1. As can be seen from
this table, values of charges calculated according to the CHelpG
scheme for the NOþ


2 ion and BP moiety in complexes A4–W1 are
as follows:


NO2 : A4ð0:0161Þ;Bð�0:0089Þ;Cð�0:0666Þ; andW1ð�0:0703Þ
BP : A4ð0:9839Þ;Bð1:0089Þ;Cð1:0666Þ; andW1ð1:0702Þ


A common feature of complexes A4, B, C, and W1 is the
marked decrease in the electronic charge on the BP and the
increase in the electronic charge on the NO2 moiety. Thus,
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Figure 1. B3LYP/6-31þG(d,p) NOþ
2 –BP complexes A1–5
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inspection of these results shows that the charge transfer occurs
from BP to NO2 in the nitration process. Among the complexes
found before the W1, complex B can better describe the BP as a
cation-radical BPþ


�


interacting with NO
�
2.


Table 3 shows that in s-complexes B, C, andW1, percentage of
s-character of carbon C2 (nitration site) is smaller than C1 and C3,
which causes considerable decrease in the bond length of vicinal
bonds (C3—C4 and C1—C11) with respect to C2—C1 and
C2—C3 bonds. As a result, substantial p-localization occurs in the
vicinal bonds with respect to the nitration site. The s-character of
C2 atom in s-complex W1 is greater than s-complexes B and C.

www.interscience.wiley.com/journal/poc Copyright � 2008

As noted above, position 2 (b) in the BP is much more
susceptible to electrophilic attack than the competing position 1
(a) as a consequence of competition between the aromaticity of
the benzene rings and antiaromaticity of the cyclobutadiene
fragment. Direction of electrophile (NOþ


2 ) to position 2 can be
explained by analyzing the energies and the possible structures
of the s-complexes. Two Wheland intermediates W1 and W2
were found to be minima on the potential energy surface of the
reaction at B3LYP/6-31þG(d,p) level of theory. Geometry of these
intermediates is shown in Fig. 2. As can be seen from Table 1,
interaction energy of complex W1 is greater than complex W2.
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Table 2. NICS values (ppm) calculated at the ring critical
point (rcp) and 1 Å above the one at B3LYP/6-31þþG(2d,2p)//
B3LYP/6-31þG(d,p) level


NICS(0) NICS(1)


BP 21.4 10.5
A1 14.0 �1.0
A2 25.8 29.6
A3 14.3 5.2
A4 15.0 2.7
A5 10.7 1.1
W1 15.0 2.2
W2 22.0 8.0
H 18.3 5.9


DFT STUDY OF THE BP–NOþ
2 COMPLEXES

Consequently, intermediate W1 is more stable than W2 one on
the potential energy surface of the reaction of BP with NOþ


2 in the
gas phase. Thus, the structure of the transition state in the BP
electrophilic substitution correlates more with the intermediate
W1 which facilitates the formation of TS.
In addition, sum of bond lengths of four-membered ring in


complexes W1 and W2 can also be used as a criterion for the
stability of the intermediates. The sum of bond lengths of

Figure 2. B3LYP/6-31þG(d,p) geometry of B, C, W1, and W2
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four-membered ring in complex W1 (5.838 Å) is greater than
complexW2 (5.822 Å). In other words, the double bond character
of bonds in the four-membered ring of complex W1 is smaller
than that of complexW2. Thus, complexW1 with smaller double
bond character in the four-membered ring is energetically
favorable. On the other hand, deviation of bond angle around the
C1 position from the ideal 1208 angle of a benzene sp2 hybrid
orbital in intermediate W2 (7.18) is greater than that of bond
angle around the C2 position in intermediate W1 (2.28).
Consequently, computational data confirm that the C2 position
should bemore disposed to electrophilic substitution than that of
C1.
The selected structural parameters of E–L species are shown in


Fig. 4. It can be seen that the N—C bond length decreases on
going from E to L. Comparison of binding energies of W1 and L
reveals that s-complex L is more stable thanW1 by 6.0 kJ/mol at
the B3LYP/6-31þG(d,p) level. The hydrogen migration from
carbon to oxygen restores the aromaticity character to BP.
Therefore, most stable structure on the potential energy surface
of nitration of BF must be complex O-protonated nitrobiphe-
nylene [PB-NO2]


þ (H) (Fig. 3 and Table 1). It lies in a deep energy
minimum of �356.2 kJ/mol. According to IRC calculations, the
isomerization ofW1! L! F can take place via transition states K
and E, respectively. From Table 1 we can calculate the energy
barriers of 99.00 kJ/mol (B3LYP/6-31þG(d,p)) and 95.7 kJ/mol
(B3LYP/6-31þþG(2d,2p)) for the W1! L transformation and
107.4 ((B3LYP/6-31þG(d,p)) and 105.6 kJ/mol (B3LYP/6-31þ
þG(2d,2p)) for L! F transformation. The energy barrier obtained
by the B3PW91 method is smaller than the B3LYP method with
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Table 3. Atomic charges (a.u.) and percentage of s-character
obtained at B3LYP/6-31þþG(2d,2p) level


A3 A4 B C W1


Natural charge
NO2 0.0356 0.0861 �0.0607 �0.1313 �0.1265
BP 0.9645 0.9139 1.0607 1.1313 1.1265


MK charge
NO2 0.0341 0.0989 0.0052 �0.0363 �0.0333
BP 0.9659 0.9011 0.9948 1.0363 1.0333


CHelpG charge
NO2 0.0161 0.0876 �0.0089 �0.0666 �0.0702
BP 0.9839 0.9124 1.0089 1.0666 1.0702


s-character
C1 33.2 33.8 35.8 36.5 36.8
C2 35.1 33.6 29.8 29.9 30.9
C3 35.1 33.6 36.4 37.3 37.4
C4 33.2 33.8 32.3 32.1 32.5


Figure 3. Schematic energy diagram for potential energy surface of
nitration of BP predicted at B3LYP/6-31þG(d,p) level
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the same basis set. Table 1 shows that the inclusion of ZPE
reduces the energy barrier. It seems that G structure with a low
imaginary frequency is a conformation of F.
In AIM analysis, topological properties of the electron density


are analyzed to define bond path between bonding atoms.
Chemical bonds can be characterized by the so-called bond
critical point (BCP).[24] To investigate the nature of BP–NOþ


2


interaction in p-complex A1–5, AIM analysis was performed at
the B3LYP/6-31þþG(2d,2p) level. Themolecular graph and values
of electron density (r), Laplacian of electron density (52r), and
total energy density (H) at the BCP of the BP–NOþ


2 interaction are
given in Fig. 5. As can be seen, order of increase electron density
at BP–NOþ


2 of ground state structures A1, A3, A4, and A5 is

Figure 4. B3LYP/6-31þG(d,p) geometry of structures K, L and E–H


www.interscience.wiley.com/journal/poc Copyright � 2008

consistent with the order of stability of structures and with the
contraction of the BP–NOþ


2 intermolecular distance. The sign of
the H at BCP assigns whether the interaction is electrostatic
dominant (H> 0) or covalent dominant (H< 0). According to the
positive values of 52r and H, it seems that the BP–NOþ


2


interaction in p-complexes A1–5 has an electrostatic character-
istic. 52r and H values in A2 and A3 p-complexes are more
positive than those of the other complexes. Here, comparison of
52r and H in these p-complexes indicates that the electrostatic
nature of BP–NOþ


2 interaction in A2 and A3 is greater than
other p-complexes. As a result, p-complexes A2 and A3 are
expected to be initial ones formed in the interaction between BP
and NOþ


2 .

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 971–978







Figure 5. Molecular graphs of A1–5 p-complexes together with properties calculated at the BCP of BP–NOþ
2 . Nuclei and critical points are represented


by big and small circles, respectively
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CONCLUSIONS


The complexes formed in reaction between BP and NOþ
2 have


been investigated at several levels. It is expected that the
p-complexes A2 and A3 are the initial complexes formed prior to
the formation of arenium intermediate W1. These complexes
react to give the, respectively, p-complex A4 and s -complexes
B, C, and thenW1. Finally, the hydrogen migration from C2 to C3
through the transition state K and then from C3 to oxygen of NO2


via transition state E results in the structure F on the potential
energy surface. The computational data confirm that the C2
position in BP should be more disposed to electrophilic
substitution than that of C1.
For minimum structures (A3, A4, and A5), positive NICS(1)


value in the four-membered ring of BP decreases upon
complexation. This reveals that the antiaromaticity decreases
upon complexation.
Inspection of charges indicates that the positive charge in all


complexes is chiefly located on the BP, which means that the NO2


moiety received electron from the BP. AIM analysis suggested that

J. Phys. Org. Chem. 2008, 21 971–978 Copyright � 2008 John W

the BP—NOþ
2 interaction in complex A has an electrostatic


characteristic. The p-complexes A2 and A3 are expected to be
initial ones formed in the interaction between BP and NOþ


2 .
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Solvent effects on ion pairing of
tetra-n-butylammonium cyanide.
A conductometric study
Susanna MacMillara, Yao-ren Fangb, Kenneth C. Westawayb, Olle Matssona*
and Per Beroniusc

J. Phys. Or

Tetra-n-butylammonium cyanide (n-Bu4NCN) is a commonly used reagent, for example, for the synthesis of nitriles.
Recently n-Bu4NCN has been used as the nucleophilic reagent in kinetic isotope effect studies of nucleophilic aliphatic
substitution reactions. The present research concerns the aggregation status (dissociated ions, ion pairs, higher
aggregates) and transport properties of n-Bu4NCN in water, dimethyl sulfoxide (DMSO), and tetrahydrofuran (THF), at
25-C as studied by means of precision conductometry. These properties are of great importance since both non-polar
and dipolar aprotic solvents are commonly used in the applications. In water as solvent the equilibrium constant for
ion-pair formation, Kp¼ 10.1 and the limiting molar conductivity, Lo¼ 102.4 cm2VS1molS1. The corresponding
values for DMSO are Kp¼ 1.98W 0.19 and Lo¼ 34.59W 0.03 cm2VS1molS1. These data imply that the degree of
dissociation, in contrast to the expectations, is higher in DMSO than in water at the same salt concentration. In THF,
the conductance as a function of concentration shows a minimum typical for solvents with low relative permittivity,
indicating the formation of higher aggregates. The equilibrium constant for ion-pair formation and conductivity in
THF is Kp¼ 58.4T 103 and Lo¼ 9.81 cm2VS1molS1. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Tetra-n-alkylammonium cyanides are convenient sources of
cyanide ions which exhibit high solubility in polar and non-polar
aprotic solvents that are commonly used in organic synthesis. The
tetra-n-alkylammonium cyanides are powerful nucleophiles and
can also act as basic reagents.[1] These cyanides are also useful in
mechanistic investigations. For instance, recent studies determin-
ing the transition-state structure of bimolecular nucleophilic
aliphatic substitution reactions using kinetic isotope effects have
employed tetra-n-butylammonium cyanide (n-Bu4NCN) as the
nucleophilic reactant.[2] It is well documented that electrolytes in
solvents of low and moderately high relative permittivities can
exist either as ion pairs, triple ions, quadruple ions, and higher
aggregates.[3] Because the amount of aggregation has implica-
tions for the interpretation of kinetic data, we have undertaken
an investigation of the aggregation of n-Bu4NCN in tetrahy-
drofuran (THF), dimethyl sulfoxide (DMSO), and water at 258C
using precision conductometry. The relative permittivity er, which
is a main factor governing the extent of ionic aggregation, is 7.58,
46.68, and 78.30 for THF, DMSO, and water, respectively.[3,4] These
solvents represent a selectionof relatively lowandhighpolarity solvents.


EXPERIMENTAL PROCEDURE


Materials


THF (Fluka, puriss, p.a.� 99.5%) was distilled twice, first over
potassium hydroxide and then over sodium and benzophenone.

g. Chem. 2008, 21 237–241 Copyright �

DMSO (Aldrich, anhydrous, 99.9%, <0.005% H2O) was used as
received. The n-Bu4NCN (Fluka purum, >95.0%) was stored and
handled in a glove box under nitrogen atmosphere. The
conductivity, k, of the Milli-Q water and DMSO was 3� 10�6


and 1.6� 10�6V�1 cm�1, respectively. It should be noted that
THF purified as described is an excellent solvent for electrical
conductance measurements. No corrections for the solvent
conductivity had to be performed. The conductivity of THF was
too low to be detected even with the advanced conductivity
equipment described below. Solutions were prepared on a
weight basis and converted to concentrations using the density
of the solvent. For systems similar to the present, the difference
between the density of the solution and the solvent amounts to
at most a few tenths of a per cent within the concentration range
here used to calculate the conductance parameters.
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Table 1. Density, relative permittivity, and viscosity for H2O,
DMSO, and THF measured at 258C


d/g cm�3 er h/P References


H2O 0.99707 78.30 0.008903 [3]
DMSO 1.0958 46.68 0.01996 [4]
THF 0.88415 7.58 0.00460 [4]
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Equipment


Conductivities were determined using a Leeds and Northrup
4666 conductivity bridge connected to a Princeton Applied
Research Model 129A two-phase lock-in amplifier, a Hewlett
Packard Model 201C audio oscillator, and an hp 11473 B
balancing transformer. A 400ml capacity conductometric cell,[5]


fitted with platinized platinum electrodes to reduce the
frequency dependence of the resistance, was used. The cell
constant was found to be 0.056199 cm�1 with a standard
deviation (SD) of 0.047%.


Conductivity measurements


An initial 300ml portion of pure solvent was transferred to the
cell and the resistance of the pure solvent was measured. Then,
portions of an n-Bu4NCN stock solution, usually 1–5ml, were
successively added using a calibrated Metrohm Herisau Dosimat
E 535 burette or alternatively by means of an injection syringe in
combination with differential weighing. After each addition, the
cell solution was agitated by a magnetic stirrer. A certified
mercury-in-glass thermometer, graduated to 0.018C, was
employed to determine the slowly changing temperature of
the cell solution. At each concentration, the resistance of the cell
solution was measured at three different frequencies, 2.0, 2.85,
and 5.0 kHz, and extrapolated to infinite frequency to reduce, as
far as possible, the relaxation effect. In practice, the extrapolated
value was obtained from the equation of a least-squares plot of
resistance versus. inverted frequency. To enable re-evaluation of
resistances to 25.008C, a temperature versus. resistance curve was
recorded for each series of measurements at the highest
n-Bu4NCN concentration.

DATA EVALUATION


In the analysis of the experimental molar conductivity versus.
concentration curve, the Fuoss-Hsia[6,7] and Fernandez-Prini[8]


(FHFP) conductance equation


L ¼ Lo � S � c1=2i þ E � ci � log ci þ J1 � ci � J2 � c3=2i � Kp � cig2L
(1a)


for electrolytes subject to ion-pair formation was used. In this
equation, ci is the concentration of free ions, g the mean molar
activity coefficient, and Kp the thermodynamic equilibrium
constant for ion-pair formation. The coefficients S and E are
functions of the relative permittivity, er, and viscosity, h, of the
solvent, the limiting molar conductivity,Lo, and the temperature.
The coefficients J1 and J2 depend, in addition, on the maximum
distance between the charges in the ion pair, which was set equal
to the Bjerrum radius, q, cf. References [9–11]. By rearranging the
terms, Eqn (1a) can be written in the linear form as


y ¼ Lo � Kp � x (1b)


Kp andLo were iteratively calculated using Eqn (1b), the law of
mass action for the equilibrium between free and paired ions and
the Debye–Hückel equation for the mean molar activity
coefficient of free ions (p. 229 in Reference [3]). The distance
parameter involved in the Debye–Hückel equation was set equal
to the Bjerrum radius. Constants used for the properties of the
investigated solvent are given in Table 1.
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RESULTS AND DISCUSSION


The Bjerrum theory for ion-pair formation states that the ion-pair
association constant for a univalent electrolyte is given by


Kp ¼ ð4pNA=1000Þ
Zq


a


r2expf�e2=ð"rkBTrÞgdr (2)


where a is the minimum, q the maximum, r the variable
center-to-center distance between the ions in the ion pair,
e the elementary charge, NA Avogadros number, er the relative
permittivity, kB Boltzmann’s constant, and T is the absolute
temperature. The maximum distance, the Bjerrum radius, q,
corresponds to the state where the electrical potential energy
between the ions in the ion pair is twice the thermal energy of the
solvent molecules as described in


q ¼ e2=ð2"rkBTÞ ð1 : 1� electrolyteÞ (3)


For the solvents H2O, DMSO, and THF at 258C eqn (3) yields
q¼ 358, 600, and 3700 pm, respectively. Setting the minimum
distance between the charges in the n-Bu4N


þCN� ion pair equal
to the sum of the radius, 494 pm of the n-Bu4N


þ ion[3] and half the
triple bond length, 58 pm, of the CN� ion[12] affords a¼ 552 pm.
This value exceeds the maximum distance possible for ion-pair
formation in water. Accordingly, n-Bu4NCN is expected to be
unassociated in water.


n-Bu4NCN in aqueous solution


The interpretation of the conductivity data for n-Bu4NCN in
aqueous solution is complicated by the hydrolysis of cyanide ion
yielding hydrogen cyanide and hydroxide ion. However, the
effect of hydroxide ions on the conductivity is significant only in
the low concentration region. Values of Kp and L0 were
calculated by iteratively fitting the FHFP equation to the two,
three, four, and so on, highest concentration points of the two
series of measurements performed. In Fig. 1, Kp has been plotted
as a function of the minimum concentration of n-Bu4NCN in the
interval. With increasing concentration the ion-pair formation
constant asymptotically approaches Kp¼ 10.1, which corre-
sponds to a degree of dissociation, a� 0.96, at 5mM. For
n-Bu4NI, Evans and Kay[13] report Kp¼ 3.1� 0.9 (a� 0.987 at this
concentration) and 2.0� 3.4 (a� 0.992). Hence, the assessed
value of Kp¼ 10 for the n-Bu4NCN ion-pair association constant
appears to be most reasonable.
Using the same approach to estimate the limiting molar


conductivity (Fig. 2) yields a value of L0¼ 102.4 cm2V�1mol�1.
Subtraction of the limiting molar conductivity reported[3] for the
n-Bu4N


þ ion, L0¼ 19.4 cm2V�1mol�1, results in L0¼ 83 for the
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Figure 1. Dependence of Kp on the concentration interval for n-Bu4NCN
in H2O at 258C. The points represent the Kp-values calculated from the


concentration interval spanning from the minimum concentration, Cmin,
to the maximal concentration of 0.0057M. Also shown are the polynomial


curve fitted to the Kp-values and its equation.


Figure 3. Dependence of themolar conductivity on the concentration of


n-Bu4NCN in H2O at 258C. The solid line represents the molar conductivity


according to the FHFP equation when using Kp¼ 10.1 and
L0¼ 102.4 cm2V�1mol�1. The points represent the experimentally


determined L-values.
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cyanide ion which is in very good agreement with the value of
82 cm2V�1mol�1 reported by Falkenhagen.[14]


In Fig. 3 the concentration dependence of the experimentally
determined L-values are depicted together with the molar
conductivity assessed according to the procedure described
above.


n-Bu4NCN in DMSO


Despite the lower relative permittivity, er¼ 46.68, as compared
with water, er¼ 78.30, the extent of ion pairing of n-Bu4NCN
is somewhat less than in the aqueous solution. The x–y plot in
Fig. 4 exhibits an almost horizontal line, the slope of which
corresponds to a Kp value of 1.98� 0.19 (SD). The line

Figure 2. Dependence ofL0 on the concentration interval for n-Bu4NCN
in H2O at 258C. The points represent the L0-values calculated from the
concentration interval spanning from the minimum concentration, Cmin,


to the maximal concentration of 0.0057M. Also shown are the polynomial


curve fitted to the L0-values and its equation.
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extrapolates to a value of the limiting molar conductivity of
34.59� 0.03 (SD) cm2V�1mol�1.
On the basis of the ion-pair formation constant, Kp¼ 1.98, and


Bjerrum’s eqn (2), the value 503 pm for the minimum distance, a,
between the centers of charge of the n-Bu4N


þ and CN� ions in
the ion pair was calculated. This value is somewhat less than that
estimated from the sum of the radius of the n-Bu4N


þ ion, and half
of a carbon-nitrogen triple bond length (552 pm).


n-Bu4NCN in THF


In solvents of low relative permittivities, the observation of ion
pairs is restricted to a narrow concentration range. This is due to
noticeable formation of higher aggregates even at modest
concentrations. According to a theory presented by Fuoss and
Accascina,[15] the so-called critical concentration limit, co, for the

Figure 4. Molar conductivity of n-Bu4NCN measured in DMSO at 258C
together with the molar conductivity according to the FHFP equation


represented as a solid line. The inserted plot is the corresponding FHFP
x–y plot yielding Kp¼ 1.98, L0¼ 34.59 cm2V�1mol�1 according to the


best fit.


iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


2
3
9







Figure 5. Molar conductivity of n-Bu4NCN measured in THF at 258C. The
solid line represents the molar conductivity according to the FHFP


equation fitted to the six points of the highest concentration.


Kp¼ 59.6� 103; L0¼ 10.71 cm2V�1mol�1.


Table 2. Equilibrium constants for ion-pair formation and
limiting molar conductivity for some tetraphenylborates in
THF (TAB¼ triisoamyl-n-butyl)[16]


Salt 10�3Kp L0/cm
2V�1mol�1


TABBPh4 18.7 81.5
LiBPh4 12.6 79.0
NaBPh4 12.3 87.7
KBPh4 41.7 97.2
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formation of triple ions is a function of e2/ekBT. For univalent
electrolytes at 258C, the expression derived reduces to


co ¼ 3:2� 10�7"3r (4)


The critical concentration limit for ion-pair formation in THF
thus equals 1.4� 10�4M. Therefore, the low concentration
interval of 2–31mMwas investigated to determine Kp andL0. The
result is shown in Fig. 5. The four points of the lowest
concentrations deviate significantly from the FHFP equation,
which is fitted to the six points at the highest concentrations. The
rationale for this behavior is probably adsorption of the
electrolyte on the platinized platinum electrodes which have a
large effective area. An adsorption effect of this kind has been
observed earlier.[3]


A series of measurements in the concentration interval
(0.19–1.37)� 10�4M afforded an ion-pair association constant
of 58.4� 103 (as shown in the FHFP x–y plot in Fig. 6), in excellent

Figure 6. FHFP x–y plot and the molar conductivity of n-Bu4NCN
measured in THF at 258C. The solid line represents the molar conductivity


according to the FHFP equation extrapolated from the lower
(1.86–13.7)� 10�5M to the higher concentration range. Kp¼ 58.4� 103,


L0¼ 9.81 cm2V�1mol�1.
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agreement with Kp¼ 59.6� 103 obtained from the data found at
low concentration, 2–31mM in Fig. 5. This value is reasonable
since it is of the same order of magnitude as the Kp reported for
lithium, sodium, and potassium tetraphenylborate, and for
triisoamyl-n-butylammonium tetraphenylborate in THF, that have
been reported previously by Comyn et al.[16] (Table 2). The Lo


value of 9.81 cm2V�1mol�1 is however of a remarkably smaller
magnitude which indicates a considerably lower mobility of the
ions of n-Bu4NCN in the same solvent.
The minimum distance between the charges of the ions in the


n-Bu4N
þCN� ion-pair, a¼ 586 pm, calculated from Bjerrum’s


equation and Kp¼ 58.4� 103, appears most reasonable. It
exceeds the radius of the n-Bu4N


þ ion[3] by 92 pm, a plausible
value for the ‘‘radius’’ of a solvated CN� ion.
In the conductance graph shown in Fig. 6, the calculated curve


according to the FHFP equation has been extrapolated from the
ion/ion-pair range into the range exceeding the critical
theoretical concentration, co, for triple-ion formation. The
experimental points in this higher concentration range exceed
the conductivity expected by FHFP theory. This behavior has
previously been observed for tetra-n-butylammonium picrate in
chlorobenzene,[17] er¼ 5.612, and for sodium iodide in
1-octanol,[18] er¼ 9.85. In both cases the introduction of a
triple-ion association constant rendered a better agreement
between the experimental points in the higher concentration
range and the theoretical conductance curve.[17,18] However, the
experimental data available in this study are not enough to make
such a calculation meaningful.
In Fig. 7, the conductivity curve for n-Bu4NCN in THF is shown


for the concentration range 2� 10�5–0.12M. The conductance

Figure 7. Molar conductivity of n-Bu4NCN measured in THF at 258C
in the concentration range from 2� 10�5 to 0.12M
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Figure 8. Molar conductivities for n-Bu4NCN in H2O, DMSO, and THF.


Note that the points for n-Bu4NCN in H2O as solvent contain a contri-


bution from OH� ions


Figure 9. The degree of dissociation, a, of n-Bu4NCN in THF. In this low


concentration range the electrolyte is, in practice, completely dissociated


in DMSO and H2O.
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curve shows a minimum, which is typical for electrolytes in
solvents of low relative permittivity. This type of behavior has
been observed, for instance, by Hughes et al. who in great detail
discussed conductance data for several quaternary ammonium
salts in benzene in terms of triple-ion formation.[19]

CONCLUDING REMARKS


An overall view of the conductivity data determined in the three
solvents investigated is presented in Fig. 8. The extensive

J. Phys. Org. Chem. 2008, 21 237–241 Copyright � 2007 John W

aggregation of n-Bu4NCN in THF results in very low conductivity
despite the low viscosity of this solvent compared with water and
DMSO, as in Table 1.
In Fig. 9, the degree of dissociation, a, of n-Bu4NCN in THF is


shown as a function of concentration. The corresponding curves
for n-Bu4NCN in DMSO and water, not shown in this graph, are
almost horizontal. The tendency of ion-pair formation in DMSO is
very slight, slight in water and very strong in THF. For example, in
a solution as dilute as 0.1mM, ion pairs dominate over free ions in
THF (approximately 60% of the ions are paired), while in DMSO
n-Bu4NCN is in practice completely dissociated. In aqueous
solution at this concentration, approximately 0.1% of the
ammonium cyanide exists as ion pairs.
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Solution calorimetry of organic
nonelectrolytes as a tool for investigation
of intermolecular interactions
Boris N. Solomonova* and Vladimir B. Novikova

J. Phys. Or

The paper is mainly the review and generalization of the previous publications of the authors. It demonstrates that
solution calorimetry method gives the opportunities of more detailed understanding of various aspects of inter-
molecular interactions in solution. We are assured that prerequisite to such an understanding is the successive
analysis of various solute–solvent systems from the simplest ones which include alkanes as a solute or as a solvent to
the most complex systems with solvent self-association via hydrogen bonding. Particular findings discussed in this
paper are (i) an inconspicuous contribution of electrostatic solute–solvent interaction to the solvation enthalpy and,
accordingly, the dominating contribution of dispersion interactions for nonspecifically solvated solutes; (ii) new, very
general method for the extraction of specific interaction enthalpy from the enthalpy of solvation; (iii) new method of
determination of self-association enthalpies for the solvents associated via hydrogen bonding; (iv) new method for
determination of cooperative hydrogen bonding enthalpies of proton acceptors with associated species of alcohols;
(v) the unique method of experimental determination of the hydrophobic effect enthalpy. Copyright � 2007 John
Wiley & Sons, Ltd.
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INTRODUCTION


One of the main tasks of investigations in the field of solvation
thermodynamics of nonelectrolytes is the more deep insight into
the nature of intermolecular interactions in condensed media
and the application of this knowledge to other fields of physical
organic chemistry such as the solvent effects on chemical
equilibria and kinetics, spectral properties, etc. Another task is the
quantitative description of solvent effects on various physico-
chemical parameters (including the solvation thermodynamic
parameters itself ) based on some molecular characteristics of
solutes and solvents. These two tasks seem to be closely
interrelated. The complexity of liquid systems leads to the fact
that more rigorous ‘physical’ approaches often give rather
modest results for quantitative description of solvent effects. On
the other hand, a range of empirical and semi-empirical
approaches (UNIFAC,[1] modified UNIFAC,[2] ASOG,[3] MOSCED,[4]


SPACE,[5] etc.) were successfully developed in the last few
decades. We think that these approaches mainly resolve the
second from above-mentioned tasks.
Unfortunately, there are quite a few papers in this field, which


seem to consider the good description of experimental data as
the unique purpose. In our opinion, these works are sometimes
rather harmful because they entail the false assurance in the
fidelity of background model.
Over the last few decades most solvation studies made use of


the linear solvation–energy relationships (LSER) formulated by
Kamlet, Taft, and Abboud.[6–9] More recently, this approach was
widely used predominantly in the works of Abraham et al.[10–23]


and Carr et al.[24,25]

g. Chem. 2008, 21 2–13 Copyright � 200

According to this approach, the thermodynamic parameter
(TP) of solvation or transfer depends on a number of solute
parameters (Eqns (1) and (2)):


TP ¼ i þ vVX þ spH
2 þ rR2 þ aSaH


2 þ bSbH
2 (1)


TP ¼ i þ l log L16 þ spH
2 þ dd2 þ aSaH


2 þ bSbH
2 (2)


where VX is the McGowan characteristic volume,[26] which, along
with log L16 (Ostwald coefficient of solute in hexadecane), defines
the contributions into TP of cavity formation and general
dispersion interaction;[12] pH


2 relates to the ability of solute to
dipole and induction interactions with solvent; R2 is the excess
molar refraction;[10] d2 is an empirical correction factor which
compensates for the impossibility of describing electrostatic
interactions by a single parameter (0 for aliphatic compounds, 0.5
for polychlorinated aromatic compounds, and 1 for any other
aromatic compound);[24] SaH


2 and SbH
2 are the apparent acidity


and basicity of solute.[11] The first three terms of Eqns (1) and (2)
relate to nonspecific solvation and the latter two to specific
solute–solvent interaction. The coefficients i, v, l, s, r, d, a, and b
characterize the given solvent and are found by the multiple
linear regression technique.
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Despite the parameters in Eqns (1) and (2) are used to describe
data on Gibbs energies of solvation and solution, these equations
were also used for solvation enthalpies.[23,24,27–33] It was con-
firmed that the LSER approach is quite good for the description of
calorimetric data.
Authors who intensively employ the LSER approach always


stress that it not only possesses a predictive power, but also is an
excellent tool for gaining insight into the nature of intermolecular
interactions in solution. They write that the terms in Eqns (1) and
(2) can be for most part directly identified with particular
solute–solvent interactions.[10,14] In our opinion these preten-
sions are rather inconsistent.[31,34] The parameters reflecting the
nonspecific solvation (VX, log L16, p


H
2 , R2, and d2) are the most


vulnerable in this respect.
The authors of the LSER approach have defined that log L16


(and VX) is the parameter related to cavity formation and
dispersion solute–solvent interactions.[9] We can add that
because of the approximate proportionality of solute polariz-
ability and the volume of a molecule this parameter must contain
the contribution of inductive interactions. Dispersion and
inductive contributions seem to be inseparable because they
depend on the same molecular parameter (polarizability).
Parameter pH


2 reflects ‘polarity/polarizability’ of a
solute,[12,24,35–37] while the product spH


2 is a measure of the
dipolar and inductive interactions between the solute and the
solvent.[24] Owing to the above-mentioned reason this parameter
must contain the contribution of dispersion interactions. Indeed,
this parameter is based on the solvent p� parameter of Kamlet,
Taft, and Abboud, which was derived to be free from specific
interactions. But is it free from dispersion interactions?
Furthermore, if the dispersion interactions depend not only on
solute polarizability (e.g., well-known London’s equation for the
energy of two spherical molecules in addition to polarizabilities
contains the ionization potentials of the molecules) then the
differentiating part of dispersion interactions is included
exclusively into pH


2 .
The term rR2 ‘represents dispersion interactions’[12] and ‘is the


interactions due to the presence of p- and n-electron pairs’.[13]


Since the excess molar refraction is the excess polarizability, this
parameter (along with d2) must be related to inductive
interactions (not to mention that p- and n-electron pairs are in
particular the factors determining the hydrogen bond acceptor
ability). In addition we can mention that this term may contain
some part of cavity formation enthalpy. Indeed, we do not intend
to dispute the assertion that cavity formation energy depends on
the volume of solutemolecule. But what physical parameter is the
measure of this volume? Is it molar volume, characteristic volume,
or molar refraction? In the latter case the excess molar refraction
of aromatic, halogenated, and fluorinated compounds conjugate
with their ‘excess’ (relatively to calculated via VX) cavity formation
energy.
So, none of the independent parameters related to nonspecific


interactions (VX, p
H
2 , or R2) directly corresponds to any particular


type of solute–solvent interactions.
The parameters of specific interaction (SaH


2 and SbH
2 ) seem to


be more reasonable, but it is evident that description of specific
interactions in the form of aSaH


2 þ bSbH
2 is acceptable for


simplest systems only. For example, solvation of proton acceptors
in the solvents associated via hydrogen bonding can be
accompanied by the cleavage of hydrogen bonds between
solvent molecules. On the other hand, the contribution of
hydrophobic effect to thermodynamic parameters was analyzed
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separately in References [38–40]. It was found to be very substantial
for alkane solutes and zero for rare gases. It is not clear how this
effect is taken into account by Eqns (1) and (2). It should be
pointed out that the LSER approach is often used for aqueous
solutions[15,21–23,25] and other solvents associated via hydrogen
bonding[16,18–20] and it is not surprising that ‘for distribution
systems in which one phase is water, some solutes exhibit
variable hydrogen-bond basicity’.[17]


In a recent paper Vitha and Carr[41] presented an excellent
review of the LSER model in its historical development. They
brightly demonstrated the great value of this approach for
practical use in chromatography. Nevertheless, our doubts about
the physical meaning of solute descriptors become rather
strengthened. These doubts are shared partially by the authors of
the review.[41]


The LSER approach was undoubtedly very useful for the
investigation of the solvent effects in various physico-chemical
and biological processes. Nevertheless, the foregoing
analysis[31,34] shows that the solvent parameters obtained from
Eqns (1) and (2) are mainly formal parameters. The bright
illustration is the good description[31] of experimental values of
vaporization enthalpies for 140 liquid solutes by the equation
similar to Eqns (1) and (2). Vaporization enthalpy is the solvation
enthalpy in itself with opposite sign. So, resulted ‘solvent’
parameters have no physical sense by default. Nevertheless,
standard deviations and correlation coefficients are not worse
than those in the cases of solvation enthalpies in single solvents.
We think that it is more productive to analyze successively the


separate types of intermolecular interactions in solutions. The
example of such an approach based on solvation enthalpy data is
presented in this paper. This approach is developed during the
last three decades by the authors’ research group. The paper is
predominantly the review and generalization of our own
publications. References to other authors whose works influ-
enced our investigations (Richard Fuchs, Edward M. Arnett,
Harold L. Friedman, Javier Catalán et al.) must be mostly found in
our original publications.

SEPARATION OF DIFFERENT TYPES OF
SOLUTE–SOLVENT INTERACTIONS FROM
THE SOLVATION ENTHALPY


The transfer of the solute molecules from the standard state of
solute (298 K; 1 atm; solid, liquid, or gas) to the solvent at infinite
dilution is named ‘solution’. The term ‘solvation’ means the
transfer from the ideal gas phase to the solvent at infinite dilution.
The standard molar enthalpies of these processes are interrelated
by a simple Eqn (3)


DsolvH
A=S ¼ DsolnH


A=S � DvapH
A (3)


where A is any solute (organic nonelectrolyte); S is any solvent;
DsolvH


A=S is the solvation enthalpy of A in S, DsolnH
A=S is the


solution enthalpy, and DvapH
A is the standard molar vaporization


enthalpy of solute.
Note: In order to simplify the equations we will omit the


superscript ‘A/S’ in all the following cases. So, for solution,
solvation, interaction, and cavity formation enthalpies DH
without specifying solute and solvent will represent DH A/S.
Solution enthalpies are the experimental basis obtained from


calorimetry for the analysis of solute–solvent interactions. But for
the most part, the solvation enthalpies are preferable for this
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analysis because they are free from contribution of solute–solute
interactions.
The driving force for solvation is the solute–solvent inter-


molecular interaction. It should be kept in mind, however, that
‘solvation’ and ‘interaction’ are not identical terms. It is generally
accepted that solvation enthalpy in addition to solute–solvent
interaction enthalpy ðDintHÞ includes some endothermic contri-
bution owing to partial breaking of solvent–solvent interactions.
This contribution is named the cavity formation enthalpy ðDcavHÞ:


DsolvH ¼ DcavHþ DintH (4)


Cavity formation enthalpy cannot bemeasured experimentally,
but there are some theoretical approaches, which enable to
calculate this value.[42–44] Usually such approaches conceive the
cavity formation as an inserting to the solvent of hard
noninteracting sphere with size and shape of solute molecule.
The volume of molecule is commonly considered as the major
solute molecule parameter determining the cavity formation
enthalpy. Sometimes[45] the solvation enthalpy is considered as
the sum of not two but three components:


DsolvH ¼ DcavHþ DintHþ DstrH (5)


where DstrH is the enthalpy associated with the structural change
produced in the solvent by the solute (or by the cavity). It is also
named the structural reorganization enthalpy of the solvent. This
term is probably small for the majority of organic solvents but is
particularly relevant to aqueous solution.
We assume the following possible contributions to the solvent


interaction enthalpy. First of all, the splitting of intermolecular
interactions into nonspecific and specific ones is universally
accepted by chemists:


DintH ¼ DintðnonspÞHþ DintðspÞH (6)


Specific interactions enthalpy ½DintðspÞH� is the enthalpy of
localized donor–acceptor interactions, including hydrogen bond
formation. Nonspecific interactions enthalpy is commonly
considered as a sum of dispersion, dipolar, and inductive
contributions:


DintðnonspÞH ¼ DintðdispÞHþ DintðdipÞHþ DintðindÞH (7)


The second term ½DintðdipÞH� on the right-hand side of Eqn (7)
reflects the electrostatic solute–solvent interaction arising from
dissymmetry of charge distribution in the molecules. This type of
interaction is often named the orientational or dipolar
interaction. The parameters for describing this dissymmetry
are first of all, the dipole moments of the molecules and secondly,
the multipole moments of higher order. The third term ½DintðindÞH�
is also of electrostatic nature, but one of the two interacting
dipoles (or multipoles) arises from polarization of initially
nonpolar molecule in the electrostatic field of another molecule.
In addition to the parameters of charge dissymmetry of the
second molecules, the polarizability of the first molecule plays a
decisive role. Sometimes the sum of the electrostatic contri-
butions is named ‘enthalpy of polar interactions’:


DintðpolarÞH ¼ DintðdipÞHþ DintðindÞH (8)


The first term on the right-hand side of Eqn (7) ½DintðdispÞH� is the
enthalpy of dispersion interaction, which is of quantum–chemical
nature. The particular feature of dispersion interactions is that it is
attributed to all molecules without any exception. For the
simplest molecular-pair systems the value of this term is readily
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computable and depends on polarizability and ionization
potential of both partners. Sometimes the term ‘van der Waals
interactions’ is used as a synonym of ‘dispersion inter-
actions’.[45–53] But in other papers[54–58] the term ‘van der Waals
interactions’ is used as a synonym of ‘nonspecific interactions’.
The regular solution theory[59,60] is the most widely used


among the semiempirical approaches to analyze the thermo-
dynamic parameters of solvation. It establishes the cohesive
energy density (Hildebrand solubility parameter, dH) as the
parameter characterizing the ability of the solute ðdAHÞ and
the solvent ðdSHÞ to interact:


dH ¼


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DvapH� RT


VM


s
(9)


where VM is molar volume of solute or solvent. This approach
gives Eqn (10) for the calculation of solvation enthalpy[61,62]:


DsolvH ¼ VA
M � dSH


� �2�2 � VA
M � dSH � dAH � RT (10)


where ½VA
M � ðdSHÞ


2� and ð2 � VA
M � dSH � dAHÞ are the internal energies of


cavity formation and interaction, respectively.
Hildebrand’s original theory was only intended to apply to


mixtures of nonpolar liquids, and for such liquids their inter-
molecular forces are only of one type, namely dispersion forces.
Consequently, the solubility parameter for nonpolar substances
can be considered as a measure of the dispersion interactions.
Nevertheless, it was shown[63] that even if one component of the
system (solute or solvent) is alkane the terms in Eqn (10) poorly
represent the interaction and cavity formation enthalpies despite
the fact[64,65] that the total solvation enthalpy of some polar
solutes in hexane is satisfactorily described by Eqn (10).
The separation of electrostatic and specific interaction


contributions to various physico-chemical parameters including
the solvation enthalpy is very often performed by using the
homomorph concept.[66–74] The latter can be expressed
mathematically by


DsolvH� DsolvH
h=S ¼ DintðpolarÞHþ DintðspÞH (11)


where DsolvH
h=S is the solvation enthalpy of homomorph.


Homomorph is the compound with similar dispersion forces[66]


but incapable of polar and specific interactions. Assuming this
definition of homomorph, Eqn (11) can be considered as rigorous.
Unfortunately, the enthalpy of dispersion interaction cannot be
measured directly or calculated for any real compound and this
definition is partially useless for the choice of a definite
compound as homomorph. Another definition formulated in
papers[74–76] states that homomorphs are the molecules, which
have the same or closely similar molecular geometry. For
example, alkanes with similar molar volume or ethers with the
same number of carbon atoms were often used as homomorphs
for aliphatic alcohols. It must be understood that the second
definition of homomorph being applied to Eqn (11) means that
the dispersion interaction enthalpy depends only on the size
(volume) and shape (branching) of solute molecule. Despite the
high allure of this supposition, it is not proven and we consider it
as erroneous. This opinion agrees with the conclusion of Graziano
who made it clear[77] that the difference in hydration Gibbs
energy for benzene and for alkane of equal size should be
attributed to the different strength of van der Waals interaction
with water.
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Before extracting the polar and specific contributions from
solvation enthalpies we will consider the systems for which the
dispersion interactions play the decisive role.


Systems with dispersion solute–solvent interactions only


If there exist among the many organic nonelectrolytes
substances capable of dispersion solute–solvent interaction only,
then these substances are first of all alkanes. Indeed, it is generally
accepted that alkanes do not interact specifically with common
organic compounds. Molecular dipole moments of alkanes are
practically equal to zero. The polarity of C—H and C—C bonds is
low so the multipole moments of alkanes must be minimal.
Besides, alkanes have the smallest polarizability among all
organic substances. This allows to suppose a minor contribution
of inductive interactions.
We will consider both cases: (i) alkane is a solute and (ii) alkane


is a solvent.


Solvation enthalpies of alkanes in various solvents


Solution and solvation of alkanes in various media were studied
thermochemically in a series of works.[62,78–81] It was ascertained
that solvation enthalpy of alkyl derivatives of various substances
is the additive function of the number of methylene groups in
solute molecule.[62,80] Besides, it was shown in References [78,82]


that solution enthalpy for alkanes of various structure is
proportional to the volume of alkane molecule. Molar volume
and molar refraction (Lorenz-Lorentz equation) were used as the
measure of alkane molecule volume. We consider molar
refraction as a preferable parameter because molar volume also
contains the intermolecular interstices. Examples of such
proportional dependences are shown in Fig. 1, where the
solution enthalpy values were obtained from References
[62,78–80,83–89].
A very significant result was obtained by Fuchs et al.[78] They


concluded that a n-alkane and a branched isomer having one or

Figure 1. Correlations of solution enthalpies (kJmol�1) for some


n-alkane solutes with their molar refraction (cm3mol�1) in acetonitrile,


DMF, benzene, and chloroform. Solutes: 1 – n-pentane, 2 – n-hexane, 3 –
n-heptane, 4 – n-octane, 5 – n-nonane, 6 – n-decane, 7 – n-undecane, 8 –


n-dodecane, 9 – n-tetradecane, 10 – n-hexadecane. DsolnH
Alk=S and MRAlk


values taken from References [62,78–80,83–89]
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more quaternary carbon atoms have similar molar volumes, and
should, therefore, as solutes, exhibit about the same amount of
cavity formation energy in a given solvent. On the other hand, the
molecular surface area and opportunities for effective short-
range dispersion interactions with solvents are considerably
greater for the n-alkane. The observation that the quantity
½DsolvH


AlkðnormalÞ=S � DsolvH
AlkðbranchedÞ=S� has nearly the same value


for methanol, DMF, benzene, and cyclohexane would be likely
only if the dispersion interactions between the n-alkane and each
of four solvents were also similar.[78] It means that interaction
enthalpy of an alkane as a solute is approximately the same in the
solvents of various polarity and the differences in solvation or
solution enthalpies in these cases arise primarily from the
differences in cavity formation energy. This result was used as a
basis of the method for determining the relative cavity formation
enthalpy of a solvent.[82,90]


If the solute is alkane (Alk) Eqns (3) and (4) gives


DsolnH
Alk=S ¼ DvapH


Alk þ DcavH
Alk=S þ DintH


Alk=S (12)


In a series of solvents, vaporization enthalpy is a constant. Any
solvent of the series can be defined as the standard solvent (S0)
for the comparison with other solvents. Assuming the constancy
of interaction enthalpy of alkane with various solvents it can be
written as


DsolnH
Alk=S � DsolnH


Alk=S0 ¼ DcavH
Alk=S � DcavH


Alk=S0


¼ dcavH
Alk


� �S


S0
(13)


where fdcavHAlkgSS0 is the relative cavity formation enthalpy. It is
convenient to define the standard solvent as the hypothetical
solvent (n-hexane is good approximation) for which the solution
enthalpies of any n-alkane are zero. In this case the relative cavity
formation enthalpy is the solution enthalpy of the n-alkane with
the same volume[82]:


dcavH
Alk


� �S


S0
¼ DsolnH


Alk=S (14)


The specific relative cavity formation enthalpy ðdcavhSÞ[82] was
defined owing to the proportionality between the solution
enthalpy of alkanes and volume of their molecules.
In addition to molar refraction the characteristic volume was


used as a measure of solute molecule volume. We consider that
validities of both functions are approximately the same. But since
the atomic and bond contributions are essentially additive,
characteristic volumes are simpler for calculations. So, the specific
relative cavity formation enthalpy can be calculated as


dcavh
S ¼ DsolnH


Alk=S


VAlk
X


(15)


It should be emphasized that the value calculated using Eqns
(14) and (15) is not absolute but relative cavity formation
enthalpy; nevertheless, it can be used for calculations of the
solute–solvent interaction enthalpy relative to any standard
solvent.
Parameter dcavh


S reflects the solvent–solvent intermolecular
interactions. In this respect, it is somewhat similar to the
Hildebrand solubility parameter calculated by Eqn (9). However,
the Hildebrand parameter for real solvents reflects both
nonspecific and specific solvent–solvent interactions being
obtained from vaporization enthalpy, while dcavh


S seems to
reflect only the nonspecific interactions. It was confirmed not
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Figure 2. Correlation of solvation enthalpies in cyclohexane (kJmol�1)


withmolar refractions (cm3mol�1) of solutes. Solutes: 1 – water; 2 – hydrogen
chloride; 3 – methanol; 4 – hydrogen bromide; 5 – ethane nitrile;


6 – ethanol; 7 – acetone; 8 – propanal; 9 – acrylonitrile; 10 – allyl alcohol;


11 – 1-propanol; 12 – methyl acetate; 13 – allylamine; 14 – iodomethane;
15 – ethylnitrate; 16 – THF; 17 – chloroform; 18 – cis-1,2-dichloroethylene;


19 – trans-1,2-dichloroethylene; 20 – butanone; 21 – carbon disulphide; 22


– 1-butanol; 23 – methyl propionate; 24 – ethyl acetate; 25 – dimethyl


sulfite; 26 – 1,4-dioxane; 27 – n-propanethiol; 28 – n-butylamine; 29 –
1,2-dimethoxyethane; 30 – pyridine; 31 –– thiophene; 32 – hexafluor-


obenzene; 33 – 1-cyclopropylethanone; 34 – 2-pentanone; 35 – 3-pentanone;


36 – trichloroethylene; 37 – 1-chlorobutane; 38 – 1,4-difluorobenzene; 39


– fluorobenzene; 40 – benzene; 41 – tetrachloromethane; 42 – piperidine;
43 – 1-pentanol; 44 – ethyl chloroacetate; 45 – methyl butanoate; 46 –


n-propyl acetate; 47 – cyclohexane; 48 –1-bromobutane; 49 – iodine;


50 – phenol; 51 – 1-butanethiol; 52 – 1-iodopropane; 53 – 2-hexanone;
54 – 3-hexanone; 55 – aniline; 56 – 1,1-dichlorobutane; 57 – 1,1,2,2-


tetrachloroethane; 58 – 1-hexanol; 59 – chlorobenzene; 60 – n-butyl


acetate; 61 – methyl pentanoate; 62 – benzonitrile; 63 – benzaldehyde; 64


– methyl trichloroacetate; 65 – nitrobenzene; 66 – anisole; 67 – bromo-
benzene; 68 – thiophenol; 69 – 2-heptanone; 70 – 4-heptanone; 71 –


phenylacetylene; 72 – 1,4-dichlorobenzene; 73 – 1,2-dichlorobenzene; 74


– 1-heptanol; 75 – styrene; 76 – acetophenone; 77 – ethyl trichloroacetate;


78 – phenyl acetate; 79 – methyl benzoate; 80 – 2-octanone; 81 –
iodobenzene; 82 – 1,3-dinitrobenzene; 83 – thioanisole; 84 – 1-octanol;


85 – N,N-dimethylaniline; 86 – 2-nonanone; 87 – 5-nonanone; 88 –


naphthalene; 89 – 1,2,4,5-tetrachlorobenzene; 90 – 2-decanone; 91 –


1-decanol; 92 – diphenyl; 93 – hexachlorobenzene; 94 – benzophenone;
95 – cis-azobenzene; 96 – phenanthrene; 97 – benzil; 98 – trans-


azobenzene; 99 – anthracene; 100 – 1-bromodecane; 101 – 1,2-


diphenylacetylene; 102 – diphenylmercury. DsolvH
A=C6H12 and MRA values


taken from References [63,96,98]
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only with calorimetric,[91] but also with IR spectroscopic
data.[92,93] The solvent effect on the stretching vibration
frequencies of different bonds of the solute was successfully
described using this parameter.


Solvation enthalpies of various nonelectrolytes in alkanes


The thermochemistry of solvation of various nonelectrolytes in
alkanes has been studied in a number of studies.[58,63,65,81,94–99]


The most interesting result[63,96,98] is the linear correlation of the
solvation enthalpies [kJ/mol] in cyclohexane for solutes of various
classes with their molar refraction [cm3/mol] (Fig. 2):


�DsolvH
A=C6H12 ¼ 5:09þ 1:03 �MRA


n ¼ 102; r ¼ 0:994; s ¼ 1:56
(16)


where n, r, and s are number of points, correlation coefficient, and
standard deviation, respectively.
This was the first quantitative correlation between the


thermodynamic parameters of solvation and the solute structural
parameters for a wide range of organic nonelectrolytes. However,
this relationship is not universal. It was noted[63] that the solvation
enthalpies of linear and cyclic alkanes in cyclohexane are
described by linear correlations with different intercepts. More-
over, the equations for normal and branched aliphatic derivatives
are different.
The linear correlation described by Eqn (16) allows to conclude


that the solvation enthalpy of various nonelectrolytes in alkanes
is caused by the presence of only dispersion interactions in this
case. Despite the wide variation in dipole moments of solute
(from 0 to 3.8 D) and the nonzero polarizability of the solvent, the
contribution of the inductive interactions is negligible.
Combining Eqns (16) and (3) gives the method of estimation


for vaporization enthalpy:[63,96]


DvapH
A ¼ DsolnH


A=C6H12 þ 5:09þ 1:03 �MRA (17)


Molar refraction is known formany compounds or can be easily
calculated using the additive models. The experimental deter-
mination of solution enthalpy in many cases is noticeably simpler
than that of vaporization enthalpy. This method of estimation of
vaporization enthalpy may be almost the only one for some
compounds, which are hardly volatile or unstable at high
temperatures.


Solvation enthalpies of various nonelectrolytes
in tetrachloromethane


Tetrachloromethane does not interact specifically with the
overwhelming majority of solutes. Although this statement
was challenged in some cases[100–102] it underlies practically all
quantitative methods for determining the thermodynamic
parameters of specific interactions,[103] inso far as they use
tetrachloromethane as the inert solvent. Dipolar interactions also
should not be present because of zero dipole moment of
tetrachloromethane. Thus, only inductive and dispersion inter-
actions seem to exist.
As it is evident from the previous section, dispersion


interactions can be successfully analyzed using the correlation
of solvation enthalpy with solute molar refraction. This analysis
was performed in References [98,104] for tetrachloromethane as a
solvent. Correlation of solvation enthalpy in tetrachloromethane
for various solutes with their molar refraction is shown in Fig. 3.
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The main conclusions drawn from this correlation[104] can be
summarized as follows:

1. T

Jo

he overall picture of solvation enthalpies in tetrachloro-
methane is noticeably more complex than in cyclohexane.
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Figure 3. Correlation of solvation enthalpies in tetrachloromethane


(kJmol�1) with molar refractions (cm3mol�1) of solutes. Solutes: 1 –
methanol; 2 – acetonitrile; 3 – ethanol; 4 – acetone; 5 – acrylonitrile; 6


– 1-propanol; 7 –DMF; 8 –THF; 9 –DMSO; 10 – chloroform; 11 – cis-1,2-


dichloroethylene; 12 –thiazole; 13 –pyrrol; 14 – butanone; 15 – trans-1,2-


dichloroethylene; 16 – 1-butanol; 17 – ethyl acetate; 18 – dimethyl sulfite;
19 –diethyl ether; 20 – 1,2-dimethoxyethane; 21 –pyridine; 22 –


1-chlorobutane; 23 –N-methylpyrrol; 24 – 2-pentanone; 25 –phosphorus


oxichloride; 26 – trichloroethylene; 27 – 1,4-difluorobenzene; 28 – fluor-
obenzene; 29 – benzene; 30 – tetrachloromethane; 31 – ethyl chloroa-


cetate; 32 –n-butyl methyl ether; 33 – iodine; 34 – phenol; 35


–tetrachloroethylene; 36 – aniline; 37 – chlorobenzene; 38 –dipropyl


ether; 39 – benzaldehyde; 40 – nitrobenzene; 41 – anisole; 42 – bromo-
benzene; 43 – 2-heptanone; 44 –N-methylaniline; 45 – 1,2-dichlorobenzene;


46 – 1,4-dichlorobenzene; 47 – acetophenone; 48 – p-chloroben-


zaldehyde; 49 – p-chloronitrobenzene; 50 – iodobenzene; 51 – thioani-


sole; 52 – N,N-dimethylaniline; 53 – naphthalene; 54 – 1,2,4,5-
tetrachlorobenzene; 55 –1-naphthol; 56 – 1-chloronaphthalene; 57


–1,3,5-tribromobenzene; 58 – 1-nitronaphthalene; 59 – diphenyl; 60 –


hexachlorobenzene; 61 – benzophenone; 62 –1,3,4,5-tetrabromobenzene;


63 – trans-azobenzene; 64 – anthracene; 65 –trans-diphenylethylene; 66
–9-anthraldehyde. DsolvH


A=CCl4 and MRA values taken from References


[98,104]


J. P
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As a rough approximation all solute points at Fig. 3 are divided
into two groups. Good linear correlations are observed within
each group with approximately the same slope.

2. T

7


he difference between two groups (difference in intercepts)
cannot be explained by the contribution of inductive inter-
actions since the dipole moments of solutes within each group
vary over a wide range.


Analysis of solvation enthalpies in other solvents (thoroughly
selecting the solute–solvent systems without specific inter-
actions) shows that division into groups remains unchanged
while the value of difference in intercepts depends on the
solvent. For example, this difference in cyclohexane does not
exceed the experimental accuracy.
It was supposed that this difference arises from the different


abilities of solutes to dispersion interactions.

hys. Org. Chem. 2008, 21 2–13 Copyright � 2007 John Wile

In other words, it means that the volume of the solutemolecule
(molar refraction) is not the only solute parameter defining the
value of dispersion interaction enthalpies.


Electrostatic solute–solvent interactions enthalpy


According to Eqn (8) the enthalpy of electrostatic (polar)
interactions is the sum of dipolar and inductive contributions.
They are similar in nature and are commonly described by various
modifications of the continuum model.[105] In the majority of
cases the values of static dipole (multipole) moments noticeably
exceed the values of induced dipole (multipole) moments.
Therefore, we will consider the dipolar interactions firstly.
According to the continuum models the solvation enthalpy is


generally proportional to the square of the solute dipole moment
ðm2Þ and to a function of the relative permittivity ð"rÞ of the
solvent (such as Kirkwood function ð"r � 1Þ=ð"r þ 2Þ, or Onsager
function ð"r � 1Þ=ð"r þ 1Þ, or more simple function ð1="rÞ.
Classical electrostatic continuum models consider the solute as
a point dipole (or multipole of higher order). This means that
the distance between the positive and negative charges in solute
molecule must be substantially smaller than the distance
between the solute and solvent molecules. On the other hand,
the solvent is considered as a structureless medium with definite
relative permittivity. It is evident that both assumptions are rather
rough for real solute–solvent systems.
Despite the wide usage and intensive development of


continuum models it is quite difficult to prove definitely their
applicability to the description of the experimental values of
solvation enthalpies. Indeed, the correlations of solvation
enthalpy for a wide series of solutes in a given solvent with
the square of solute dipole moments are rather unsuccessful
because solutes with widely varied dipole moments vary in their
ability to specifically interact with the solvent. These correlations
are totally absent for inert solvents (cyclohexane and tetra-
chloromethane) as it is shown in previous sections. More
frequently, the correlations of solvation enthalpies for a given
polar solute with Kirkwood or Onsager functions are considered
as a confirmation of the applicability of continuum models to
solvation enthalpies. However, it was shown[83] that the solvation
enthalpies of the nonpolar n-hexane in a series of solvents
correlate similarly with these functions. In other words, the cavity
formation enthalpy of the solvents depends on their permittivity.
There exist some attempts[106] to extract the electrostatic


contribution to solvation enthalpy using Eqn (11) (homomorph
concept). We consider these attempts rather incorrect because
they suppose the independency of dispersion interactions on any
solute parameter except for molecular volume.
Our attempt to extract this contribution is based on comparing


the solvation enthalpies in a series of solvents for some
geometrical isomers as solutes. Indeed, cis- and trans-
disubstituted ethylenes or o-, m-, and p-disubstituted benzenes
are the substances maximally similar to each other regarding
their ability to interact intermolecularly with solvents. Isomers
have approximately the same volume of molecules that results in
equal cavity formation enthalpies. In addition to the equality of
molecular volume, the identical group composition gives the
solid argumentation for assuming the equality of dispersion
interaction enthalpies. Even if specific interactions with a solvent
do occur, as a rough approximation they should be the same for
isomers. Consequently, the differences in solvation enthalpies for
isomers with polar substituents must be the differences in their
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dipolar interactions. The only difficulty is often the absence of
vaporization enthalpies for highly polar solutes. In these cases the
differences in solution enthalpies for a series of solvents must be
examined because according to Eqn (3) they are the differences
in solvation enthalpies.
Comparison of solution enthalpies for isomers in a series of


solvents was performed in Reference [98]. The solutes examined
were: cis- and trans-dichloroethylenes cis- and trans-
dicyanoethylenes (DCE); o-, m-, and p-dichlorobenzenes; o-, m-,
and p-dinitrobenzenes (DNB); o-,m-, and p-dicyanobenzenes The
differences in the dipole moments for isomeric solutes were up to
5.8 D. The solvents used for this study varied highly in polarity
(relative permittivities were from 2.8 to 45 and dipole moments of
solvent molecule were from 0 to 4.2 D). In all cases linear
correlations of solution enthalpies for isomers with the slope
being close to unity were found. The examples of such
correlations for m-, and p-DNB and cis- and trans-DCE[98] are
shown in Fig. 4.
Standard deviations for all the correlations do not exceed


2 kJmol�1. Therefore, it can be concluded that the dipolar
contribution to the solvation enthalpies caused by dipole
moment of solute molecule (up to 5.8 D) either is absent or
does not exceed 2 kJmol�1.
A similar result was obtained in Reference [107] for solvation of


cis- and trans-1,2-dihaloethylenes and in Reference [108] for
solvation of 1,3- and 1,4-dioxanes, but the authors interpreted the
similarity of the solvation thermodynamic parameters for these
pairs of isomers by higher values of quadrupole moments for
trans-1,2-dichloroethane and 1,3-dioxane. Taking into account
the facts reported in current and two previous sections it seems
as if the electrostatic contributions due to dipole moments are
compensated for those due to quadrupole moments in all cases
without any exception. It seems very improbable.
We tested the role of quadrupole interactions[109] comparing


the solvation enthalpies for three isomers (o-, m-, and
p-dichlorobenzenes). Solvation enthalpies in a wide range of
solvents are practically equal for these solutes. The dipole
moments of these three isomers are different but the quadrupole

Figure 4. Correlations of solution enthalpies (kJmol�1): a – m-DNB


versus p-DNB and b – cis-DCE versus trans-DCE. Solvents: 1 – tetrachlor-


omethane; 2 – 1,4-dioxane; 3 – benzene; 4 – ethyl acetate; 5 –
1-chloropentane; 6 – 1-chlorobutane; 7 – THF; 8 – 1,2-dichloroethane;


9 – acetone; 10 – benzonitrile; 11 – methanol; 12 – acetonitrile; 13 – DMF;


14 – DMSO. DsolnH values taken from Reference [98] The slopes of lines a
and b obtained by regression analysis are 0.98 and 1.01, respectively
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moments of o- and m- isomers are equal. So, the observed
equality of solvation enthalpies cannot be explained by the
compensation of differences in dipole and quadrupole inter-
actions.
However, as it is well known, the multipole expansion is infinite


and the authors of the paper[110] discovered that ‘the small
influence of the long-range interactions on the energetics of the
equilibrium of cis-trans isomerization for dichloroethylenes can
be only explained if electric multipole moments of higher order
than quadrupole are considered’.
In such a way, two alternative conclusions can be drawn. (i)


Electrostatic interactions do not contribute to the solvation
enthalpy, even for highly polar solutes within the accuracy of
2 kJmol�1. (ii) Following the opinion of the specialists in
continuum solvation models,[107,108,110] we must conclude that
electrostatic interactions contribute. However, the contribution
from solute dipole moment is compensated for those from
multipole moments of higher order.
In the latter case we must add that this compensation takes


place practically always. For example, the solvation enthalpies for
the series of solutes in 17 solvents with various relative
permittivities (from 2.3 for tetrachloromethane to 62.9 for
propylene carbonate) were considered in Reference [98]. The
solutes were: benzene; naphthalene; anthracene; diphenyl;
fluoro-, chloro-, bromo-, and iodo- benzenes; o- and
p-dichlorobenzenes (m-dichlorobenzene can be added by
the reader from Reference [109]); and 1-chloronaphthalene.
These solutes noticeably vary in their dipole moments and
relative numbers of polar groups. Nevertheless, excellent linear
correlations with molar refraction of the solutes (with correlation
coefficients from 0.994 to 0.998 and standard deviations
from 0.8 to 1.4 kJmol�1) were found for all the solvents. If
dipolar interactions contribute, they are compensated for in a so
successful manner that the enthalpy of electrostatic interactions
with their multipole expansion must be linearly related to the
simplest parameter which is the molar refraction! But where has
polarity gone to? Is it a grin without a cat?
As long ago as in 1930, Hildebrand and Carter have shown that


‘it is the number and polarity of the substituent groups rather
than the electric moment of the whole molecule which
determines deviations from Raoult’s law’.[111] Probably, this
conclusion might be altered to consider the role of dispersion
interaction but the latter was discovered on the other continent
some months later.[112] Nevertheless, up to now there are some
researchers who think that solvent effects can be described in
general by the simplest Kirkwood equation.


Specific solute–solvent interaction enthalpy


Solution calorimetry is often used for the determination of the
enthalpies of donor–acceptor complex formation including the
enthalpies of hydrogen bonding.
In many cases, the values of complex formation enthalpies


obtained by the calorimetric method are considered as more
reliable than those obtained by spectroscopic (UV-vis, IR, NMR)
methods based on the temperature dependence of equilibrium
constants.
On the other hand, calorimetry gives a complex value which


depends on a variety of types of intermolecular interactions
existing in solutions. So, the reliability of calorimetrically obtained
complex formation enthalpies entirely depends on the correct-
ness of the extraction of specific interaction enthalpy from the
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solution enthalpy. Furthermore, the specific interaction enthalpy
½DintðspÞH� is related to complex formation enthalpy ðDcH


A::SÞ by
simple Eqn (18) only if single type of complexes is present in
solution:


DintðspÞH ¼ a � DcH
A::S (18)


where a is the degree of complex formation. In some cases (e.g.,
in ‘pure base’ method[113]) a is regarded as practically equal to
unity owing to the overwhelming excess of one of the
components and the enthalpy of complex formation is equated
with the specific interaction enthalpy.
Generally, all solute–solvent systems with hydrogen bonding


can be subdivided into four types:

(I) t

J. Ph

here are no intramolecular hydrogen bond (IMHB) in the
solute and solvent molecules and no intermolecular solvent–
solvent hydrogen bonds;

(II) t

here are no IMHBs in A and S molecules, but the solvent is
associated via intermolecular hydrogen bonds;

(III) t

here are IMHBs in Amolecules but intermolecular hydrogen
bonds in the solvent are absent;

(IV) b

oth IMHBs in A and intermolecular hydrogen bonds in the
solvent are present.

9


Eqn (18) is applied to systems of type (I) only. In other cases the
cleavage of solute intramolecular or solvent–solvent intermole-
cular hydrogen bonds should be taken into account.
We think that thorough investigation of specific interactions in


solution must include both spectral and calorimetric methods,
spectral methods being preferable for the ascertainment of the
contribution of specific interactions.
Solvation enthalpy can be regarded as the sum of specific inter-


action enthalpy and nonspecific solvation enthalpy ½DsolvðnonspÞH�:


DsolvH ¼ DsolvðnonspÞHþ DintðspÞH (19)


where DsolvðnonspÞH is ½DcavHþ DintðnonspÞH� and DintðspÞH is the
specific interaction enthalpy (enthalpy of localized donor–
acceptor interactions, including hydrogen bond formation).
Numerous approaches were developed to extract the


contribution made by specific interactions to the enthalpy of
solvation. They include the pure base method[113] and its
modification,[67] the non-hydrogen bonding baseline method[85]


and the method of base solutes.[114,115] These methods are
actually based on the estimation of the nonspecific solvation
enthalpy in Eqn (19) using ‘model’ solutes or ‘model’ solvents. The
essential inadequacy of the approach is the poorly founded
choice of ‘models’, that is, the substances having the same
properties as the explored solute (or solvent) except for its ability
to undergo specific interaction. This problem has been
substantially solved in the method of base solutes, but the
application of this method requires the analysis of a bulk of
solvation enthalpy values in each case.[115]


Recently we proposed a new, very general method for the
extraction of specific interaction enthalpy from the enthalpy of
solvation.[91,116] It requires the minimum of experimental solution
enthalpy data and does not require the choice of certain ‘model’
compounds for a given solute. This method is based on our
presupposition that the difference between the enthalpies of
nonspecific interactions for some solvent S and cyclohexane (as a
solvent) is proportional to the same difference for tetrachlor-

ys. Org. Chem. 2008, 21 2–13 Copyright � 2007 John Wile

omethane and cyclohexane (as solvents):


DintðnonspÞH� DintðnonspÞH
A=C6H12


¼ qS � DintðnonspÞH
A=CCl4 � DintðnonspÞH


A=C6H12


h i
(20)


where qS is the solvent-dependent proportionality factor. If solutes
do not interact specifically with the solvents the differences
between the enthalpies of nonspecific interactions can be
calculated from experimental data by combining Eqns (4), written
for each solvent, and (15) for relative cavity formation enthalpy:


DintðnonspÞH� DintðnonspÞH
A=C6H12


¼ DsolvH� DsolvH
A=C6H12 � dcavh


S � dcavh
C6H12


� �
� VA


X (21)


The values of the proportionality factor qS for 27 solvents were
calculated by regression analysis using the experimental data of
nonspecific solvation enthalpies for 59 solutes. The standard
deviations of calculated solvation enthalpies from experimental
ones vary from 0.28 to 2.88 kJmol�1 (1.33 kJmol�1 on average).
The value of qS depends on the solvent and reflects its
nonspecific interaction with solutes. So it would be reasonable
to find correlations of qS with some solvent parameter such as
Hildebrand solubility parameter, Kirkwood function, Dimro-
th–Reichardt, or Kamlet–Abboud–Taft ðp�Þ solvatochromic
parameters, etc. Indeed, some correlations with these parameters
are observed but a substantially better correlation (correlation
coefficient is 0.98) was found with the square root of specific
relative cavity formation enthalpies ð


ffiffiffiffiffiffiffiffiffiffiffiffi
dcavhS


p
Þ:


qS ¼ aþ b �
ffiffiffiffiffiffiffiffiffiffiffiffi
dcavhS


p
(22)


where a and b values obtained by linear regression analysis are
0.34 and 0.61 respectively if the units for all the enthalpies in Eqns
(20) and (15) are kJmol�1 and the unit for VX in Eqn (15)
is cm3mol�1 10�2.
Although the correlation with the square root of specific


relative cavity formation enthalpies was found empirically, we
think that it is not accidental. This parameter is to some extent
the analog of the Hildebrand solubility parameter because
in the theory for regular solutions d2H characterizes the specific
cavity formation energy. The Hildebrand parameter reflects the
overall breaking of solvent–solvent interactions, calculated from
the vaporization enthalpy, whereas for cavity formation the
breaking of only some part of these interactions is required.
The parameter


ffiffiffiffiffiffiffiffiffiffiffiffi
dcavhS


p
probably reflects just this part of the


interactions better. We designate this parameter as SvdW to imply
that it is the solvent parameter reflecting its nonspecific
interactions (van der Waals interactions) with the solutes:


SvdW ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
dcavhS


p
(23)


The resulted equation for nonspecific solvation enthalpy is


DsolvðnonspÞH


¼ DsolvH
A=C6H12 þ dcavh


S � dcavh
C6H12


� �
� VA


X


þ aþ b � SvdWð Þ


� DsolvH
A=CCl4 � DsolvH


A=C6H12 � dcavh
CCl4 � dcavh


C6H12
� �


� VA
X


h i
(24)


It should be stressed that it is an empirical equation. Despite
some similarity of SvdW and the Hildebrand parameter, Eqn (24) is
not based on regular solution theory and certainly is not the
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modification or improvement of the latter. The above-mentioned
similarity is rather the result of the fact that both approaches are
based on the very old Berthelot rule[117] which states that the
interaction potential between two different molecules 1 and 2,
U12, is in many cases proportional to the square root of the
potential between two molecules of a component 1. . .1 or 2. . .2:
U11 or U22:


U12 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U11U22ð Þ


p
(25)


Combination of Eqn (24) in a somewhat more common form
and Eqn (19) gives Eqn (26) for calculation of the specific
interaction enthalpies:


DintðspÞH ¼ DsolnH� DsolnH
A=C6H12 � dcavh


S � dcavh
C6H12


� �
� VA


X


� aR þ bR � SvdWð Þ


� DsolnH
A=R � DsolnH


A=C6H12 � ðdcavhR � dcavh
C6H12 Þ � VA


X


h i
ð26Þ


where DsolnH;DsolnH
A=R; and DsolnH


A=C6H12 are the solution
enthalpies of solute A in the studied solvent S, standard solvent
R, and cyclohexane, respectively; dcavh


S; dcavh
R , and dcavh


C6H12 are
the specific relative cavity formation enthalpies for each solvent
calculated by Eqn (15) (these values slightly vary with the length
of n-alkanes so that the averaged value for all available n-alkane
solution enthalpies in each solvent is used in our work); R is the
reference solvent;. SvdW is the solvent parameter calculated by
Eqn (23); aR and bR are intercept and slope in Eqn (22) and
subscript R in this case means that these values depend on the
choice of the reference solvent. The reference solvent R is defined
as a given non-alkane solvent that does not interact specifically
with the solutes. This reference solvent in Eqn (24) is
tetrachloromethane but in Eqn (26) it can be changed for
another solvent. This can be useful because tetrachloromethane
can interact specifically with some electron donor solutes[100–102]


(e.g., triethylamine, pyridine (Py), diethyl ether, 1,4-dioxane). For
these solutes, another solvent (e.g., benzene) can be used as a
reference (aR and bR for benzene as a reference solvent are 0.20
and 0.38, respectively).
In Reference [91], specific interaction enthalpies for 280


solute–solvent systems were calculated. For 82 of these 280
systems, the complexation enthalpy obtained by independent
methods was documented in literature. Comparing the literature
data with those determined via Eqn (26) gives a standard
deviation of approximately 2 kJmol�1.
The main advantage of this method is its universality. Owing to


the absence of ‘model’ compounds it can be applied to a wider
range of solutes (e.g., chloroform) and used for the determination
of specific interaction enthalpies of proton acceptor solutes with
proton donor solvents.[118] The essential disadvantage is the high
dependence of the results upon the inaccuracies in the
determination of DsolnH


A=C6H12 and DsolnH
A=R, particularly for


solvents with high dcavh
S. The precise determination of solution


enthalpies in cyclohexane and tetrachloromethane can be a
non-trivial task for some weakly soluble substances.
In contrast to nonassociated solvents, formation of hydrogen


bonds of a solute with an associated solvent can generally involve
cleavage of hydrogen bonds between solvent molecules.
Correspondingly, the enthalpy of specific interaction with an
associated solvent will depend in a complex manner on the
solvent association and on structural features of solutemolecules.
These two factors determine the energy required to shift the

www.interscience.wiley.com/journal/poc Copyright � 2007

association equilibrium in the solvent during the formation of
solute–solvent complexes (solvent reorganization energy). There
was developed an approach[119] that allows qualitative con-
clusions on the occurrence (or absence) of the solvent
reorganization effect in the formation of solute–solvent com-
plexes. This approach consists in comparing the numbers of lone
electron pairs capable of hydrogen bonding and of active
hydrogen atoms in the solvent molecule. The type of hydrogen
bonding centers (active hydrogen atoms or lone electron pairs)
present in excess determines the type of solutes with which the
solvent reorganization energy should be manifested at a specific
interaction. For example, in alcohols as solvents, the number of
lone electron pairs is twice as much as the number of active
hydrogen atoms. This means that solutes specifically interacting
with a solvent via lone electron pairs (ketones, ethers, esters)
should cause reorganization of an alcohol as solvent. With proton
donor solutes, for example, chloroform, the solvent reorganiza-
tion should not be manifested. If the numbers of lone electron
pairs and active hydrogen atoms are equal, the solvent
reorganization should be manifested as solvation of both proton
donors and proton acceptors.
An example of the analysis of specific interaction enthalpies in


a solvent associated via hydrogen bonding is presented in
Reference [120]. Eqn (26) was used to calculate the specific
interaction enthalpies for Py dissolved in aliphatic alcohols
½DintðspÞH


Py=ROH�, where ROH are methanol, ethanol, 1-butanol,
1-hexanol, or 1-octanol. The resulting values vary from
�5.8 kJmol�1 for methanol to �1.0 kJmol�1 for 1-octanol. The
specific interaction enthalpies for the alcohols dissolved in Py
½DintðspÞH


ROH=Py� were found to be within the interval from �15.9
to �16.7 kJmol�1. This strong difference between DintðspÞH


Py=ROH


and DintðspÞH
ROH=Py values is not surprising because aliphatic


alcohols are solvents associated via hydrogen bonding. To form
the Py-alcohol H-bonded complex during dissolution of Py in
alcohols, some alcohol–alcohol hydrogen bonds must be
disrupted (endothermic process). That is why the self-association
enthalpies of aliphatic alcohols must be taken into account.
The self-association enthalpies for aliphatic alcohols


½DintðspÞH
ROH=ROH� were determined in Reference [121] using


Eqn (26). This value is in the range �16.4� 0.4 kJmol�1 for
above-mentioned alcohols. The sum of DintðspÞH


Py=ROH and
DintðspÞH


ROH=ROH represents the average enthalpy of hydrogen
bonding of Py with associated species of alcohols. Its values vary
from�20.9 kJmol�1 for methanol to�18.7 kJmol�1 for 1-octanol
and exceed the corresponding values of DintðspÞH


ROH=Py by
20–30%. This excess was interpreted[120] as the result of
cooperativity effect for associated species of alcohols. This
interpretation was confirmed by using combined calorimetric
and IR spectral methods for calculating the cooperative hydrogen
bonding enthalpies of Py with dimers of the aliphatic alcohols in
tetrachloromethane solutions.
If a solute molecule contains an IMHB, then intermolecular


hydrogen bond with proton acceptor solvent (S) can be formed
only through the destruction of IMHB. This can be presented by
the following equation:


So, the specific interaction enthalpy for a solute with IMHB and
a proton acceptor solvent will be determined by the difference in
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their intermolecular hydrogen bond formation enthalpies and
the enthalpy of IMHB:


DintðspÞH ¼ a1 � DcH
A::S � a2 � DcH


IMHB (27)


where a1 and a2 are the degrees of complex formation for
intermolecular solute–solvent and solute IMHB formations,
respectively.
Eqn (27) was used in Reference [122] for the determination of


DcH
IMHB in ortho-substituted phenols. Additional assumption


about the equality of solute–solvent hydrogen bond formation
enthalpies for ortho- and para-substituted phenols was required
in this case.


Some peculiarities of water as a solvent


It is well known that apolar substances are poorly soluble in
water. This fact is usually attributed to their hydrophobicity.
Repeated attempts were made to separate the hydrophobic
effect contribution from the thermodynamic parameters of
nonelectrolyte hydration. A brief review of these attempts is
presented in Reference [123].
The new method of experimental determination of the


hydrophobic effect enthalpy is proposed in References [123]
and [124]. It was supposed that the feature of liquid water in
comparison with other solvents is the presence of a hydrophobic
effect term in hydration thermodynamic functions. In this case
Eqn (19) is transformed to Eqn (28):


DhydrH
A ¼ DhydrðnonspÞH


A þ DintðspÞH
A=H2O þ Dh:e:H


A (28)


where DhydrH
A is the hydration (i.e., solvation in water) enthalpy,


DhydrðnonspÞH
A is the nonspecific hydration enthalpy, DintðspÞH


A=H2O


is the specific interaction enthalpy, and Dh:e:H
A is the


hydrophobic effect enthalpy.
We do not consider the hydrophobic effect term as the result of


a certain additional physical process taking place in water (e.g.,
strengthening of the hydrogen bond network around an apolar
molecule). However, we cannot reject the possibility of such
processes a priori. We consider the enthalpy of hydrophobic
effect as a quantitative characteristic of deviation of water from
the rules found for other solvents.
If solutes do not interact specifically with water, then the


Dh:e:H
A value can be calculated as the difference between the


experimentally determined hydration enthalpy and nonspecific
hydration enthalpy calculated by Eqn (26) for water. It should be
added that Eqn (24) contains the specific relative cavity formation
enthalpies ðdcavhSÞ, which is usually calculated by Eqn (15) from
solution enthalpy of n-alkane in the solvent. But solution enthalpy
of n-alkane in water contains the hydrophobic effect enthalpy. So,
the equation for calculation of specific relative cavity formation
enthalpy for water should be modified:


dcavh
H2O ¼ DsolnH


Alk=H2O � Dh:e:H
Alk


VAlk
X


(29)


The hydrophobic effect enthalpies for n-alkanes ðDh:e:H
AlkÞ


were determined by this method.[125]


The hydrophobic effect enthalpies were calculated by the new
method for noble gases, alkanes, and aromatic hydrocarbons.[124]


It was found that this value is negative (exothermic) for noble
gases and alkanes. This fact corresponds with the classic
interpretation of the hydrophobic effect as the strengthening
of the hydrogen bond network around apolar molecules.[126–130]
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The hydrophobic effect enthalpy for aromatic hydrocarbons is
positive (endothermic) and grows up with the size of the
solute.[124]


The hydrophobic effect enthalpies for normal aliphatic
alcohols were estimated[124] by assuming that the specific
interaction enthalpies of alcohols in water and in methanol are
equal. The rough equality of the hydrophobic effect enthalpies
for the aliphatic alcohols (�10.0� 0.9 kJ/mol) and alkanes
(�10.7� 1.5 kJ/mol) is likely evidence for the additivity of the
hydrophobic effect contribution to the enthalpy of hydration.

CONCLUSION


This review was written mainly to demonstrate that, despite the
solution calorimetry gives the gross measurement of interactions
in solutions, the consecutive analysis with an accurate selection
of solutes and solvents allows substantial insights into many
detailed features of intermolecular interactions in solution. The
application of a unified methodology is the determining factor
for a fruitful use of solution calorimetry. We think that results
described in this paper are good illustrations of this.

LIST OF SYMBOLS AND
ABBREVIATIONS USED

A a

y & Sons, Ltd.

ny solute (organic nonelectrolyte)

S a

ny solvent

DsolvH
A=S;DsolvH s

olvation enthalpy of A in S

solv s

olvation

soln s

olution

vap v

aporization

int in

teraction

sp s

pecific

nonsp n

onspecific

disp d

ispersion

dip d

ipolar

ind in

ductive

cav c

avity formation

dH H

ildebrand solubility parameter

Alk a

lkane (normal if other not indicated)

S0 s

tandard solvent

fdHAgS2S1 d

ifference in enthalpies of some process
(e.g., solvation or cavity formation) for solute
A in two solvent. Example: fdsolvHAgSS0 ¼
DsolvH


A=S � DsolvH
A=S0ð ¼ DsolnH


A=S�
DsolnH


A=S0Þ. The later value is often named
the transfer enthalpy from standard sol-
vent.

dcavh
S s

pecific relative cavity formation enthalpy

VX M

cGowan characteristic volume (see defi-
nition in Reference [26]). In our works it is a
measure of solute molecule volume as well
as the molar refraction.

DcH
A::S e

nthalpy of complex formation (calculated


per mole of complex in contrast to specific
interaction enthalpy)
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egree of complex formation

SvdW s

olvent parameter reflecting its possibility
to nonspecific interactions. It is calculated
using Eqn (23)

R r

eference solvent in Eqn (26). It is certain
non-alkane solvent that does not interact
specifically with the solutes.

hydr h

ydration (that is solvation in water)

h.e. h
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Acid catalyzed intramolecular attack of
b-phenylthioureido group on amide function.
Parallel formation of thiodihydrouracil and
4-iminothiodihydrouracil. Different pathways
in the Edman degradation reaction in the
formation of six- versus five-membered
cyclic intermediates
Ivan G. Pojarlieffa*, Iva B. Blagoevaa, Maria M. Totevab, Ergun Ataya,
Violina T. Angelovac, Nikolay G. Vassileva and Asen H. Koedjikova

J. Phys. Or

Contrary to the cleavage of a-phenylthioureido peptides 1 proceeding through intermediate 2-anilinothiazolinone 2,
the b-analog cis-2-(3-phenylthioureido)cyclopentane-carboxamide 5 forms transiently 4-imino-2-thioxopyrimidine 6.
Monitoring amide cyclization and hydrolysis of iminopyrimidine 6 in acid by UV showed that an equilibrium between
5 and 6 was reached followed by slower conversion of both compounds into 2-oxo-4-thioxopyrimidine 7. Both
processes were characterized by isosbestic points, the first due to parallel conversion of 5 into 6 and 7 (or 6 into 5 and
7) at a constant ratio while the second identical for both reactants – to conversion of equilibrated 5 and 6 into 7. The
special isosbestic points allowed the determination of the individual constants of Scheme 2. Further confirmation was
obtained from NMR product analysis and following the cyclization of amide 5 in DMSO:DCl. Product 2-oxo-4-
thioxopyrimidine 7 hydrolyzed reversibly to thioureido acid 8. The cyclization rate of 8 allowed the participation of
6-oxothiazine 10 formed by sulfur attack to be excluded. The absence of sulfur attack in the six-membered case is
explained by the longer C—S bond bringing about greater bond angle strain at the tetrahedral ring atoms due to the
geometrical characteristics of five- and six-membered rings with planar segments. The cyclizations of amide 5 to
iminopyrimidine 6 and to thiodihydrouracil 7 are first order in [Hþ], while the reactions of protonated imine 6Hþ are
zero order to amide and �1 to thiodihydrouracil. The reaction orders can be reconciled by assuming a rate
determining proton transfer from the tetrahedral intermediate in amide cyclization. Copyright � 2007 John Wiley
& Sons, Ltd.

Keywords: kinetics; mechanism; cyclization; b-phenylthioureido amide; 4-imino-2-thioxopyrimidine; 2-thiodihydrouracil
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INTRODUCTION


The acid catalyzed intramolecular attack of an a-pheny-
lthioureido group on a peptide bond, known as the Edman
degradation reaction, serves to cleave the N-terminal amino
acid of peptides and proteins[1] in automated sequenators[2] for
determining the amino acid sequence. To avoid hydrolysis of the
peptide, anhydrous acidic media are used such as trifluoroacetic
acid. As established by Edman,[3] cleavage is achieved by a fast
cyclization of the ureido peptide 1 giving anilinothiazolinone 2.
In aqueous acid, 2 hydrolyzes rapidly to the a-thioureido acid


3 which then cyclizes to the more stable thiohydantoin 4
(Scheme 1) used to identify R1 and thence the terminal amino
acid.
Kinetic studies[4] by means of UV-spectra showed that the


same reaction sequence is observed in aqueous acids. Several
authors[5,6] recently found that in more dilute acids or in neutral
andweakly alkalinemedia, the formation of thiohydantoin 4 from
1 takes place by direct attack of the anilino nitrogen.

g. Chem. 2008, 21 14–22 Copyright � 20

We now report that in fairly concentrated aqueous acids, a
simple b-thioureido amide, namely cis-2-(3-phenylthioureido)
cyclopentanecarboxamide 5, cyclizes through a pathway differ-
ent from the Edman degradation. In the range 0.01–1M HCl, the
following steps are observed: (a) an equilibrium between
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Scheme 1.
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phenylthioureido amide 5 and the 4-imino-2-thiooxopyrimidine
6 is established faster than subsequent processes; (b) reactants 5
and 6 convert cleanly into cis-4-oxo-2-thiooxopyrimidine 7; (c)
product 7 equilibrates with cis-thioureido acid 8.

RESULTS


The synthesis of the compounds presented in Scheme 2 has
already been described.[7]


Two sets of kinetic experiments were carried out; preliminary
measurements were carried out in 0.125–1.5M H2SO4 with the
intent to use acidity functions as descriptor of acidity. However,
the sensitivity to salt effects noticed also by previous
investigators for the charged substrates[4] made us prefer
0.01–1M HCl solutions where the ionic strength was kept at
1M (KCl).


Reversible formation of 4-imino-2-thiooxopyrimidine
6 from phenylthioureido amide 5 in acid solutions


Bethell et al.[4] observed that the cleavage of phenylthioureido
peptides 1 begins with a decrease in the UV absorption at 245 nm
due to the phenylthiouredo chromophore with concurrent
formation of a peak at 230 nm due to anilinothiazolinone 2. Then

Scheme 2.
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absorption at 245 nm began to increase due to the formation of
the phenylthioureido acid 3 changing finally to the peak at
265 nm characteristic of 2-thiohydantoins 4. Bethell et al.[4]


supported Scheme 1 by measuring also the rate-pH profiles for
the conversions of the intermediates 2 and 3.
The course of spectral changes observed with the


b-phenylthioureido amide 5 in acid are quite different to those
of the a-analog. These proceeded in two stages. At first,
the decrease in amide absorption at 244 nmwas accompanied by
a rapid increase in the absorption at longer wavelengths. This
build up was greater at higher acid concentrations accompanied
by the formation of an isosbestic point around 270 nm (Fig. 1a).
The longer wavelength absorption reached a maximum and then
began to decrease. In the second stage, a new isosbestic process
was established yielding ultimately the spectrum of thiodihy-
douracil 7 (lmax (H2O) 278 nm, Fig. 1b). More detailed
examination showed the final product to be an equilibrium
mixture containing 15% phenylthioureido acid 8 (v.i ) due to
partial hydrolysis of 7. Remarkably, the isosbestic process
maintained for a considerable period of time during the final
conversion into 7. As is well known, an isosbestic point obtains
upon conversion of one compound into another at the
wavelength where the two compounds possess the same
absorption coefficients. This is a common proof for a ‘clean’
process because the presence of an isosbestic point requires
stoichiometric conversion. The pattern of behavior in our case
proves that the transiently formed compound and the initial
reactant are in a state of fast equilibrium both converting into the
product 7 in parallel reactions because when the two
compounds, the amide and the transient, convert into a third
compound, the thiodihydrouracil, an isosbestic point can be
formed only if the ratio of the two reactants is maintained
constant by a fast equilibrium or stationary state and thus the
spectrum of the mixture is maintained constant with time. The
position of the two isosbestic points observed in the second
stage shifted with acidity; for example, from 260.5 and 291 nm in
1.5M H2SO4 to 264.5 and 303.5 nm in 0.25M H2SO4. This is an
expected result with a changing ratio of amide and intermediate
depending on [Hþ] (Alternatively, the isosbestic points could be
shifted because of spectral dependencies on acidities. However,
the chromophore phenylthioureido group is expected to be a too
weaker base for any appreciable protonation in 1M HCl (pKBHþ of
PhNHCSNH2 is �2.20[8]), while the product 7 should be a still
weaker base. On the other hand, iminopyrimidine 10 has
a pKBHþ¼ 6.40[7] and is fully protonated in the region of acidities
studied.) according equilibrium K12 of Scheme 2.
The transiently formed compound was found to be the


iminopyrimidine 6 obtained before from cis-2-(3-pheny-
lthioureido)cyclopentane-carbonitrile 9 in aqueous KOH as an
intermediate during its hydrolysis to amide 5.[7] It could be
isolated and its structure determined as 6. A breakthrough in
unraveling the transformations and the kinetics of the system
studied occurred when the reaction could be studied starting
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Figure 1. Transformation of UV spectra of amide 5 with time in 0.75M H2SO4 at 508C. (a) The first several minutes of the reaction. (b)
Changes observed after the 17th minute of the reaction
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from 6. When iminopyrimidine 6 was used to initiate the reaction
in acid, a peak at 293 nm was first observed due to its protonated
form (pKBHþ¼ 6.40)[7] (Fig. 2b). The peak decreased rapidly
through an isosbestic transformation (278 nm) reaching equi-
librium with amide 5. The spectral changes are more pronounced
because the amide is preferred at equilibrium and hence the
equilibrium composition is reached with a greater change in the
spectra. Later, this isosbestic point is lost and then a second
isosbestic process sets in which exactly repeats the second stage
of the reaction initiated with amide 5 indicating that the same
equilibrium amide–intermediate is reached (Fig. 2).
The observed spectral changes can be accommodated by


Scheme 2.
Two pieces of kinetic evidence support Scheme 2. Iminopyr-


imidine 6 has the longest wavelength absorption so that its
formation or depletion could be followed by the tail absorption at
305 nm at higher substrate concentration on a more precise
instrument (Shimadzu UV 3000). In the initial stages of the
reaction, the rise (fall) of absorbance could be described as a
single exponential decay reaching a plateau. Actually for sulfuric
acid solutions, the plato was more stable till 10t1/2 at 0.5M. In
more dilute solutions, a slow linear increase due to the conversion
of 5 into 7 while in more concentrated ones the plato decreased
linearly due to the predominant effect of conversion of 6 into 7.
These linear changes when extrapolated to time zero amounted
to small (up to 5%) corrections in the end absorbances. The end
absorbance increased with acidity. Table 1 lists the observed rates
which are very similar in both directions as expected for an
equilibrium process. Similarly the observed rates of formation of
thiodihydrouracil in the second stage are practically the same for
the reactions initiated with 5 or 6 (as described below).

Figure 2. Spectral changes of reactants in 1M HCl. Unbroken lines a
(a) Reaction initiated with amide 5. (b) Reaction initiated with imin
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The spectral changes described above leave little doubt that
the product thiodihydrouracil 7 obtains in parallel from the two
reactants, amide 5 and iminopyrimidine 6, which establish a fast
preliminary equilibrium. Scheme 2 assumes this to take place via
direct conversion. Most likely, this could proceed by the loss of
ammonia from a common unstable tetrahedral intermediate:


Is 6-oxothiazine 10 an intermediate in the
elimination of ammonia?


Scheme 2 for the formation of thiodihydrouracil is contrary to the
mechanism established for the Edman degradation of peptides
depicted on Scheme 1. In our case, the latter would involve the
formation of 6-oxothiazine 10,


the six-membered analog of anilinothiazolinone 2, hydrolysis to
acid 8 followed by cyclization to the product 7. As long as 10 does
not accumulate, the pattern of change of the UV-spectra will not

re experimental and dashed lines calculated as described in text.
opyrimidine 6. Calculated values denoted by xs
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Table 1. Overall pseudo first order rates 104� k s�1 in sulfuric
acid solutions at 508C for reaching equilibrium between 5 and
6 k(1) and for the formation of 7 in the second phase of the
reaction (K2)


M H2SO4 k(1)amide
a k(1)imine


a A1
b k(2)amide


c k(2)imine
c


0.125 34.4 32.8 0.285 1.59 1.70
0.255 32.6 31.0 0.350 — —
0.510 30.5 28.0 0.488 — —
0.755 32.6 28.3 0.640 3.49 3.39
1.025 33.3 31.8 0.795 3.98 3.93


a Calculated for ca. 50% conversion before reaching the pla-
teau.
b Converted to initial Ao of amide 0.252 (3.57� 10�4M).
c Approximate values calculated by fitting A1 (as described
below).
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be altered because amide 5 and acid 8 have the same
chromophore and to all purposes the same spectra. The thiazine
mechanism requires cyclization of acid 8 to be faster than
the overall conversion of amide 5 into thiodihydrouracil 7 in order
for the second isosbestic phase of the reaction to be maintained.
Otherwise acid 8 will accumulate and the total concentration
of the mixture amide – imine in equilibrium will no longer
correspond stoichiometrically to thiodihydrouracil 7 formed
leading to loss of the isosbestic point.
To elucidate this possibility, the rate of cyclization of the acid


was measured directly:


The reaction proceeded with a clean isosbestic point and was


conveniently monitored at 280 nm. It was found to be reversible,
the same equilibriummixture being obtained starting either from
the thioureido acid 8 or the thiodihydrouracil 7. Making the end
reaction mixture alkaline restored the initial phenylthioureido
absorption thus showing the absence of side reactions.
At 508C in 0.5 and 1M HCl solutions (I¼ 1M KCl) K43 was found


to be 5.53. As can be seen on Table 2 (derivation of the remaining
rate constants is described below), the observed rates,
kobs¼ k34þ k43, are smaller than the rate of product formation
in the second ‘isosbestic’ stage, k13þ k23, but similar to k13, the

Table 2. Pseudo first order rate constants� 104, s�1, for the cyclizat
6 and thiodihydrouracil 7 in HCl solutions, ionic strength I¼ 1M (


[HCl] M k12 k21 K12
a


0.010 — 11.1 —
0.050 0.288 14.4 0.40
0.10 0.679 13.6 0.50
0.50 3.26 16.2 0.40
1.00 4.44 11.06 0.40


a K¼ k12/k21� [Hþ].
b Calculated values from data in 0.5 and 1M HCl (I¼ 1M).
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rate of amide cyclization. However, with consecutive reactions,
the overall rate constant equals that of the last stage only when
reactant and intermediates are rapidly and completely converted
into the last intermediate. Product analysis (1H NMR) of the
reaction mixture after reaching the second isosbestic point
showed that the amounts of thioureido acid 8 were less than
10%. Thus, it can be definitely concluded that cyclization via acid
5 and by implication via oxothiazine 10 is not the major route for
the formation of thiodihydrouracil 7.


Derivation of the rate constants of Scheme 2 for amide 5
cyclization and imine 6 hydrolysis


The pseudo first order rate constants of Scheme 2 listed in Table 2
could be obtained by suitable partitioning of the observed rates
in the ‘isosbestic’ phases of the transformations using some
additional information. The analysis is based on the requirement
discussed above that in the case of three compounds with
different spectra when one of them is converted into the other
two an isosbestic point will be formed when the ratio of the latter
remains constant. The same applies in the reverse situation when
two compounds are converted into a third one. The estimate of
the constants included the following steps:

(a) k

ion
KCl)


0
0
0
1
3


ey &

(1)¼ k12þ k21þ k23 – the observed first order rate constant
for the depletion of iminopyrimidine 6 during the first iso-
sbestic phase.


As depicted on Scheme 2, imine 6 converts along two
parallel reactions: reversibly into amide 5 with a rate k12þ k21
and irreversibly into thiodihydrouracil 7 with a rate k23.
Accordingly, product analysis during the first isosbestic stage
showed that a mixture of amide 5 and thiodihydrouracil 7 is
formed. According to kinetic laws, the ratio of product
concentrations is constant in parallel reactions of the same
order. When one of the reactions is reversible, this will be
valid for the initial stages of the reaction. Thus, the isosbestic
point is obtained because when the imine is converted into
amide and dihydrouracil the last two maintain a constant
ratio. In time, this is upset when the amount of thiodihy-
drouracil formed from the amide along k13 changes
the [amide]/[thiodihydrouracil] ratio significantly and also
the effect of the equilibrium shows up. This takes some time
because the concentration of amide is small in the first stage
of the reaction. At lower acid concentrations, the first stage is
prolonged because amide cyclization is slowed and equi-
librium is strongly shifted toward the amide 5.

of amide 5 and acid 8 and the hydrolysis of iminopyrimidine
at 50.08C. Constants are defined in Scheme 2


k13 k23 k34 k43


.131 33.4 — —


.214 16.6 0.0233a 0.129b


.414 9.97 0.0414a 0.257b


.57 4.88 0.233 1.29


.24 8.84 0.456 2.52
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In order to calculate the pseudo first order rate constant
of the first stage of the reaction from the UV spectral changes,
the end absorbance for the parallel reactions is needed[9] –
that of the equilibrium mixture 5/6 for amide formation
(k12þ k21) and of 7 for k23. Wavelengths where these absor-
bances are equal present the best solution and these are
available in our case as the isosbestic points in the second
phase of the reaction when the equilibrium mixture 5/6
converts into 7. At these points, of course, the absorbance
will be the same both when only thiodihydrouracil or only the
equilibrium mixture of 5 and 6 is present as well as any
combination of these two of the same total concentration.
The wavelength of the isosbestic point in the 290–300 nm
region was suitable for measuring the decrease of the peak of
6 using A of the isosbestic point as A1.

(b) T

he (k12þ k21)/k23 ratio is equal to N5/N7 in the first isosbestic
stage.


For parallel reactions of the same order giving different
products, the ratio of product concentrations is equal to the
ratio of the rate coefficients. The ratio under consideration is
readily obtained from the absorbance of the isosbestic point
in the first stage of transformation of imine 6. This isosbestic
point is formed at the wavelength where the absorbance of
imine 6 is equal to that of the mixture of amide 5 and
thiodihydrouracil 7 produced. The ratio of the products
remains constant at the beginning until enough 7 is obtained
along the second pathway from amide to change the spec-
trum of the mixture appreciably. As already discussed, little of
7 is obtained from 5 at the beginning because sufficient
amounts of 5 have not yet been formed and also this is a
significantly slower reaction. The absorbance at the isosbestic
point is equal either to A7when N7¼ 1, or to A¼ A5N5þA7N7


when N5þN7¼ 1. With known absorbances of the two
products at this wavelength, their ratio, N5/N7, is readily
calculated from the absorbance of the isosbestic point. This
ratio in turn is equal to (k12þ k21)/k23. The concentration of
initial 6 (as described in the section Experimental) was
required to calculate the absorbances. Due to the instability
of 6, this was obtained from the end absorbance of product
7 which in turn was corrected for the presence of acid and/or
unconverted amide from the peak to minimum ratio at
275 and 252 nm, respectively:


ðA275=A252Þobs ¼ ðA275=A252Þ7N7 þ ðA275=A252Þð5 or 8ÞNð5þ 8Þ;


1 ¼ N7 þ N5 þ N8

(c) k

12/k21.


Similar consideration show that at the isosbestic points
during the second ‘isosbestic’ phase of the conversion start-
ing either from amide or from iminopyrimidine, the absor-
bance equals A5(N5)eqþ A6(N6)eq in the absence of product 7.
This allowed the equilibrium ratio (N6)eq/(N5)eq¼ k12/k21 to
be calculated in the sameway as above from the absorbances
of pure 5 and 6 and the total substrate concentration
obtained as described above.

(d) k

12, k21, and k23.


Since k(1)¼ k12þ k21þ k23, known k(1) values and constant
ratios yielded readily the individual rate constants.

(e) k

13.


This remaining constant from the triangle in Scheme 2 was
determined from k(2), the pseudo first order rate constant

w.interscience.wiley.com/journal/poc Copyright � 2007 Joh

calculated from the increase of absorbance at 278 nm due to
the formation of thiodihydrouracil 7 in the second ‘isosbestic’
stage when equilibrium between 5 and 6 has been reached.

kð2Þ ¼ k13ðN5Þeq þ k23ðN6Þeq


The kinetic analysis of the spectral changes with time yielding
the constants pertaining to the triangle in Scheme 2 ignores the
hydrolysis of the end product 7 to acid 8, k34 and k43, respectively.
In the computer simulation of the spectra, these constants were
included using the data from the separate cyclization exper-
iments in 0.5 and 1M HCl described above. For the more dilute
acid solutions, values were extrapolated assuming first order
dependence on [HCl].
The simulation of the spectra showed that the values of k13


obtained from k(2), the rate of thiodihydrouracil formation, were
too high. Although good linear first order plots were obtained,
the high values apparently were due to the lower infinity readings
due to the equilibrium thiodihydrouracil–thioureido acid. Good
agreement was achieved when the respective constants were
uniformly decreased by 20%.
The constants were further refined by solving the correspond-


ing differential equations,[10] and a computer program was
written which allowed the spectral changes with time to be
calculated according to the exact solution. This was done for
several more important wavelengths and the results are
illustrated as xs in Fig. 2. The values of the constants were then
slightly adjusted manually to improve the fit with the experi-
mental spectra which is illustrated in Fig. 2. The measurements
were carried out on a UV-instrument with no digital output which
precluded computer fitting of the spectral data set to the rate
equations as suggested by one of the referees. For this reason, no
statistical criteria for the fit could be given. Detailed product
analysis was carried out at various stages of the reactions by
quenching the reaction in ice and extracting the organic matter
and taking the 1H NMR of the dry residues. Imine 6 as base
remains in the acid solution. This is a very unstable compound –
apart from ready hydrolysis in acid and in base, in solutions
containing organic solvents readily undergoes rearrangement to
cis-4-phenylimino-1,2,3,4a,5,6,7,7a-octahydro-3-phenyl-2-thioox-
ocyclopenta[d]pyrimidine.[7] The results agreed reasonably well
with the compositions calculated from the spectra and from
computer calculations of the exact solution of the rate equation
with a tendency for higher thiodihydrouracil 7 in the extract.
Exact agreement was difficult to expect taking into account
possible transformations during work up. To avoid these com-
plications at the price of different experimental conditions, the
reaction was monitored by means of 1H NMR in a 5:1
DMSO-d6:6.5M DCl solution. As depicted in Fig. 3, amide
5 transforms simultaneously into iminopyrimidine 6 and
thiodihydrouracil 7. Under the conditions of the experiment,
the amount of amide at equilibrium appears to be quite small. At
a later stage, there appears thioureido acid 8. Thus, direct
monitoring of product evolution confirms completely the
veracity of Scheme 2.

DISCUSSION


Two sets of experiments, each starting with amide 5 or
iminopyrimidine 6, were carried out. The coincidence between
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Figure 3. Selected scans of the conversion of amide 5 in 5:1 DMSO:6.5M DCl at 258C. A, 6min after mixing; B, 26min; C, 845min;
D, 5 days


Figure 4. Logarithmic plots of the first order rate constants k s�1


against [HCl] M: k12, open squares; k13, full squares; k21, open
circles; k23, full circles. Lines present linear fits (k12 and k13),
average value (k21), and nonlinear fit (k23)


Scheme 3.
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the simulated and experimental spectra is shown in Fig. 2. The
data for the rate constants are summarized in Table 2.
The pseudo first order rate constants listed in Table 2 indicate


that the conversions of amide 5 are first order in [Hþ]. Good linear
plots of kobs against [HCl] were obtained (Fig. 4) yielding second
order constants k


ð2Þ
12 ¼ 10�4� (5.18� 0.86) dm3 mol�1 � s�1 and


k
ð2Þ
13 ¼ 10�4� (.(2.98� 0.19) and k


ð1Þ
13 ¼10�6� (9� 10)s�1 (Fig. 4).


The rates for conversion of imine 6 into amide 5 show zero
order in [HCl]. The average value of k21 equals 0.00132 s


�1. The
conversion of 6 into thiodihydrouracil 7 decreases with acidity
which can be accomodated by Scheme 3 involving the
tetrahedral intermediate (only the overall processes are shown).
The attack of water on the protonated imine 6Hþ produces an


O-protonated Twhich rapidly sheds a proton being a strong acid
to yield neutral T0. The scheme assumes that breakdown of T0 to
amide is acid catalyzed while that to the thiodihydrouracil 11 is
not (most likely through a zwitter ion obtained by a water-
mediated proton switch[11]). The steady state approximation with
respect to T0 for the reaction starting from the imine 6 postulates:


d½T0�
dt ¼ 0 ¼ k�2½6Hþ� � k2½T0�½Hþ� � k�1½T0�½Hþ� þ k3½T0�
� d½6Hþ�


dt½6Hþ� ¼ k21 þ k23 ¼ k�1k�2 ½Hþ�
ðk�1þk2Þ½Hþ�þk3


þ k3k�2


ðk�1þk2Þ½Hþ�þk3


(1)


The observed zero order of k21 in [HCl] (Fig. 2) obtains when
(k�1þ k2)[H


þ]> k3. Most probably, k�1< k2 because as discussed
below k2 is a rate limiting proton transfer, the neutral tetrahedral
intermediate is then in a fast equilibrium with imine 6Hþ, k�2/k2,
with rate limiting k�1, acid catalyzed breakdown of T0, that is,
k21¼ K6Tk�1¼ 0.00132 s�1 (the average cited above). With the
same denominator, an inverse first order in [HCl] is predicted for
k23; the inverse dependence is observed but the slope is less than
�1, apparently a change in the rate determining step takes place
at lower acidity. Curve fitting by means of Eqn 1 produced the
dotted line in Fig. 4; although it confirms the assumed
mechanism, too few points were available, however, in order
to obtain reliable values for the individual rate constants.
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For the conversion of amide 5 into imine 6 and thiodihy-
drouracil 7, Scheme 3 gives Eqn 2:


� d½5�
dt½5� ¼ k12 þ k13


¼ k1k2½Hþ�2


ðk�1 þ k2Þ½Hþ� þ k3
þ k1k3½Hþ�
ðk�1 þ k2Þ½Hþ� þ k3


(2)


Scheme 3 also predicts different orders for the conversion of
amide into the two products; in the case when (k�1þ k2)
[Hþ]> k3, the production of iminopyrimidine 6 should be first
order in [HCl] and the production of thiodihydrouracil 7 zero
order. As shown in Fig. 4, this, however, is not the case because
both reactions of the amide are first order in [HCl]. The conflict
between the rate dependencies on acidities of the reactions of
the amide on the one hand and those of the iminopyrimidine on
the other cannot be solved within the framework of processes
presented in Scheme 3 when they involve only heavy atom
reorganization and fast equilibrium proton transfers. A common
intermediate in equilibrium with the two reactants should
impose rate laws that are consistent with each other. The
situation closely resembles the ‘thiazoline dilemma’ encountered
by Martin et al.[12] where acid inhibition of thiazoline hydrolysis
could not be reconciled with acid catalysis of the S—N migration
of product S-acetyl-2-aminoethanthiol. Barnett and Jencks[13]


solved the dilemma by introducing an r.d. proton transfer step on
the path from ester to the tetrahedral intermediate limiting the
rate of ester migration while the ratio of N-acetylamino thiol and
thiazoline produced are determined by partitioning of the
intermediate after this step. In the present case, the discrepancy
between predicted rate law of Eqn 2 and that experimentally
observed can be removed by introducing a rate determining
proton transfer step on the pathway between amide and T0. Most
likely, this is deprotonation by a molecule of water of Tþ resulting
from the attack of the thioureido group on the protonated amide
function (Scheme 4).
According to Scheme 4, the slow step is deprotonation at the


nitrogen atom stemming from the thioureido group. Due to its
low basicity, the protonated thioureido group has very strong
fugacity thus probably enforcing catalysis by trapping of an
unstable intermediate. Rate determining kH2O leads to the
following rate law for the reaction of amide:


� d½5�
dt½5� ¼ k1½Hþ� ¼ kH2O


Kcyc
KBHþ


½Hþ� ð3Þ


Since the breakdown of T0 to iminopyrimidine and thiodihy-
drouracil occurs after the r.d.s., they should obtain not only by the
same rate law but also with the same rates (Eqn 3); as the data on
Table 2 shows the values for k12 and k13 are similar but the
difference in the second order rates (k


ð2Þ
13 is 40% smaller than k


ð2Þ
12 )


is greater than their standard errors. However, taking into account
the complicated fashion by which these individual constants

Scheme 4.
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were obtained the difference in rates is hardly significant and
could be due to some systematic distortion.
The product ratio is determined by the partitioning of T0 which


according to Scheme 3 favors imine 6 with increased acidity:


½6Hþ�
½6Hþ� þ ½7� ¼


k2½Hþ�
k2½Hþ� þ k3


and


½7�
½6Hþ� þ ½7� ¼


k3
k2½Hþ� þ k3


Themost interesting feature of the present investigation is that
contrary to the case ofa-N-phenylthiocarbamoylamino acid amides
used in the Edman degradation of peptides where a anilinothia-
zolinone 2 (Scheme 1) is the first intermediate in acid catalyzed
cyclization,[4] in the case of the b-N-phenylthiocarbamoylamino
acid amide 5 the formation of 6-oxothiazine 9 has been ruled out.
Obviously, the change in the mechanism is brought about by a
change in the relative stabilities of the tetrahedral intermediates
resulting from S or N attack in the five- and six-membered ring.
Basically, this is a bond angle effect in ‘normal’ rings (five-, six-, or
seven-membered rings are classed as normal as opposed to
small, medium, and large) containing planar segments of trigonal
atoms enforced by some geometrical requirements. In a regular
pentagon, the angles are 1088matching the tetrahedral angles of
1098 which is the basis of von Baeyer’s theory why cyclopentane
is strainless. In an irregular pentagon, the angles are different but
the sum is fixed at 5408 as long as it remains planar. When some
of the ring atoms are sp2 hybridized with intrinsic bond angles
1208, the sum exceeds 5408. As conjugation enforces planarity,
resulting bond angle strain is accommodated by ring puckering
and bond angle reduction. The opposite effect for the bond
angles operates in six-membered rings. In a regular hexagon, the
bond angles are 1208 and the sum 7208. With a planar segment
and part of the atoms tetragonal, the sum becomes less than
7208 and partly the conflict is resolved by bond angle opening.
We have recently studied[14] the extent of bond angle variation in
hydantoins and dihydrouracils with a system four conjugated sp2


atoms by the analysis of X-ray data from the Cambridge Crystal
Structure Database. The average angle at the tetragonal atom of
hydantoins (451) is (101.2� 1.1)8 while those in dihydrouracils
(456 and 561) are (109.9� 1. 9)8 and (109.7� 1.6)8. This served to
explain[14] the much stronger gem-dimethyl or dialkyl effect in
five-membered rings with planar segments because the
Thorpe–Ingold (The gem-dimethyl effect is exhibited in ring
stabilization upon substitution in the chain; the Thorpe–Ingold
effect refers to the reduction of adjacent bond angles upon
substitution favoring small ring stability.) component helps to
reduce the bond angles demanded in the formation of the
five-membered rings. The effect can be quite large; an
acceleration of 106 was observed in the acid catalyzed cyclization
of hydantoic acid upon introduction of 2,2,3-trimethyl groups.[15]
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Table 3. UV spectral data for compounds in water solutions


Compound 5 6Hþa 7 8


lmax (nm) 245 290 278 245
e 11 500 9500 11 700 1200


aProtonated form


INTRAMOLECULAR ATTACK OF �-PHENYLTHIOUREIDO GROUP ON AMIDE FUNCTION

A similar effect is expected to be exerted by difference in bond
lengths. In irregular polygons, angles opposite longer sides are
wider. Thus, the longer C—S bond 1.83 Å against 1.51 Å of the
C—N will alleviate the strain of the reduced angle at 5-C of
the thiazoline ring being formed under sulfur attack compared to
the case of nitrogen attack while the opposite will be true in the
formation of the six-membered thiazine and pyrimidine rings; the
longer C—S will aggravate the strain at the tetragonal atoms 5-C
and 6-C. Apparently, these opposite effects on bond angle strain
determine the drastically different mechanisms in the acid
catalyzed cyclization of a-thioureido and b-thioureido amides.
Thiazine 9 proves to be so unstable that it is no longer a viable
intermediate particularly in aqueous media. Our attempts to
obtain anilinothiazine 9 using Edman’s[3] procedure in dry
nitromethane saturated with HCl failed in spite of repeated
efforts and various modifications. In contact with moisture, it
rapidly hydrolyzed the first product being the amide 5.

EXPERIMENTAL


Instruments included a Bruker Spectrospin WM 250 NMR
spectrometer (chemical shifts in ppm against TMS, couplings
in Hz), a Unicam SP 800 UV spectrophotometer, wavelengths
in nm.

2


Materials


Inorganic reagents for kinetic measurements were of analytical
grade and were used without further purification. cis-2-(3-
Phenylthioureido)cyclopentanecarboxamide (5), cis-2-(3-phenyl-
thioureido)cyclopentanecarboxylic acid (8), cis-2-(-3-phenyl-
thioureido)-cyclopentanecarbonitrile (9), and cis-4-oxo-1,2,3,4a,
5,6,7,7a-octahydro-3-phenyl-2-thiooxocyclopenta[d]pyrimidine
(7) were prepared as described before.[7] UV-spectral data of
compounds studied are listed in Table 3.
cis-4-Imino-1,2,3,4a,5,6,7,7a-octahydro-3-phenyl-2-thiooxocyc-


lopenta[d]pyrimidine (6) appears as a reactive intermediate upon
hydrolysis of nitrile 9 in aqueous KOH. At 258C in 0.01M KOH, its
maximum formation is at the 3rd minute. For the purposes of the
kinetic runs, 6 was prepared in solution separately for each
experiment adapting the previously described procedure.[7]


1.3ml of a 0.01M solution of nitrile 9 in MeCN are added to 10ml
0.01M KOH at room temperature, stirred, and allowed to stand
3min. The solution is then added to a cooled funnel to which
0.32ml of 1M HCl and weighted amount of crushed ice have
been added so that a final concentration of 0.01M HCl was
achieved. The contents are rapidly extracted with CH2Cl2 3� 5ml.
The water layer is filtered through a fluted filter, transferred to a
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new funnel, and extracted with dichloromethane (2� 5ml) and
filtered again. The whole procedure could be carried out for
9min. Suitable aliquots were used for the kinetic experiments.


Kinetic measurements


The rates were measured under pseudo first order conditions in
the thermostated cell compartment of a Unicam SP 800 spect-
rophotometer. In the case of amide 5, acid 8, and thiodihy-
drouracil 7, the reactions were initiated by injecting 20–80ml of
a 10�2–10�3M stock solution of the substrate in MeCN to HCl
solution of ionic strength 1M (KCl) preheated to 508C in the UV
cell. Under an automatic program, whole spectra were scanned at
suitable time intervals and readings taken at the wavelengths
described in the Results section. In the case of imine 6, 0.4ml of its
solution prepared as above (0.01M in HCl) was added to 2.40ml
of HCl and KCl so that the final concentration was that desired at
ionic strength of 1M. The latter solution was preheated to 608C
so that temperature equilibrium at 50.08C could be reached
faster. Pseudo first order rate constants kobs were calculated by
the least squares procedure from plots against time of ln(A�At)
or ln(A� At) as appropriate where A was the absorbance after
10 half-lives or that described in Results.

Product analyses


These were carried out by means of large-scale experiments;
appropriate amounts of substrate solution in MeCN were added
to HCl solutions (I¼ 1M, KCl) preheated to 508C in a flask
whereby the final concentration matched that of the kinetic runs.
At appropriate intervals, for example, during the first isosbestic
point or during the second isobestic point 10ml aliquots were
withdrawn, extracted three times with CH2Cl2, the solvent of the
organic layer removed, and the residue analyzed bymeans of t.l.c.
and 1H NMR. In the case of iminopyrimidine 6, two sets of
experiments were carried out; at 258C which avoided the
problem of attaining rapidly temperature equilibrium at 508C and
were compared with parallel kinetic experiments monitored by
UV and a second set where the aqueous HCl solution of 6 with an
ambient temperature was mixed with a HCl solution preheated at
60–708C and then placed in bath at 508C.

CONCLUSIONS


The kinetics of cyclization of cis-2-(3-phenylthioureido) cyclo-
pentanecarboxamide 5 in 0.01–1M HCl revealed that contrary to
the case of a-phenylthioureido amides used in the Edman
degradation the reaction of the b-analog proceeds by nitrogen
attack as opposed to sulfur attack observed in the a-compounds.
However, N-attack of the thioureido group does not proceed by
direct displacement of amide amino group to cis-4-oxo-2-
thiooxopyrimidine 7 but rather amide 5 forms reversibly the
respective cis-4-imino-2-thiooxopyrimidine 6 followed by a
slower conversion of both 5 and 6 into thiodihydrouracil 7.
Product 7 hydrolyses to an appreciable extent to the
cis-2-(3-phenylthioureido)cyclopentanecarboxylic acid 8. The
reaction was followed more conveniently by UV when initiated
with imine 6. The two phases of the reaction formed isosbestic
points in the UV scans due to the interconversion of three
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compounds two of which remain in a constant ratio. This allowed
an analysis to be made yielding the individual rate for the
separate conversions on Scheme 2. Cyclizations of amide 5 to 6
and 7 showed first order in [Hþ] while hydrolysis to imine 6 to
5 and 7 showed 0 and �1, respectively. The kinetics indicates a
rate determining proton transfer on the route from amide to
neutral tetrahedral intermediate. The absence of sulfur attack in
the six-membered case is explained by the longer C—S bond
bringing about greater bond angle strain at the tetrahedral ring
atoms due to the geometrical characteristics of five- and
six-membered rings with planar segments.
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A proton NMR and DFT study of
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Hetero-association of water and some simple aliph
1H nuclear magnetic resonance (NMR) spectroscop
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atic alcohols with pyridine in benzene has been studied by
y at very low donor concentration, where self-association is


negligible. Association constants for the formation of 1:1 and 2:1 pyridine:water complexes can then be determined
without recourse to ad hoc computer programmes. That for association of a second pyridine with water is about 10
times lower than for the first. Reaction parameters for the first association with water are very similar to those for the
alcohols, whereas the reaction enthalpy for the second association is somewhat smaller. The chemical shift of the OH
protons and the H—C—O—H coupling constants for alcohols at high dilution in benzene are almost identical with
gas-phase data. The change in chemical shift upon association with pyridine correlates with the free energy of the
reaction. Quantum mechanical calculations [BPE0 functional, 6-311RG(d,p) basis set and a polarized continuum
model of the solvent (IEFPCM)] have been run on complexes of pyridine with water, both 1:1 and 2:1, and with four
alcohols. Calculated reaction enthalpies are in qualitative and, in some cases, almost quantitative agreement with the
experimental data. The association constants for 1:1 complexation of pyridine with alcohols follow a rough Taft
correlation in terms of polar substituent constants. Substituent size, even in the case of very bulky groups, seems to be
unimportant. Copyright � 2008 John Wiley & Sons, Ltd.

Supplementary electronic material for this paper is avail

able in Wiley InterScience at http://www.mrw.interscience. wiley.com/
suppmat/0886-9383/suppmat/v20.html


Keywords: hydrogen bonding; association constants; polar effects; steric effects
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INTRODUCTION


Water is the prime example of the importance of hydrogen
bonding in determining the structure and properties of
molecular species. Recent work sees liquid water as consisting
of hydrogen-bonded chains or large rings embedded in a weakly
hydrogen-bonded disordered network,[1–4] replacing the con-
ventional view of it as a tetrahedrally coordinated random
network.[5] However, regardless of the exact structure, bulk water
remains highly self-associated, but this does not prevent it from
behaving as a monomolecular species in its interactions with
other molecules. Water has obviously two hydrogen bond donor
sites and is not infrequently found as a bridging species. A
ConQuest search of the Cambridge Crystallographic Data Centre
(CCDC) database (ConQuest v. 1.9, CCDC, Cambridge, UK) reveals
about 160 crystallographic structures where water is in most
cases hydrogen-bonded to two or three oxygens in crown ethers
or linear polyethers, often in association with metal ions
complexed by other ligands as well as the bridging water
molecule. Structures where nitrogen atoms are the acceptors are
somewhat less common but the same database contains about
80 such species, of which some 10% involve two sites in the same
molecule.
The association of water with hydrogen bond acceptors, such


as aza-heterocycles, in particular pyridine, has been a subject of
continued interest for over 80 years. A wide variety of techniques,
including infrared (IR) and Raman spectroscopy,[6–36] solution
thermodynamics,[37–46] calorimetry[47–51] and others,[52–54] has

g. Chem. 2008, 21 464–471 Copyright �

been applied to binary mixtures and to solutions of the donor
and the acceptor in an inert solvent. The fundamental datum
established by IR spectroscopic[7,10,15] and solubility[41] studies is
that complexes with a 1:1 and 2:1 ratio of base to water are
formed. The 2:1 complex has also been postulated in the context
of studies on the calorimetry[50] and compressibility[52] of dilute
solutions of water in pyridines. In systems containing substantial
amounts of water, species consisting of pyridine associated with
two or more solvent molecules become important.[21,35,41]


Organic solvents used in nuclear magnetic resonance (NMR)
spectroscopy generally contain traces of adventitious water.[55]


This means that when association constants are measured by the
NMR titration method in a nominally dry solvent, even when
stored over molecular sieve, a water peak is always present
alongside those of the product under study. This is no problem
provided that the amount of water remains small and that it is not
strongly associated with the product. The present work takes
advantage of this water at very low concentration to
re-investigate its hetero-association with pyridine in benzene.

2008 John Wiley & Sons, Ltd.







NMR AND DFT STUDY OF HETERO-ASSOCIATION

For comparison, some small aliphatic alcohols are also studied
under the same conditions. Quantum mechanical calculations
have been performed on 1:1 and 2:1 pyridine–water complexes
as well as on some pyridine–alcohol complexes.

RESULTS AND DISCUSSION


NMR titration of water and alcohols: hetero-association
constants


The chemical shift of the OH proton, dOH, of an alcohol associated
with pyridine is given by Eqn (1):[56,57]


dOH ¼ dM þ ðdMpy � dMÞ
2½M�0


fB� ðB2 � 4½M�0½py�0Þ
1=2g (1)


with B¼ [M]0þ [py]0þ 1/K, where K is the association constant,
[M]0 the analytical alcohol concentration, [py]0 that of pyridine,
and dM and dMpy the chemical shifts of the OH proton in the free
alcohol and in the pyridine-complexed alcohol, respectively. In
order to minimize the effect of self-association, measurements
were made at very low alcohol concentration. However, under
these conditions, that of pyridine will always be much greater,
and it is possible to simplify Eqn (1) by assuming that the amount
of pyridine associated with the alcohol is negligible compared to
the overall pyridine concentration, to give Eqn (2), which is
independent of [M]0:


dOH ¼ dM þ K ½py�0
ðdMpy � dMÞ
1þ K ½py�0


(2)


This equation gives the same values of K, dM and dMpy as the
more exact treatment. In both cases, these are determined by
fitting the experimental values for dOH to [py]0 {and [M]0 in the
case of Eqn (1)} by means of the non-linear least-squares
curve-fitting option of the Origin programme (Microcal Software
Inc., now OriginLab Corporation, One Roundhouse Plaza, North-
ampton, MA01060, USA), which uses the Levenberg–Marquardt

Table 1. Equilibrium constants and OH proton chemical shifts for h
at 298 K; reaction enthalpies and entropies (at 298–348 K unless s


Cpd. dM/ppm dMpy/ppm K/


NeopOHa 0.666� 0.007 6.26� 0.02 1.4
Et2CHOH 0.674� 0.013 6.03� 0.07 0.63
t-BuOHb 0.591� 0.014 5.85� 0.07 0.78
i-BuOHc 0.521� 0.008 6.26� 0.03 1.3
i-PrOHd 0.571� 0.011 5.98� 0.04 1.0
EtOH 0.407� 0.004 6.05� 0.01 1.2
MeOHe �0.019� 0.008 5.90� 0.02 1.5
BzOH 0.775� 0.016 6.95� 0.04 2.4
Watere 0.353� 0.009 5.73� 0.02 2.3
Waterf 0.353� 0.009 5.73� 0.02g 0.20


a 2,2-Dimethylpropan-1-ol.
b 2-Methylpropan-2-ol.
c 2-Methylpropan-1-ol.
d Propan-2-ol.
e 1:1 complex; reaction parameters at 278-338 K.
f 2:1 complex: reaction parameters at 278–338 K.
g dMpy¼ dMpy2.
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algorithm. The zero-point in the titration ([py]0¼ 0) is not used,
since this reflects the extent to which the alcohol is self-
associated or associated with residual water, though the
calculated dM is generally close to the shift value in the absence
of pyridine.
Hetero-association constants at 298 K and the reaction


enthalpies and entropies, DH8 and DS8, for some alkanols and
benzyl alcohol, based on data at 298–348 K, and for methanol at
278–338 K, are given in Table 1. Full details are given in the
Supplementary Material Tables S1–S8. The parameters cover very
small ranges, 0.9 kcalmol�1 (1 cal¼ 4.184 J) for DH8 and
3 calmol�1 K�1 for DS8, rather smaller than those found by IR
spectroscopic measurements on propanols and butanols in
carbon tetrachloride,[58] where association constants are slightly
higher.
If water is assumed to form only a 1:1 complex with pyridine,


Eqns (1) and (2) must be modified, since we now have:


2½M�0dOH ¼ 2ð½M�0 � ½Mpy�ÞdM þ ½Mpy�ðdN þ dMpyÞ


where [M]0 is now the analytical concentration of water, Mpy is
1:1 pyridine-complexed water, the chemical shift of the
non-associated proton of water being denoted dN, and that of
the associated proton dMpy. This leads to Eqns (1a) and (2a)
developed in the Supplementary Material. It is not possible to
determine dN and dMpy separately, only their sum, and application
of these equations to the water data leads to absurd values of
(dNþ dMpy) and dM, as do the simpler, but equivalent equations
[Eqns (1b) and (2b) in the Supplementary Material] where it is
assumed that dN¼ dM (i.e. association of one proton does not
affect the chemical shift of the non-associated proton). Neither
gives a good fit for the variation of the NMR OH shift of water. We
consider, therefore, that there are two equilibria involving
pyridine and water, where:


Mþ py Ð Mpy K1 ¼ ½Mpy�=½M�½py�
Mpyþ py Ð Mpy2 K2 ¼ ½Mpy2�=½Mpy�½py�
and : ½M�0 ¼ ½M�þ½Mpy�þ½Mpy2�

etero-association of water and alcohols with pyridine in benzene
tated)


molar scale DH8/kcalmol�1 DS8/calmol�1 K�1


2� 0.01 �4.22� 0.04 �13.5� 0.1
2� 0.019 �4.26� 0.05 �15.1� 0.2
7� 0.025 �3.65� 0.03 �12.7� 0.1
4� 0.02 �4.25� 0.05 �13.6� 0.2
2� 0.02 �3.64� 0.05 �12.2� 0.2
2� 0.01 �3.84� 0.07 �12.5� 0.2
3� 0.02 �4.37� 0.05 �13.8� 0.1
6� 0.04 �4.54� 0.09 �13.4� 0.3
3� 0.03 (K1) �4.11� 0.11 �12.2� 0.4
1� 0.005 (K2) �3.47� 0.11 �14.9� 0.3
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Figure 1. Distribution of free water, and 1:1 and 2:1 pyridine–water
complexes in benzene at 298 K as a function of pyridine concentration
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Mpy2 is 2:1 pyridine-complexed water with OH shift dMpy2.
Shifts dM, dN and dMpy are defined above. We have then:


2½M�0dOH ¼ 2½M�dM þ ½Mpy�ðdN þ dMpyÞ þ 2½Mpy2�dMpy2


As above, taking [py]0 as the free pyridine concentration, and
making the same assumption as for Eqn (2), we obtain Eqn (3):


dOH ¼ ð2dM þ K1½py�0ðdN þ dMpyÞ þ 2K1K2½py�20dMpy2Þ
2ð1þ K1½py�0 þ K1K2½py�20Þ


(3)


However, when five parameters [K1, K2, dM, (dNþ dMpy) and
dMpy2] are optimized the van’t Hoff plots are poor, and the DH8
values (Supplementary Material Table S9) are not supported by
previous work[15,16,47–49] or DFT calculations (see below). We
assume then that dN¼ dM and that dMpy2¼ dMpy (i.e. association of
the second proton does not affect the chemical shift of that
already complexed, and the shift of the second associated proton
is the same as that of the first), and optimize only four parameters
(Table 1 and Supplementary Material Table S10) in Eqn (4):


dOH ¼ ð2dM þ K1½py�0ðdM þ dMpyÞ þ 2K1K2½py�20dMpyÞ
2ð1þ K1½py�0 þ K1K2½py�20Þ


(4)


This is equivalent to the ‘two-state approximation’ commonly
used in the treatment of molecular clusters of water or alcohols:
only free and bonded OH groups are distinguished.[59]


The association constant K1 at 298 K, 2.3 (all association
constants are on the molar scale, standard state 1M), is in full
agreement with the value of 2.3 determined by solubility
studies,[41] but K2 (0.2) is substantially lower than the rather
ill-defined value of 1.2� 0.9.[41] Good linear van’t Hoff plots are
obtained for both K1 and K2, with DH8 �4.1 and �3.5 kcalmol�1,
respectively, the corresponding DS8 values being �12.2 and
�14.9 calmol�1 K�1. The over 10-fold difference in the first
and second association constants is therefore almost equally
shared between the enthalpy and entropy terms. The reaction
enthalpy for the first association is consistent with the previous
values of�4.1� 0.4 kcalmol�1 from IR spectroscopy[15] and�3.9
and �4.3 kcalmol�1 from calorimetry,[47–49] and is slightly below
the gas-phase IR spectroscopic value of �4.7� 0.5 kcalmol�1.[16]


Figure 1 shows the variation of the mole fraction of the
different species present in solution as the pyridine concentration
is raised from 0 (neat benzene) to 12.4M (neat pyridine) at 298 K.
The 1:1 and 2:1 hetero-association constants for water with


pyridine, about 2.3 and 0.2 at 298 K, are higher and lower,
respectively, than for any alkanol investigated here. Only for
benzyl alcohol it is higher than the 1:1 water association constant.
The range of values for pyridine hetero-association with aliphatic
alcohols is very small, the lowest values previously reported being
around 0.3 for the 2,2,4,4-tetramethyl-3-alkylpentan-3-ols, 1c, d
and f.[60] The hetero-association constant for tert-butanol with
pyridine, about 0.78 at 298 K, is only twice that for
2,2,4,4-tetramethyl-3-(tert-butyl)pentan-3-ol, 1e, where each
methyl group has been replaced by a tert-butyl, 0.4.[60]


R(t-Bu)2COH 1 (a: R¼H; b:Me; c: Et; d: i-Pr; e: t-Bu; f: neopentyl)


Chemical shift changes and association constants


The chemical shifts of the OH protons of aliphatic alcohols,
including those of this study and the more encumbered ones of a
previous study,[60] do not have any simple rationale. Gau-
ge-including atomic orbital (GIAO) calculations have been

www.interscience.wiley.com/journal/poc Copyright � 2008

applied to ethanol,[61] and magnetic shieldings for 1H, 13C and
17O in methanol have been compared with the theoretical
calculations.[62] An extensively parametrized modified neglect of
diatomic overlap (MNDO) approach, including several simple
alkanols, has been published.[63] The quantum cluster equilibrium
(QCE) method has been used to investigate the self-association of
some liquid alcohols and to explain the concentration and
temperature dependence of the OH proton NMR shift.[64–69] The
extended real-associated solution (ERAS) model has been applied
to butanol–cyclohexane and n-butanol–pyridine mixtures.[70]


The more encumbered alcohols have dM values of about
1 ppm, whereas the less bulky ones range down from about
0.7 ppm for neopentanol to �0.02 ppm for methanol (Supple-
mentary Material Table S11). Water, with a dM of 0.35 ppm at
298 K, lies roughly in the middle of this range. If we assume
that it is present only as monomer and dimer at 4� 10�3M
concentration in benzene at 298 K, where the shift is 0.385 ppm,
and that dD, the dimer shift, is 5 ppm, we obtain a plausible
self-association constant of about 1, which means that about
0.8% is in dimer form (or less if dD is higher). In this respect NMR is
more sensitive than vibrational spectroscopy.[71,72]


For all the alcohols previously investigated in a gas-phase
study at 100 torr and 422 K[73] there is a good correlation
(correlation coefficient, r¼ 0.9885; slope: 0.98� 0.05) between
the OH proton chemical shifts and those measured in benzene at
very low concentration, or extrapolated to zero concentration, at
298 K (dM values have been supplemented with high-dilution
values for some alcohols; there are no gas-phase data
for Et2CHOH). The H—C—O—H coupling constants are also
very similar in the two studies. The high-dilution chemical shifts
tend to be slightly lower than the gas-phase values, especially for
primary alcohols andwater. More detailed studies of water[74] and
methanol[62] diluted with fluoromethanes in the gas phase give
much higher values at 300 K than those reported by Chauvel and
True.[73]


Hydrogen bonding of the OH or NH proton to an acceptor is
associated with an increase in shift, to dMpy in the present case,
but the magnitude of this change does not appear to
have received much attention. On the basis of the available
data for 22 alcohols [(i) six bulky alcohols and (ii) eight
2,2,4,4-tetramethyl-3-arylpentan-3-ols, Ar(t-Bu)2COH, all from
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Figure 2. Relationship between reaction free energy (298 K) and change
in OH proton chemical shift in hetero-association: * this work; & 1a–f,
Reference 60; ~ aromatics, Reference 60
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our previous work[60] and (iii) the seven alkanols and benzyl
alcohol from the present study] a plot of DG8 (298 K) against
dMpy�dM (298 K) (DG8¼�RT ln K) gives a roughly linear
correlation (r¼ 0.9302) with slope, �0.38� 0.03 kcalmol�1


ppm�1, the reaction free energy increasing with the magnitude
of the change in the chemical shift of the OH proton (Fig. 2). It
should be noted, however, that each set can be taken separately
to give correlations for (i) �0.42� 0.05 kcalmol�1 ppm�1


(r¼ 0.9691); (ii) �0.64� 0.09 kcalmol�1 ppm�1 (r¼ 0.9444) and
(iii) �0.76� 0.12 kcalmol�1 ppm�1 (r¼ 0.9273). There is a priori
no reason why the different types of alcohol should show the
same relationship between hydrogen bond strength and the
chemical shift change.
The reaction free energy is a more reliable experimental


parameter than the reaction enthalpy and entropy, which are
subject to greater errors, but the hydrogen bond strength (EHB)
which is calculated by quantum mechanics (see below) is
closer to the reaction enthalpy, DH8. For the eight alcohols
studied in the present work, the correlation of DH8 is poorer
than that of DG8 (r¼ 0.7588) and the slope is higher (0.85�
0.30 kcalmol�1 ppm�1). This difference is in part explained by the
TDS8–DH8 correlation of slope 0.56� 0.23 (r¼ 0.7005), which
means thatDH8 varies more thanDG8, the variations inDH8 being
attenuated by those in DS8.
Comparable data are hard to find, but for the self-association of


six alkanols in carbon tetrachloride,[60] again at 298 K, there is a
remarkably similar correlation between DG8 and dD� dM,

Table 2. Electronic energies and enthalpies of reaction for pyridin


Reaction


Water 1:1 Water 2:1 Methan


Gas Solvent Gas Solvent Gas So


DE (0 K) �7.47 �6.16 �5.00 �4.05 �7.48 �
DE (0 K)þ ZPE �5.69 �4.19 �3.88 �2.72 �6.32 �
DH8(298 K) �5.85 �4.42 �4.61 �2.92 �5.97 �
DH8þ BSSE �5.29 �4.00 �5.35
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where dD is the shift of the dimer (r¼ 0.8961; slope¼
�0.36� 0.09 kcalmol�1 ppm�1). The variation of the association
constant for a given acceptor with a range of hydrogen bond
donors is therefore apparently related to the change in the
chemical shift of the hydrogen-bonded proton. A qualitative
explanation would be that the higher reaction free energy
correlates with a strengthening of the hydrogen bond, that the
hydrogen bond length decreases, the hydrogen atom is
deshielded, and this results in a downfield change in the shift
of the hydrogen-bonded proton.
Hartree-Fock, Møller-Plesset and DFT calculations on formic


acid–formate anion and enol–enolate anion association show
that hydrogen bond length and hydrogen bond strength are
closely related, and give an excellent correlation between
hydrogen bond strength and the predicted NMR shift of the
hydrogen-bonded proton, with an average gradient of
�1.5 kcalmol�1 ppm�1.[75] For other classes of compounds,
gradients of �0.9 and �1.7 kcalmol�1 ppm�1 are found.[76]


While it is impossible to compare experimental (solution) and
theoretical (gas-phase) data on such different systems, the
calculations nevertheless support our finding of a correlation
between the association constant and the change in the chemical
shift (or the chemical shift itself ) of the proton which is
associated.


Density functional theory (DFT) calculations on
pyridine–water and pyridine–alcohol complexes


Hydrogen bonding between aza-heterocycles and water to form
1:1 complexes has been the subject of many quantum
mechanical and other theoretical calculations of various degrees
of sophistication,[24–31,33,35,77–92] but other complexes have
attracted little attention.[33]


There is general agreement between the various calculations
that in the 1:1 complex the water molecule lies perpendicular to
the plane of the pyridine, and that the hydrogen-bond angle,
N. . .H—O, is close to 1808 [Cs(perp) symmetry]. Nevertheless,
there are considerable variations in the N. . .H distance and in the
interaction energies, DE. Gas-phase values listed by Cai and
Reimers[87] range from �4.5[78] to �8.2[80] kcalmol�1; their own
results range from 5.6 to 7.0 kcalmol�1, after basis set super-
position error (BSSE)[93] but not zero-point vibrational energy
(ZPE) and thermal corrections. The most recent calculations[92] at
the B3LYP/6-31þG** level give a value of 6.4 kcalmol�1.
We have calculated reaction enthalpies,DH8, for the 1:1 and 2:1


complexes of pyridine and water, as well as for two
alcohols corresponding almost to the extremes of the range of
association constants, methanol and tert-butanol (Table 2). It is

e with water and selected alcohols (kcalmol�1)


ol tert-Butanol Neopentanol Benzyl alcohol


lvent Gas Solvent Gas Solvent Gas Solvent


6.17 �6.72 �5.26 �7.44 �5.77 �8.32 �6.70
4.82 �5.60 �3.94 �6.48 �4.60 �7.36 �5.55
4.52 �5.15 �3.51 �6.00 �4.16 �7.44 �5.11


�4.57 �5.46 �6.77
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convenient that the alkyl groups in these cases have simple C3v
symmetry, making the search for the most stable configurations
that much easier. Benzyl alcohol is of special interest, since this is
the only group in our study which is an electron-acceptor,
whereas all the aliphatic groups are electron-donors. The
calculations were run at the PBE0/6-311þG(d,p) level[94–97] with
or without the solvent effect. The solvent, benzene, was
represented by the integral-equation-formalism polarizable
continuum model (IEFPCM).[98] The effect of the solvent, whose
calculated contribution is mainly electrostatic in origin, is to
weaken the interaction by about 1.6 kcalmol�1, but at the same
time to reduce the hydrogen bond length by 0.03–0.04 Å. Both
the reactants and the association complex are stabilized by the
solvent, but the reactants more than the complex, resulting in a
diminution of the reaction enthalpy.
The gas-phase interaction energy for the 1:1 complex with


water is about 1 kcalmol�1 lower (in absolute magnitude) than in
the most recent study,[92] while the values for methanol and
tert-butanol are about 0.4 kcalmol�1 higher than has been
reported, or 0.2 kcalmol�1 lower and 0.9 kcalmol�1 higher,
respectively, depending on which method is considered (B3LYP
or MP2).[99]


The reaction enthalpies calculated for the formation of the two
complexes of pyridine with water, and including the solvent
effect, agree well with what is observed, except that the
calculations slightly exaggerate the difference, the magnitude for
the 1:1 complex being slightly too great (�4.42 as against
�4.11 kcalmol�1) and that for the 2:1 complex too small (�2.92
as against �3.47 kcalmol�1). The calculations on benzyl alcohol,
methanol, neopentanol and tert-butanol also correctly reproduce
the differences in the experimental values, decreasing (in
absolute magnitude) in the order given (�5.11, �4.52, �4.16
and �3.51 kcalmol�1, respectively), while the corresponding
experimental DH8 values are �4.54, �4.37, �4.12 and
�3.65 kcalmol�1. For the last three alcohols, the agreement
between the experimental and theoretical data is remarkably
good. More important, however, than the numerical match,
which could be in part fortuitous, is the very good correlation
(Fig. 3) between experimental and calculated DH8 values
(r¼ 0.9800; gradient¼ 0.52� 0.05). This indicates that the

Figure 3. Correlation of experimental reaction enthalpies for association


of water and alcohols with pyridine versus DFT-calculated values
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calculations tend to overestimate the overall variation in the
reaction enthalpies.
The geometry calculated for the solvated 1:1 complex of water


in the gas phase is consistent with the results of previous studies,
though the H. . .N bond distance of 1.909 Å is rather shorter than
previous estimates of 1.93 Å,[31,35,82] 1.94 Å[33] and 1.94–2.14 Å.[87]


The H. . .N bond distances for the solvated alcohol complexes
correlate qualitatively with the reaction enthalpies, falling from
1.905 Å for tert-butanol to 1.867, 1.859 and 1.831 Å for
neopentanol, methanol and benzyl alcohol, respectively. Analo-
gous bond length or hydrogen-bond distance correlations have
been reported for the association of pyridines with water.[30,31]


For the 1:1 complex with water in benzene, the hydrogen bond
length (1.873 Å) is close to that for neopentanol but the 2:1
complex has two much longer hydrogen bonds at about 1.95 Å.
The gas-phase value for the 2:1 complex is about 1.98 Å, again
shorter than in previous calculations, 2.02 Å.[35] This complex is
almost symmetrical with respect to the positions of the pyridines
relative to the water molecule in the gas phase (cf. Reference[35])
but much less so when solvated, the major difference lying in the
torsion angles about the O—H. . .N—C bonds, which are 1338
and 1198, whereas the values for all the 1:1 complexes are close to
908.
Analysis of the changes in charge distribution on the various


atoms involved in hydrogen bonding does not give a very clear
picture of the relationship between charge and hydrogen bond
energy. The increase in the negative charge on the pyridine
nitrogen tends to correlate with the calculated reaction enthalpy,
being greater for water (1:1 complex), benzyl alcohol, methanol
and neopentanol, in that order, than for tert-butanol, but the
charge distribution on the oxygen and hydrogen atoms follows
no discernable pattern. The relationship between the overall
increase in the positive charge, DRþ, on the alcohol or water and
the reaction enthalpy is rather simpler. When the second pyridine
is associated with the 1:1 water complex the charge on the first
pyridine goes from �0.039 to �0.030 but this is accompanied by
electron transfer to the second pyridine which goes to �0.033.
The total charge on the water molecule, 0.063, can be considered
as associated with the sum of the two reaction enthalpies,
�7.34 kcalmol�1. With the other data this gives a correlation of
the form: DH8¼�0.64� 100�DRþ (r¼ 0.9596). Full details are
given in Supplementary Material Tables S12–13.


Polar and steric substituent factors


Quantum mechanical calculations do not answer the classical
question: are the variations in the association constants due to
polar, steric and/or hyperconjugative factors? The fact that the
variation is very small makes it hard to explain. The much greater
variations in the acidity of aliphatic alcohols in the gas phase have
been discussed in terms of dipolar, polarizability and hypercon-
jugation effects, while in aqueous solution solvation effects are
all- important.[100–106] In the present case, the differences can be
analysed in terms of Taft’s two-parameter equation, which
distinguishes the polar and steric effects of alkyl groups.[107]


Hancock-type parameters derived from Taft steric constants by
means of a hyperconjugative correction term have been shown
to be unnecessary.[108]


Although the gas-phase acidities clearly show that methyl
groups, for instance, stabilize anions, the Taft parameters rank
alkyl groups as electron-donors.[107] Replacement of the
hydrogens in methanol by alkyl groups would, according to
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Taft’s model, tend to reduce the acidity of the OH proton, and
therefore make it less prone to hydrogen bond. On the other
hand, the larger alkyl groups might be expected to reduce the
association constants slightly, due to their steric effect. Both lines
of reasoning predict the same trend, that which is observed, for
the t-BuOH, i-PrOH, EtOH, MeOH series, where the Es and s*


parameters are correlated. For the very bulky alcohols, 1a-f,
examined in a previous study,[60] there are no s* parameters and
only one experimentally determined Es value (strictly speaking, Es’,
a revised steric parameter),[109,110] �6.97, for the 2,2,4,
4-tetramethylpent-3-yl group of 1a, for which a polar constant
of �0.33 has been calculated by an additive procedure (see
Supplementary Material for Discussion and Table S14). Including
1a with 2,2-dimethylpropan-2-ol (NeopOH), 2-methylpropan-2-ol
(i-BuOH), pentan-3-ol (Et2CHOH), benzyl alcohol (BzOH) and the
four alcohols named above gives a poor correlation (r¼ 0.7978)
with reaction constants of 1.03� 0.24 and �0.01� 0.02 for s*


and Es’, respectively. The correlation is slightly different but no
better without alcohol 1a (r¼ 0.7983; reaction constants:
0.95� 0.29 and 0.03� 0.06, respectively). This means that
electron-donating substituents disfavour association, while bulky
substituents hardly affect it. In fact, a better correlation
(r¼ 0.8862), including 1a, is obtained with s* alone (reaction
constant: 0.94� 0.19). To include previous data on highly
hindered alcohols, tentative polar substituent constants have
also been calculated for the bulky alkyl groups in 1b–f. The
association constants of the six alcohols, 1a–f, are roughly
correlated (r¼ 0.7941) but give a rather higher reaction constant
(2.67� 1.02) than the smaller alcohols. This may indicate that
steric effects are significant at this level of congestion (no Es or Es’
values are available), as was suggested by molecular mechanics
calculations (MMFF94 force field).[60] These calculations were,
however, on the whole rather unsatisfactory, and the introduction
of the less encumbered alcohols results in a scatter plot (not
shown). A better approach is to ignore steric effects altogether
and to correlate the entire set with s* alone; this gives the best
correlation of all (r¼ 0.9263) with a reaction constant of
1.32� 0.15 (Fig. 4).
This should not be taken as a general conclusion to the effect


that steric effects on the hetero-association of pyridines are
always small. Calorimetric[51] and compressibility[52] studies on

Figure 4. Correlation of association constants [log K(298 K)] with Taft’s


polar substituent constants, s*. * this work; & 1a–f, Reference 60
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the association of methanol and tert-butanol with ortho-
substituted pyridines show clear steric effects.

CONCLUSION


Compared to the vast amount of work which has been and
continues to be devoted to every aspect of the association of
water with nitrogen-based acceptors, little has been performed
on that of alcohols, only a few fragmentary studies,[49,58,99,111–120]


and one devoted entirely to highly congested alkanols,[60] which
could be atypical. The debate as to whether water is, as a
proton-donor, like phenol or alcohols was never pursued.[13,46]


The present work shows that the hetero-association of water
with pyridine in benzene, when the amount of water is
vanishingly small, can be described in terms of 1:1 and 2:1
pyridine:water complexes, the association constant for the latter
being about 10 times less than that of the former. Under the
conditions of this study, self-association of water is unimportant
and the question of higher hydrates of pyridine with the
possibility of cooperative hydrogen bonding does not arise. In the
case of the monohydric alcohols, for the same reasons, only 1:1
complexes with pyridine need to be considered. For the 1:1
association of water with pyridine, the association constants, as
well as the reaction enthalpy and entropy are very similar to
those for aliphatic alcohols. DFT calculations with a continuum
solvent model give reaction enthalpies in remarkably good
agreement with experimental values for both complexes of
water, and for the 1:1 complexes of methanol, tert-butanol,
neopentanol and benzyl alcohol. Analysis of available data on the
association of pyridine with alcohols by the Taft polar and steric
parameter approach suggests that polar effects are much more
important than steric factors, even when highly hindered
substituents are considered.

4


EXPERIMENTAL


General


Alcohols were high-purity commercial samples used as received.
Deuteriated benzene (99.6% D, Euriso-top) and pyridine (99.5% D,
Euriso-top) were stored over molecular sieve. All 1H NMR spectra
(see Supplementary Material for 1H NMR spectra of dilute
solutions of alcohols and water in benzene at 298 K) were
recorded on a Bruker AC 200 with a spectral resolution of
0.001 ppm/point, and are referenced to internal tetramethylsilane
(TMS) at 0.000 ppm.


Determination of association constants


Samples were prepared by mixing appropriate amounts (total
volume: 0.5–1ml) of deuteriated pyridine and benzene in an NMR
tube, together with 1ml of cyclohexane and a trace of TMS. The
water (considered as H2O) concentration, determined by the
integration of the cyclohexane and water signals in the 1H NMR
spectrum, varied typically from 4� 10�3 to 14� 10�3M as
pyridine was added, and was 5–5000 times less than that of
pyridine. Alcohols [concentration, (2–5)� 10�3M] were intro-
duced directly by means of a microsyringe or in solution in
cyclohexane (t-BuOH, NeopOH). In calculating pyridine concen-
trations, allowance was made for the cubical expansion of the
solvents with temperature. Shifts of the OH protons were
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measured at 278–348 K. The NMR data were processed using
Eqns (1–4). For the alcohols, values of K, dM and dMpy in Eqn (1)
were determined by fitting the experimental values of dOH to
those of [py]0; Eqn (2) gave exactly the same results. Full details
are given in Supplementary Material Tables S1–S8. For water, Eqn
(4) was used. (Supplementary Material Table S10).


DFT calculations


All calculations were carried out using the Gaussian 03 suite of
programmes.[121] The geometry of each species was optimized in
the framework of DFT using the PBEPBE1 (PBE0)[94,95] functional
and 6-311þG(d,p) basis set. This parameter-free functional is
based on the Perdew-Burke-Ernzerhof pure functional,[96] in
which the exchange is weighted (75% DFT/25% HF) according
to a theoretical rationale,[97] i.e. absolutely no experimental input
has been used to design PBE0. For those molecules or complexes
which have more than one possible conformation, the
conformation with the lowest electronic energy was singled
out and used for the subsequent calculations. Harmonic
frequency calculations were carried out to characterize the
overall minimum of each optimized geometry and to determine
the ZPEs and thermal vibrational corrections to the enthalpy, DH8
(298 K). BSSE was calculated for the hydrogen bonding energy
using the full counterpoise procedure.[93]


To model bulk solvent effects, a continuum description of the
solvent based on the self-consistent reaction field (SCRF) method
at the PBE0/6-311þG(d,p) level was used. The polarized
continuum model (IEFPCM) developed by Tomasi et al.[98] was
employed.
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[35] S. Schlücker, R. K. Singh, B. P. Asthana, J. Popp, W. Kiefer, J. Phys.


Chem. A 2001, 105, 9983–9989.
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INTRODUCTION


Vicinal diamines are very important functional moieties which are
present in various biologically active compounds and have also
been widely used as chiral control elements in asymmetric
synthesis.[1–3] Diamination of olefins presents an attractive
strategy for the synthesis of vicinal diamines. On the other
hand, several catalytic routes have also been investigated. Various
metal-free[4,5] or metal-mediated[6,7] processes have been
developed and metal-catalyzed diaminations have also been
reported.[8] Moreover, although transition metal-catalyzed hydro-
amination[9,10] and oxidative dehydroamination[11,12] have been
extensively developed in recent years, transition metal-catalyzed
alkene 1,2-diamination is still a challenge.[13] Recently, Booker-
Milburn and his co-workers reported intermolecular diamination
of dienes catalyzed by palladium(II) complexes (Scheme 1).[14]


Beginning with the reaction of isoprene with urea under
appropriate conditions, the reaction can generate regioisomeric
diene-urea products 1a and 1b. The reactions are interesting
because Pd(II)-catalyzed intermolecular 1,2-diamination can
produce the major products 1a (1a/1b up to 96%).
There are several mechanisms proposed to account for the


amination reaction catalyzed by Pd such as the Pd(0)-catalyzed
diamination reaction mechanism by Yian Shi and his
co-workers,[15] Pd(II)-catalyzed intramolecular diamination reac-
tion mechanism by Streuff and his co-workers,[16] and
Pd-catalyzed oxidation amination of conjugated olefins by Ji
Min Lee.[17] Nevertheless, the mechanism of Pd(II)-catalyzed
diamination reaction remains unclear and is the subject of this
paper.
In view of the interesting catalytic process, it is necessary to


theoretically study in more detail about the reaction mechanism.
In this paper, we investigated the mechanism of the inter-
molecular 1,2-diamination reaction by density functional theory
(DFT) methods. Based on the mechanism proposed by other

g. Chem. 2008, 21 979–987 Copyright �

researchers in Pd(II)-catalyzed amination reaction and Wack-
er-type process, we presented a mechanism to account for the
intermolecular 1,2-diamination reaction, which is shown in
Scheme 2.
Many interesting questions arise when we compare the


reaction mechanism of Scheme 2. Among dienes, which of them
have two double C——C bonds? If the C—N s-bond in the main
product comes from the Pd(0)-catalyzed diamination reaction
between the substituted C——C double bond and N, as reported
by Yian Shi, why does the unsubstituted C——C double bond also
react with N to form the C—N bond in its main product in the
diamination reaction reported by Booker-Milburn? If ligand
dissociation of Pd(NCMe)2 can occur, which intermediate of Pd
complexes is favorable as an active catalyst? The objectives of this
work are to address these important questions with the DFT at
the B3LYP level by examining the structural and energetic aspects
of various possible reaction pathways. We hope that the findings
presented in this paper would help scientists in designing new
catalysts for this reaction.


Computational details


Geometry optimizations have been performed via DFT[18,19] of
the B3LYP method. Frequency calculations at the same level of
theory have also been performed to confirm the characteristics
of all the optimized structures as minima or transition states.

2008 John Wiley & Sons, Ltd.
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Scheme 1.


Scheme 2. Proposed mechanism for the intermolecular 1,2-diamination reaction


Y. YU ET AL.


9
8
0


Calculations of intrinsic reaction coordinates (IRC)[20] were also
performed on transition states to confirm that such structures are
indeed connecting two minima. The effective core potentials
(ECPs) of Hay and Wadt with a double-z valence basis set
(Lanl2DZ)[21–23] were used to describe Pd atom, while the
standard 6–31þg*[24] basis set was used for C, H, O, and N atoms.
All calculations were performed with the Gaussian 03 software
package.[25] The vibrational analysis and the natural bond orbital
(NBO) analysis[26–34] were performed at the same computational
level. In addition, the electron densities at the bond critical points
(BCP) and the ring critical points (RCP) for the selected bond of
some species were calculated by employing the AIM2000

www.interscience.wiley.com/journal/poc Copyright � 2008

program package.[35] The completely topological analyses are
performed for all the compounds to obtain detailed bonding
character. The BCPs denoted as (3, �1), which represent saddle
points in the electron densities between two atoms are examined
for all the bonds.
Molecular orbital (MO) compositions and the overlap


populations were calculated using the AOMix program.[36,37]


The analysis of the MO compositions in terms of occupied
and unoccupied fragment molecular orbitals (OFOs and
UFOs, respectively) and the analysis of the construction of
orbital interaction diagrams were performed using AOMix-
CDA.[38]

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 979–987







MECHANISM OF PALLADIUM-CATALYZED DIAMINATION REACTION

RESULTS AND DISCUSSION


As shown in Scheme 2, the Pd(II)-catalyst (CAT) coordinates with
urea (R1) and undergoes ligand dissociation to form IN1, HCl, and
ligand. From IN1, the diene (R2) coordinates with Pd, followed by
a C—N bond formation to generate IN3. Another C—N bond
formation then occurs to give birth to IN4. To complete the
catalytic cycle, IN4 reacts with HCl, oxidant, and ligand to
regenerate CAT and produce products. In the first step of the
catalytic cycle, the number of the eliminated ligandmight be 1 or
2. Therefore, the catalytic process has two distinctive manifolds:
Pd-ligand and Pd as an active catalyst. We also proposed a
catalytic cycle catalyzed by Pd-L2, but the stabilized intermediate
and transition cannot be located in this pathway. In our DFT study,
we used 1,3-diethylurea as a model for R1 and isoprene for R2. In
this paper, ‘C1’ denotes the pathways catalyzed by Pd, and ‘C2’ by
Pd-L.


Mechanism of Pd-catalyzed reactions


The intermolecular 1,2-diamination reaction is a process in which
the Pd–urea complex, C1-IN1, through transition states (C1-TS1
and C1-TS2), offers a Pd product-complex (C1-IN4). There are
four structures of intermediate C1-IN2, which depends on the

Table 1. The NBO charges d, Wiberg bond orders Pij, and electron


Species Atom d Bonds Pij


C1-IN2-1 Pd 0.65 Pd–N1 0.50
C4 �0.53 Pd–N2 0.60
C5 �0.30 Pd–C4 0.25
N1 �0.61 Pd–C5 0.21
N2 �0.51 C4–C5 1.63


C1-TS1-1-1 Pd 0.67 Pd–N1 0.33
C4 �0.26 Pd–N2 0.49
C5 �0.45 Pd–C5 0.27
N1 �0.70 C4–C5 1.34
N2 �0.55 C4–N2 0.47


C1-IN3-1-1 Pd 0.61 Pd–N1 0.33
C4 �0.28 Pd–C5 0.58
C5 �0.23 Pd–C6 0.18
C6 �0.06 Pd–C7 0.33
C7 �0.545 C4–C5 1.03
N1 �0.56 C4–N2 0.97
N2 �0.77 C6–C7 1.53


C1-TS2-1-1 Pd 0.39 Pd–N1 0.18
C4 �0.27 Pd–C5 0.23
C5 �0.12 Pd–C6 0.25
C6 �0.14 Pd–C7 0.36
C7 �0.54 C4–C5 1.03
N1 �0.53 C5–N1 0.51
N2 �0.64 C6–C7 1.55


C1-IN4-1-1 Pd 0.16 Pd–N1 0.00
C4 �0.28 Pd–C5 0.01
C5 �0.08 Pd–C6 0.36
C6 �0.10 Pd–C7 0.39
C7 �0.55 C4–C5 0.98
N1 �0.53 C4–N2 0.96
N2 �0.58 C6–C7 1.57


J. Phys. Org. Chem. 2008, 21 979–987 Copyright � 2008 John W

relative orientation of C——C double bond of R2, and the followed
intramolecular C—N s-bond formation can occur through eight
channels. In this paper, two favorable channels, C1-1-1 and
C1-3-2, are involved, which lead to the major and the minor
products, respectively. The NBO charges and Wiberg bond orders
of intermediate and transition states are shown in Table 1. The
structures of other channels can be found in Figs S1–S6 and their
relative energies in Table 1.
In C1-IN1 (Fig. 1), the Pd—N1—C1—N2 moiety is on a plane.


The optimized Pd—N1 bond is 2.031 Å and the C1—N1 bond is
1.397 Å. The h2 and h4 type geometries of C1-IN2 were
considered when R2 coordinates with C1-IN1. Due to the
s-bond bend, the h4 type geometries are much larger than h2


type in energies when Z-isoprene coordinates with C1-IN1.
Furthermore, the transition states of C—N bond formation
followed by Z-isoprene h4 type geometries cannot be located.
Although E-isoprene coordinates with C1-IN1 to form h4 type
complexes which are more stable than h2 type complexes
(about 8 kJ/mol lower), the barriers of the rate-determining
step are higher (about 6 kJ/mol higher). Therefore, we just discuss
the channels that only one C——C p-bond coordinates with
C1-IN1.
In C1-IN2-1, there is an obvious interaction between Pd and


C4——C5 (the Pd—C4 and Pd—C5 bond distances are 2.267 and

density r(r) at the BCPs for species in the C1-1-1 and C1-3-2


Species Atom d Bonds Pij


C1-IN2-3 Pd 0.65 Pd–N1 0.52
C6 �0.11 Pd–N2 0.59
C7 �0.53 Pd–C6 0.19
N1 �0.59 Pd–C7 0.24
N2 �0.52 C6–C7 1.59


C1-TS1-3-2 Pd 0.65 Pd–N1 0.26
C6 �0.74 Pd–N2 0.63
C7 0.15 Pd–C7 0.04
N1 �0.72 C6–N2 0.42
N2 �0.48 C6–C7 1.23


C1-IN3-3-2 Pd 0.53 Pd–N1 0.54
C4 �0.43 Pd–C4 0.00
C5 �0.23 Pd–C5 0.01
C6 0.05 Pd–C7 0.74
C7 �0.51 C4–C5 1.98
N1 �0.62 C6–N2 0.94
N2 �0.54 C6–C7 1.00


C1-TS2-3-2 Pd 0.46 Pd–N1 0.28
C4 �0.61 Pd–C4 0.26
C5 �0.28 Pd–C5 0.02
C6 0.06 Pd–C7 0.38
C7 �0.37 C4–C5 1.68
N1 �0.65 C6–N2 0.94
N2 �0.54 C7–N1 0.52


C1-IN4-3-2 Pd 0.20 Pd–N1 0.01
C4 �0.57 Pd–C4 0.42
C5 �0.38 Pd–C5 0.41
C6 0.09 Pd–C7 0.00
C7 �0.23 C4–C5 1.59
N1 �0.58 C6–N2 0.94
N2 �0.58 C7–N1 0.96
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Figure 1. B3lyp/6–31þg* calculated structure of C1-IN1, R2, and C2-IN1


Figure 2. B3lyp/6–31þg* calculated LUMO of C1-IN2-1 and C2-IN2-1, HOMO of R1. The energies of orbitals are given in eV
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2.309 Å, respectively). The LUMO (p*) energy of C2-IN1-1 is
�0.11 eV and the HOMO (p) energy of R2 is �0.24 eV (Fig. 2). The
lower energy gap between the twomolecular orbitals make them
easier to coordinate with. Due to the crowded configuration of
C1-IN2-3, the difference in bond length between Pd—C6 and
Pd—C7 in C1-IN2-3 (0.083 Å) is larger than that between Pd—C5
and Pd—C6 in C1-IN2-1 (0.042 Å), and the NBO charge difference
between C6 and C7 in C1-IN2-3 (0.42) is larger than that between
C4 and C5 in C1-IN2-1 (0.23).

Figure 3. B3lyp/6–31þg* calculated structures of C1-1-1


www.interscience.wiley.com/journal/poc Copyright � 2008

The structures of the transition states for the first sC�N bond
formation C1-TS1 are shown in Figs 3 and 4. In C1-TS1-1-1,
C4—C5—Pd—N2 forms a four-membered ring and the electron
density of RCP is 0.042. The bond distance between C4 and N2 is
2.036 Å, which indicates the tendency to form s-bond. It can be
testified by the Wiberg bond index Pij(N2—C4) (0.47) and the
electric density of BCP (0.074) (Fig. 5). The bond distances of
Pd—C6 and Pd—C7 are 2.314 and 2.615 Å, respectively, while
those of Pij are 0.17 and 0.11. It suggests that the interaction

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 979–987







Figure 4. B3lyp/6–31þg* calculated structures of C1-3-2
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between Pd and C6——C7 is weakened. In the next step they can
form p4


3 bond easily, which agrees with the supposition of
experiment. The p4


3 bond configuration prevents the occurrence
of 1,4-addition reaction. The bond distances of Pd—N1 and
Pd—N2 are 2.101 and 2.042 Å, respectively, which are slightly
longer than those in C1-IN1-1-1.
Based on NBO analysis, second-order perturbation of donor–


acceptor interactions is used to estimate the strengths of the
donor–acceptor interactions of the NBOs. The larger stabilization
energy implies stronger interaction between donor and acceptor.
In C1-TS1-3-2, C6—C7—N2—Pd also forms a four-membered
ring, and the configuration is very similar to the four-membered
ring in C1-TS1-1-1. The NBO analysis of C1-TS1-1-1 shows
that C5 coordinates with Pd by the lone pair of electrons to
form p-back-donation bond and the stabilization energy
of LPC5!N2—C4 is quite large (88.78 kcal/mol). However, in
C1-TS1-3-2, the Pd d-orbital interacts with the C7 p-orbital to
form s-bond, and the largest stabilization energy of the bond
N2—C4 comes from the p-bond C4——C5 (17.85 kcal/mol).
Moreover, there is obvious steric interaction between the

Figure 5. Two-dimensional electron density contours for all the transition st


selected BCPs and RCPs)


J. Phys. Org. Chem. 2008, 21 979–987 Copyright � 2008 John W

substituted groups of N2 and C4——C5. All of these indicate that
the formation of C4—N2 s-bond is easier in C1-TS1-1-1 than in
C1-TS1-3-2. The computed energy barriers of C1-TS1-1-1 and
C1-TS1-3-2 are 144.40 and 160.24 kJ/mol, respectively.
The geometries of C1-TS1 are similar to C1-IN2, which indicate


that they are early transition states. The relative higher energy
barrier shows that the C—N s-bond formation step is the
rate-determining step for this reaction channel.
In C1-IN3-1-1, Pd—N1—C1—N2—C4—C5 form a six-


membered ring, the bond distance of N2—C4 is 1.461 Å
and Pij is 0.97, which indicates N2—C4 is s-bond. It can be
seen from Fig. 3 that the interaction between Pd and C6——C7 in
C1-IN3-1-1 is stronger than in C1-TS1-1-1. The bond distances of
Pd—C5, Pd—C6, and Pd—C7 are 2.038, 2.190, and 2.306 Å,
respectively. The bond lengths of C5—C6 and C6—C7 are 1.468
and 1.400 Å, respectively. These results suggest that Pd is
coordinate with the p4


3 bond of C5, C6, and C7, whereas, in
C1-IN3-3-2, the bond distances of Pd—C4 and Pd—C5 are 3.270
and 3.778 Å, respectively, and the long distance indicates that Pd
only coordinates with C6 instead of p4


3 bond. From Fig. 6, we can

ates of pathway C1-1-1 and C2-1-2 (including electron densities of some
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Figure 6. B3lyp/6–31þg* calculated relative free energies for C1-1-1 and C1-3-2. The energies are given in kJ/mol
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see that C1-IN3-1-1 is more stable than C1-IN3-3-2 (relative
energies are �53.48 and 51.44 kJ/mol, respectively), and
C1-IN2-3-2 (relative energy is 6.05 kJ/mol) is more stable
than C1-IN3-3-2. Therefore, the pathway from C1-IN2-3-2 to
C1-IN3-3-2 is difficult to occur, which agrees with the
experimental result.
C1-IN3, through another intramolecular C—N s-bond for-


mation, produces the product-catalyst complex C1-IN4. In
C1-TS2-1-1, the transition state involves a N1—C1—N2—
C4—C5 five-membered ring and the electron density of RCP is
0.038. The C5���N1 bond distance is 2.106 Å; Pij is 0.51; the
electron density of BCP is 0.064. With these results, it
demonstrates that N1 and C5 have the tendency to form
s-bond. The bond distances of Pd���N1 and Pd���C5 are 2.381
and 2.385 Å, respectively, and their Pij are 0.23 and 0.18,
respectively. It indicates that the interaction between them is

Figure 7. B3lyp/6–31þg* calculated structures of C2-1-2


www.interscience.wiley.com/journal/poc Copyright � 2008

very weak. In the product-catalyst complexes C1-IN4, Pd
coordinates with C——C and it can regenerate the catalyst by
releasing product.
An overview of the channels catalyzed by Pd suggests that the


favorable pathways are those in which the terminal C atom of
isoprene reacts with the N atom to form C—N s-bond and the
first sC�N-bond formation is the rate-determining step. However,
from the energy viewpoint, the high barriers of those rate-
determining steps indicate that the channels catalyzed by Pd are
difficult to occur.


Mechanism of Pd(NCMe)-catalyzed reactions


The catalytic cycle catalyzed by Pd(NCMe) is similar to that
catalyzed by Pd, which involves 16 pathways depending on the
relative C——C orientation coordinated with Pd. As mentioned

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 979–987







Figure 8. B3lyp/6–31þg* calculated relative free energies (in kJ/mol)


for C2-1-2


Figure 9. The orbital interaction diagram in C1-TS1-1-1 and C2-TS1-1-2
corresponding FO contributions greater than 5% are illustrated
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above, the pathways of the terminal C atom, which react with N
atom to form C—N s-bond are favorable. Hence, those pathways
of b-C, which react with the N atom are not involved in the
reaction cycle. Furthermore, only the favorable channel C2-1-2 is
discussed. The structures of the intermediate and transition
states of other channels are illustrated in Figs S7–S13.
The structures of the intermediate and transition states in


C2-1-2 are shown in Fig. 7. In C2-IN2-1-2, Pd coordinates with
C4——C5. The bond lengths of Pd—C4 and Pd—C5 are 2.342 and
2.470 Å, respectively, and their Pij are 0.20 and 0.16, respectively.
The structure of the transition state C2-TS1-1-2 is similar to that
of C1-TS1-1-1. The main difference between them is in the bond
distances of Pd—C5, Pd—C6, and Pd—C7 (2.172, 2.314, and
2.615 Å in C1-TS1-1-1, 2.277, 3.210, and 4.042 Å in C2-TS1-1-2,
respectively). These results show that the interaction between Pd
and C6——C7 is very weak in C2-TS1-1-2.

(the AOMix-CDA calculation, based on B3LYP/6–31þg* results). The
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It can be seen from the energy profile (Fig. 8) that C2-TS1-1-2 is
the rate-determining step of this channel. Compared with
C1-TS1-1-1 (144.40 kJ/mol), the energy barrier of C2-TS1-1-2
(116.01 kJ/mol) is lower.
In order to understand the details of the C—N bond formation,


AOMix program was performed to analyze transition states
C1-TS1-1-1 and C2-TS1-1-2 (see Fig. 9). In AOMix analysis,
the structure of C1-TS1-1-1 is separated into isoprene (fragment
1) and Pd[CO(NEt)2] (fragment 2), and C2-TS1-1-2 is
separated into isoprene (fragment 1) and Pd[CO(NEt)2](NCMe)
(fragment 2), respectively. In C1-TS1-1-1, the orbital which has
the tendency to form C4—N2 s-bond is HOMO-8, composed of
22.5% HOFOisoprene, 38.1% HOFO-6Pd[CO(NEt)2], and 17.4%
HOFO-7Pd[CO(NEt)2]. The energy difference between HOFOisoprene


and HOFO-6Pd[CO(NEt)2] is 2.22 eV/mol while the energy difference
between HOFOisoprene and HOFO-7Pd[CO(NEt)2] is 2.68 eV/mol.
In C2-TS1-1-2, the orbital which has the tendency to form
C4—N2 s-bond is HOMO-5, which mainly comes from 11.7%
HOFOisoprene, 14.7% HOFO-1isoprene, 56.8% HOFO-4Pd[CO(NEt)2](NCMe),
and 10.0% HOFO-5Pd[CO(NEt)2](NCMe). The highest energy difference
among them is only 0.78 eV/mol. The low orbital energy
difference of fragments indicates that the orbital between
fragments is easy to overlap, and easy to form C4—N2 s-bond.
Comparing C2-TS1-2 with C1-TS1-1-1, we can see that C4—N2
in C2-TS1-2 is easier to form s-bond. Inspecting Figs 5 and 7, the
lower energy barrier (116.01 kJ/mol) in C2-TS1-2 leads to this
step which is easier to occur.
The structures of C2-IN3-1-2, C2-TS2-1-2, and C2-IN4-1-2 are


all similar to channel C1-1-1. The energy barrier of the second
C—N bond formation is also obviously decreased (112.84 kJ/mol
for C2-TS2-1-2), and the released energy (163.22 kJ/mol) is much
higher than that of C1-TS1-1-1 (102.20 kJ/mol). Obviously, the
reaction catalyzed by Pd(NCMe) is more favorable.

CONCLUSION


In summary, the intermolecular diamination reactions of ureas
and dienes catalyzed by Pd(II) complexes discovered by
Booker-Milburn and his co-workers have been theoretically
studied using DFT in this work. On the basis of the calculations,
we find that the intermolecular diamination reaction mechanism
involves the dissociation of ligand, which gives active catalyst,
followed by two C—N bond formation between the carbon atom
of diene and nitrogen atom of urea.
In the step of C—N bond formation, each carbon atom of


isoprene can react with the nitrogen atom of Pd[h2-(NEt)2
CO](NCMe) or Pd[h2-(NEt)2CO]. The coupling of the terminal
carbon atoms with nitrogen atom are found to be kinetically
favored than the coupling between b-C atoms and nitrogen
atom. The transition states, which form the first C—N bond, are
the rate-determining steps in the reaction. To understand the
infection of ligand number in catalyzed cycle, molecular orbital
and NBO analyses are performed. The lower orbital energy
difference between the fragment orbitals and the weaker
coordination of Pd—N in the channels catalyzed by
Pd[h2-(NEt)2CO](NCMe) makes the formation of C—N bond
easier. The energy barriers of rate-determining in the channels
are decreased. The reaction catalyzed by Pd[h2-(NEt)2CO](NCMe)
yielding dominant product is favorable, and it is in agreement
with experiments.

www.interscience.wiley.com/journal/poc Copyright � 2008
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Amino-acid-functionalized
solvatochromic probes
Katja Schreitera and Stefan Spangea*

J. Phys. Or

N-(4-nitrophenyl)-L-proline (2) has been obtained by a nucleophilic aromatic substitution reaction of 4-fluoroni-
trobenzene with L-proline. The corresponding amide derivatives 3–5 have been synthesized by peptide coupling of 2
with different amino acid derivatives and chiral amines. Solvatochromism of the long-wavelength UV/Vis band in the
electronic absorption spectra of the compounds 2–5 has been studied and analyzed using the empirical Kamlet–Taft
solvent polarity parameters p* (dipolarity/polarizability), a (hydrogen bond donating ability), and b (hydrogen bond
accepting ability). Reasonable Kamlet–Taft solvatochromic correlations (r> 0.95) were established for the three amide
derivatives 3–5 in a range of common solvents and three room temperature ionic liquids (RTILs). The UV/Vis
absorption of the 4-nitroaniline derivative 2 showed a hypsochromic shift with increasing concentration due to
intermolecular hydrogen bonded aggregate formation in protic solvents, which is not observed for compounds 3–5.
Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The development of specificmolecular probes for the recognition
of specific binding sites in peptides and proteins is a challenge
due to the manifold interaction which can possibly occur in those
complex systems.[1–6]


The detection of separate di- or tripeptide sequences in rapid
protein scans requires the application of suitable sets of sequence
specific UV/Vis sensors. However, the pioneering works of
Still[7–17] and other scientists[18–30] have shown that specific
peptide sequences can be recognized by artificial receptors,
which are based on cage-compounds and related molecular struc-
tures. The usage of such a complementary di- or tripeptide
sequence, which is suitable to interact specifically with a target
peptide sequence, seems a promising concept, because the same
principle occurs in nature. However, even the distinct differen-
tiation of the 20 common genetically encoded amino acids by a
suitable UV/Vis probe is still not established, because of the chemical
similarity of the amino acids due to their ionic nature.[31,32]


The objective of this study is the synthesis of novel UV/Vis
probes bearing amino acid sequences linked to the chromo-
phoric p-electron system. The direct linking of amino acid
moieties to UV/Vis and fluorescence probes for environment
responsive probing is a new field where scientific activities have
been started since the last 5 years.[33–38] For preliminary and basic
studies we chose 4-nitroaniline derivatives as these have been
widely used in materials science (nonlinear optics)[39–43] and
analysis (solvatochromism).[44–55] There are a large number of
substituted p-nitroaniline derivatives, which are used as
solvent-sensitive indicators for setting up polarity scales,[44–52]


as lipophilic indicators in micelles, bi-layers, and biological
membranes.[53–55] In this context, amino acid (L-proline)
substituted nitroaniline derivatives are chiral organic compounds
suitable as materials for optical second harmonic generation.[56]


4-N-proline substituted nitroaniline derivatives have been also

g. Chem. 2008, 21 242–250 Copyright �

used as the guest component in a a- and b-cyclodextrine
complex, respectively.[57,58]


The aim of the present work was the synthesis and structural
characterization of several amino acid and dipeptide functiona-
lized 4-nitroaniline derivatives 2–5 and the investigation of their
solvatochromic properties in detail (Scheme 1).
Compound 2 was first synthesized by Yoshino et al.,[56]


however, no details of the preparation procedure and chemical
analysis were reported. The synthesis of 2was also reported by Lo
Meo et al.[58] using another synthetic procedure. Major attention
was devoted to the study of the complex formation with a- and
b-cyclodextrine.[58] At the same time, nitroanilines such as 2 are
an interesting object studying the specific solvatochromic effects,
in view of the fact that these compounds can form several types
of hydrogen bonded complexes. However, interpretation of
preliminary solvatochromic investigations of 2 by El-Sayed[59]


showed inadequate conclusions.
In this work we wanted to show particularly whether and how


the peptide moiety of 3, 4, and 5 has an effect on the
chromophoric p-electron system as a result of interactions with
the surroundings of the molecules. It is to clarify, what proportion
of these environment effects are dipole–dipole and/or hydrogen
bond or acid–base interactions. To separate the individual solva-
tion effects we used the simplified Kamlet–Taft equation[49,50]


[Eqn (1)] from which the coefficients of the individual interaction

2008 John Wiley & Sons, Ltd.







Scheme 1. Compounds 2–5 studied in this work


Scheme 3. Reaction scheme for peptide coupling reactions


SOLVATOCHROMIC PROBES

contributions can be determined using multiple correlation
analysis.[44,45]


~nmax ¼ ~nmax;0 þ aaþ bbþ sp� (1)


where ~nmax is the longest wavelength UV/Vis absorption maxi-
mum of the compound measured in a particular solvent, ~nmax;0 is
that of a nonpolar reference solvent, a [46] reflects solvent
hydrogen bond donor (HBD) ability, b [47] reflects solvent
hydrogen bond acceptor (HBA) ability, and p*[48,49] describes the
dipolarity/polarizability of the solvent. a, b, and s are the solvent-
independent correlation coefficients, which allow the effects of a
particular parameter on the solvatochromic properties of the
compound to be determined.

RESULTS AND DISCUSSION


Synthesis


As extension of our studies on solvatochromic compounds[60–71]


and to establish the influence of intermolecular hydrogen bonds
between crystals in combination with a chiral center on the
photophysical properties of these compounds, we prepared
N-(4-nitrophenyl)-L-proline (2) by nucleophilic aromatic substi-
tution in a mixture of EtOH/H2O (3:1) (Scheme 2). Due to the high
reactivity of 1-fluoro-4-nitrobenzene[72] and the cyclic amine[73]


L-proline a high yield was obtained with aqueous ethanol[74] as
solvent.
Compound 2 can be coupled with other amino acids,


dipeptides or oligopeptides via the remaining C-terminus, which
allows the extension of the recognition sequence.
Principally, two synthetic strategies can be applied to the


synthesis of oligopeptide functionalized UV/Vis probes.

I. T

Sc
of


J. P

he amino-acid-functionalized chromophoric system is syn-
thesized in a first step and then the peptide moiety is coupled
using established synthetic procedures to extend peptide
sequences (Scheme 3).

II. T

he whole peptide moiety is linked directly by a chemical
reaction to the chemically activated chromophore in one step.

heme 2. Reaction scheme for the nucleophilic aromatic substitution


fluoro compound 1 with L-proline


hys. Org. Chem. 2008, 21 242–250 Copyright � 2008 John W

The method of choice was the synthetic strategy I in presence
of N,N0-dicyclohexylcarbodiimide (DCC)/Et3N/N,N-dimethylamino
pyridine (DMAP)[75,76] to afford the corresponding amides 3–5
(Scheme 3).
For the peptide coupling reaction, the hydrochlorides of


glycine methyl ester and L-alanine methyl ester have been
selected. For this study we also considered a sterically demanding
bicyclic amine linked via a peptide bond to the proline carboxylic
group to show the influence of twisting of the L-proline ring upon
solvation. In regard to the configuration of the amide derivatives
it proved to be more difficult than expected. The absolute con-
figurations of the chiral crystals of 2, 3, and 4were determined by
X-ray crystal structure analysis using the Flack[77–79] parameter
method. X-ray crystal structure analyses reveal that partial
racemization was only obtained for compound 4. In a subsequent
paper we will report on the solid state structures.[80]


An associated problem derives from the unknown influence of
the push–pull p-electron system on the electronic properties of
the amino acid or dipeptide linkage. This point plays a role in the
interpretation of the results.


Solvent effects on the UV/Vis absorption spectra


For the solvatochromic investigations we used the four nitroani-
line derivatives 2–5 (Scheme 1). All four chromophores
investigated have a push–pull-substituted aromatic p-electron
system, which is responsible for the solvatochromic properties.
Due to the high polarity and HBD/HBA capability of the


amino-acid-functionalized chromophores, it is likely that associ-
ation will occur in different solvents and this can have an
influence on the UV/Vis absorption maximum. UV/Vis measure-
ments of compound 2 show a significant indication of probe
aggregation.[81] It is well-known that carboxylic acids form
intermolecular hydrogen bonded aggregates such as I–III
(Scheme 4).[82–86] The existence of monomeric, dimeric (I, II)
and polymer (III) species depends on acid concentration,
temperature and solvent polarity.
At the high concentration range from c¼ 0.5� 10�4 to


4.0� 10�4M, the long-wavelength UV/Vis absorption maximum

Scheme 4. Intermolecular hydrogen bonded aggregates of carboxylic


acids: I cyclic dimer, II linear dimer, III polymer
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Figure 1. UV/Vis absorption spectra of 2 in ethanol (a) and methanol (b)
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of 2 was hypsochromically shifted from lmax¼ 403 to 388 nm in
ethanol and from lmax¼ 400 to 386 nm in methanol, respectively
(Fig. 1). Thus, dye aggregation in solution is observed in the
concentration interval studied for the solvatochromic measure-
ments.
Furthermore, UV/Vis absorption spectra of compound 2 in


ethanol were recorded in a temperature range from 223 to 323 K
in 10 K intervals. The UV/Vis absorption maximum is shifted to
longer wavelength from 393 to 399 nm with increasing
temperature. An isosbestic point was observed at around
419 nm by the temperature changes. Thus, the resulting changes
of the UV/Vis spectra observed by the temperature-sensitive
measurements in protic solvents are enthalpically controlled.
UV/Vis spectroscopic measurements reveal a concentration


dependence of 2 only for protic solvents. It is possible that
different types of aggregation of 2 occur in protic and also aprotic
solvents. But in the concentration interval studied for UV/Vis
measurements a displacement of the UV/Vis absorption band of
compound 2 is observed only in protic solvents. However, at this
time we are not able to determine which species of 2 is present in
aprotic solvents as well as in the investigated concentration
range of protic solvents.
Probe 2 was also measured in solvents, in which no change of


the UV/Vis absorption was observed with changing the
concentration of the probe. UV/Vis absorption spectra of 2 in
these selected solvents and additionally in ethanol and methanol
(Table 1) have been considered for the solvatochromic linear
solvation energy (LSE) correlation analysis. Furthermore, UV/Vis
measurements of compounds 3–5 show no significant contri-
bution of probe aggregation in protic and nonprotic solvents.
Thus, the solvatochromism of 3–5 could be investigated in protic
solvents, too. Hence, UV/Vis measurements were carried out on
compound 2 in 25 and compounds 3–5 in 38 and 39, respectively,
common solvents of different polarity and hydrogen bond ability
at 293 K as shown in Table 1 to determine the coefficients a, b,
and s from Eqn (1).
UV/Vis spectra of compound 5 in eight solvents of different


polarity are shown in Fig. 2.
Overall, as the solvent polarity increases from cyclohexane to


water (compounds 3, 4) and formamide (compound 5),
respectively, the UV/Vis absorption spectra of the compounds
3–5 show a significant bathochromic shift of the solvatochromic

www.interscience.wiley.com/journal/poc Copyright � 2008

long-wavelength symmetric UV/Vis absorption band. Compound
2, which has been quantified only in 25 solvents due to the
observed probe aggregation in protic solvents, shows also a
bathochromic shift with increasing the solvent polarity. These
bathochromic shifts are in agreement with an increased
delocalization of electron density due to the conjugation of
the lone-pair of electrons on the nitrogen atom of substituted
proline derivative donors with the aromatic p-electron system
and the nitro-group acceptor.
The UV/Vis shifts range from l¼ 361 nm in tetrachloro-


methane to l¼ 403 nm in hexamethylphosphoramide (2), from
l¼ 354 nm in tetrachloromethane to l¼ 402 nm in water (3),
from l¼ 355 nm in tetrachloromethane to l¼ 406 nm in water
(4), and from l¼ 349 nm in cyclohexane to l¼ 405 nm in forma-
mide (5). The extent of the solvatochromic shift of N-(4-nitrophenyl)-
L-proline (2) (D~n¼ 2890 cm�1) as function of the solvent polarity
is lower than that of the amide derivative 3 (D~n¼ 3370 cm�1), 4
(D~n¼ 3540 cm�1), and 5 (D~n¼ 3960 cm�1).
Furthermore, solvatochromic investigations were performed in


room temperature ionic liquids (RTILs). RTILs are salts whose
melting point (mp) is <100 8C and therefore represent a class of
solvents with ionic character. These solvents show strong solva-
ting power which is utilized to investigate specific HBA effects
caused by the anion of RTILs. Of topical interest is also the
investigation of the true polarity of ionic liquids, because this
point is controversially discussed in literature.[89,90] Measure-
ments were taken on compounds 2–5 in 1-hexyl-3-methyli-
midazolium [C6-mim] salts at 293 K as shown in Table 2.
There is a significant influence of the anion of RTIL observed on


the shift of the solvatochromic UV/Vis absorption band. As
expected, the UV/Vis absorption spectra of these compounds
show a bathochromic shift from [C6-mim][PF6] to [C6-mim][Cl] of
the solvatochromic long-wavelength symmetric UV/Vis band
with increasing ability of the anion of ionic liquids to interact as
H-bond acceptor or electron-pair donor (EPD), respectively
(Table 2).


LSE correlation analyses


In order to determine the respective contributions of solvent
properties on ~nmax, the simplified form of the Kamlet–Taft linear
solvation energy relationship (LSER) was used [Eqn (1)] The
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Table 1. UV/Vis absorption maxima of 2 measured in 25 and of 3–5 in 38 and 39, respectively, solventsa of different polarity and
hydrogen bond ability.


Solvent


~nmax� 10�3 cm�1 Kamlet–Taft parameters


(2) (3) (4) (5) a b p*


Cyclohexane b b b 28.65 0.00 0.00 0.00
n-Hexane b b b 28.33 0.00 0.00 �0.04
Triethylamine 26.60 27.55 27.47 27.78 0.00 0.71 0.14
Tetrachloromethane 27.70 28.25 28.17 28.17 0.00 0.10 0.28
p-Xylene 27.03 27.40 27.32 27.40 0.00 0.12 0.43
o-Xylenea 27.03 27.17 27.25 27.17 0.00 0.12 0.51
Toluene 26.81 27.25 27.17 27.25 0.00 0.11 0.54
Benzene 26.81 27.17 27.17 27.17 0.00 0.10 0.59
Diethyl ether 27.10 27.47 27.32 27.40 0.00 0.47 0.27
1,4-Dioxane 26.53 26.81 26.81 26.74 0.00 0.37 0.55
Anisole 25.97 26.60 26.53 26.53 0.00 0.32 0.73
Tetrahydrofurane 26.04 26.46 26.32 26.32 0.00 0.55 0.58
Ethyl acetate 26.32 26.67 26.46 26.60 0.00 0.45 0.55
1,2-Dimethoxyethane 26.11 26.39 26.25 26.18 0.00 0.41 0.53
Chloroform 26.18 26.95 26.95 26.88 0.20 0.10 0.58
1,1,2,2-Tetrachloroethane 25.71 26.32 26.18 26.11 0.00 0.00 0.95
Pyridine 25.13 25.51 25.45 25.45 0.00 0.64 0.87
Dichloromethane 26.11 26.63 26.60 26.53 0.13 0.10 0.82
Hexamethylphosphoramide 24.81 25.19 25.06 25.06 0.00 1.05 0.87
Tetramethylurea 25.45 25.25 25.19 25.25 0.00 0.80 0.83
1,2-Dichloroethane 25.97 26.63 26.46 26.32 0.00 0.10 0.81
Benzonitrile 25.45 25.71 25.64 25.58 0.00 0.37 0.90
Acetone 25.77 25.84 25.84 25.77 0.08 0.43 0.71
N,N-dimethylacetamide c 25.32 25.25 25.25 0.00 0.76 0.88
N,N-dimethylformamide c 25.25 25.25 25.13 0.00 0.69 0.88
4-Butyrolactone c 25.38 25.32 25.25 0.00 0.49 0.87
Dimethyl sulfoxide c 24.94 24.81 24.75 0.00 0.76 1.00
Acetonitrile 25.77 25.91 25.84 25.71 0.19 0.40 0.75
Nitromethane 25.71 25.77 25.71 25.64 0.22 0.06 0.85
1-Decanol c 26.81 26.67 26.60 0.70 0.82 0.45
1-Butanol c 26.39 26.18 26.11 0.84 0.84 0.47
2-Propanol c 26.25 26.11 26.11 0.76 0.84 0.48
1-Propanol c 26.25 26.18 25.91 0.84 0.90 0.52
Ethanol 24.81 26.39 26.11 26.18 0.86 0.75 0.54
Methanol 25.00 26.18 26.04 26.11 0.98 0.66 0.60
Ethane-1,2-diol c 25.38 25.32 25.32 0.90 0.52 0.92
Formamide c 25.00 24.88 24.69 0.71 0.48 0.97
2,2,2-Trifluoroethanol c 25.84 25.84 25.84 1.51 0.00 0.73
Water c 24.88 24.63 b 1.17 0.47 1.09
1,1,1,3,3,3-Hexafluoro-2-propanol c 25.64 25.58 25.71 1.96 0.00 0.65


D~nmaxðcm�1Þ 2890 3370 3540 3960


aa, b, and p* values for all solvents were taken from Refs [87,88].
b Probe is insoluble in this solvent.
c Probe shows significant contribution of probe aggregation in this solvent.


SOLVATOCHROMIC PROBES


2


solvatochromic parameters a, b, and p* for the multiple–linear
regression analysis were taken from Refs [87,88]. The results of the
multiple–linear regression analyses are summarized in Table 3.
The correlations statistically provide a solid base to understand


the manifold solvent effects on the solvatochromic long-
wavelength UV/Vis absorption band of these molecules. The
correlation coefficient r is greater than 0.95 for LSERs, which

J. Phys. Org. Chem. 2008, 21 242–250 Copyright � 2008 John W

indicates a high validity of the multiparameter equations and
allows significant conclusions to be drawn.
The best regression fit for 2 is obtained from a two-parameter


equation with b and p*. However, including the results in
methanol and ethanol at low concentration of 2 (c� 4.0�
10�4mol/L) also a significant regression fit with a three-
parameter equation is obtained.
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Figure 2. UV/Vis absorption spectra of 5 in different solvents
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All investigated compounds 2–5 show a positive solvatochro-
mismwith increasing acidity, basicity, and dipolarity/polarizability
of the solvents.
The results of the regression analyses show that the extent of


the solvatochromic shift of the amide bond containing
chromophores 3–5 show a significantly stronger dependence
on the p* term of the solvent compared to compound 2 as
indicated by the s coefficient <�3. The negative sign of the s
correlation coefficient indicates that the electronically excited
state of these molecules becomes stronger solvated and
consequently stabilized with increasing the solvents dipolarity/

Table 2. UV/Vis absorption maxima of 2–5 measured in 3 RTIL[89


Ionic liquid


~nmax� 10�3 cm�1


(2) (3) (4)


[C6-mim][PF6] 25.13 25.38 25.32
[C6-mim][BF4] 25.19 25.25 25.19
[C6-mim][Cl] 24.94 24.75 24.63


Table 3. Solvent-independent correlation coefficients a, b, and s o
property of the reference system ~nmax;0, correlation coefficient (r), sig
calculated for the solvatochromism of compounds 2–5


Compound ~nmax,0 a b


(2)a 28.234
 0.150 — �1.213
 0.1
(2)b 28.240
 0.135 �1.101
 0.160 �1.302
 0.1
(3)c 28.912
 0.145 �0.379
 0.082 �1.005
 0.1
(4)c 28.872
 0.142 �0.416
 0.080 �1.115
 0.1
(5)d 28.765
 0.119 �0.402
 0.088 �1.031
 0.1


a Only in solvents in which no probe aggregation of 2 is observed
b In methanol and ethanol (low concentration of 2) and in solvent
c Insoluble in n-hexane and cyclohexane.
d Insoluble in water.
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polarizability. On the strength of the higher dipole moment the
energy of the electronically excited state decreases more than
the ground state. This is well in agreement with bathochromic
shifted UV/Vis absorption maxima with increasing polarity of the
solvents.
The influence of the b-term of the solvent on the shift of lmax


for compound 2 in comparison to compounds 3–5 is similar (refer
to Table 3). The results of the regression analyses indicate that the
influence of the HBA property arises from the formation of
hydrogen bonds donated from the carboxyl group and amide
group (Scheme 5), respectively, of the probe to the lone-pair of
the solvent molecule. This effect is new and noteworthy. We
found a related effect of the b-parameter on the solvatochro-
mism of N-(2-hydroxyethyl)-substituted Michler’s ketone and
N-methyl-N-[1-(2,3-dihydroxypropyl)]-4-nitroaniline deriva-
tives.[68–71] The sign of the correlation coefficient b is negative,
indicating that hydrogen bonding with a protophilic solvent
leads to displacement of lmax to lower frequencies.
The comparison of the value of coefficients a shows that


specific interactions between HBD solvents and the solute are
larger for compound 2 than for the compounds 3–5. Then, the
stronger bathochromic shift of the nitroaniline derivative 2
observed in protic solvents is caused by the HBD strength of the
solvent. This effect is of importance for the construction of
peptide bond containing UV/Vis probes. Obviously the carboxyl
group disturbs the HBA solvation of the proline-N-atom at the
push–pull aromatic p-electron system. Thus, the HBD solvation of
the nitro group has a stronger effect on the bathochromic shift of
the UV/Vis absorption band of 2.

,90]


Kamlet–Taft parameters


(5) a b p*


25.25 0.57[89] 0.50[90] 0.91[90]


25.13 0.68[89] 0.61[90] 0.90[90]


24.51 0.23[89] 0.97[90] 0.91[90]


f the Kamlet–Taft parameters a, b, and p*, respectively, solute
nificance ( f ), standard deviation (sd), and number of solvents (n)


s n r f sd


67 �2.578
 0.209 23 0.956 <0.0001 0.215
45 �2.476
 0.187 25 0.971 <0.0001 0.193
35 �3.138
 0.184 38 0.958 <0.0001 0.248
33 �3.116
 0.180 38 0.961 <0.0001 0.243
37 �3.081
 0.167 39 0.967 <0.0001 0.261


.
s in which no probe aggregation of 2 is observed.
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Scheme 5. (a) HBA/EPD solvents such as the chloride ion of [C6-mim][Cl]
lower the (�I)-effect of the CONH-substituent, which causes a bath-


ochromic band shift compared to nitroaniline derivative. (b) HBD/EPA


solvents such as 1,1,1,3,3,3-hexafluoro-2-propanol enhance the (�M)- and


(�I)-effect of the NO2-substituent, which causes a bathochromic band
shift compared to nitroaniline derivative


SOLVATOCHROMIC PROBES

The negative sign of correlation coefficient a indicates
formation of hydrogen bonds between protic solvents which
have HBD and electron-pair acceptor (EPA) ability, and the oxygen
atoms of the nitro-group (Scheme 5).
Altogether, the absolute s value is significantly larger than the a


and b coefficient for the calculated LSERs for the compounds 2–5.
This result demonstrates that the ability of the used solvents to
donate or accept hydrogen bonds is much weaker than
solute–solvent dipole–dipole interactions.

Figure 3. Relationship between calculated andmeasured ~nmax values for


2 (28 solvents)


Table 4. Solvent-independent correlation coefficients a, b, and s o
solute property of the reference system ~nmax;0, correlation coefficien
the solvatochromism of compounds 2–5


Compound ~nmax,0 a b


(2)a 28.061
 0.152 �0.879
 0.173 �1.198
 0.1
(3)b 28.932
 0.136 �0.373
 0.078 �1.036
 0.1
(4)b 28.886
 0.133 �0.408
 0.077 �1.143
 0.1
(5)c 28.785
 0.114 �0.394
 0.086 �1.073
 0.1


a Only in solvents in which no probe aggregation of 2 is observed
b Insoluble in n-hexane and cyclohexane.
c Insoluble in water.
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Steric effects of the substituent at the amide bond seem to be
of minor importance due to the observation that the solvato-
chromic properties of 3–5 do not differ significantly from each
other.
The possible intermolecular solute–solvent interactions with


1,3-dialkylimidazolium-based ionic liquids as solvent are mani-
fold, because the imidazolium cation interacts as a weak HBD/EPA
and the effect of the anion is that of a HBA/EPD (Scheme 5). The
behavior of the probes 3–5, which are sensitive mainly to p* and
in the second instance to b, also can confirm former studies that
have characterized the polarity of ionic liquids, in this case of ionic
liquids with 1-hexyl-3-imidazolium cations with various anions
[X�]. A previous analysis determined p*-parameter to be 1.08[90]


for [C6-mim][PF6], 1.07[90] for [C6-mim][BF4], and 1.27[90] for
[C6-mim][Cl] corresponding to the values in the order of
magnitude of dimethyl sulfoxide or water.
The improved UV/Vis spectroscopic method for determining b


and p* for RTILs (Table 2)[90] provides much better agreement
with the observed UV/Vis absorption maxima than the data from
the Ref. [89]. Hence, the use of the novel nitroaniline solvato-
chromic probes confirms these new aspects of the HBA strength
and dipolarity/polarizability on the overall polarity of ionic liquids.
The position of the UV/Vis absorption band of compound 2 in


the investigated ionic liquids is independent from the concen-
tration. The quantitatively best regression fit obtained for the key
compound 2 is shown in Fig. 3.
The results of the multiple–linear regression analyses are


summarized in Table 4.
Solvatochromic measurements in RTILs which interact as


hydrogen bond acceptor confirm the b sensitivity of the probes.

CONCLUSION


Amino acid functionalities as substituents of push–pull p-electron
systems such as N-(4-nitrophenyl)-L-proline derivatives can be
used to achieve information on aggregation versus solvatochro-
mic properties of polar compounds. However, compound 2
shows a hypsochromic shift of the UV/Vis absorption maxima
with increasing concentration in protic solvents. A comprehen-
sive study of the solvent effects on the position of the
long-wavelength UV/Vis absorption band of the compounds
2–5 is presented. The UV/Vis absorption maxima have been
measured in a variety of protic and aprotic solvents, and
especially in RTILs. Overall, the four amino acid derivatives 2–5

f the Kamlet–Taft parameters a[89], b,[90] and p*[90], respectively,
t (r), significance ( f ), sd, and number of solvents (n) calculated for


s n r f sd


64 �2.232
 0.212 28 0.959 <0.0001 0.235
26 �3.155
 0.172 41 0.962 <0.0001 0.241
24 �3.123
 0.169 41 0.965 <0.0001 0.237
31 �3.097
 0.159 42 0.969 <0.0001 0.256


.
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show a positive solvatochromism. The data have been analyzed
and interpreted in terms of empirically derived LSERs using the
Kamlet–Taft solvents parameter set. The results of correlation
analyses suggest that the influence of solvent dipolarity/
polarizability on the long-wavelength absorption maximum for
all compounds is more predominant. Also, the effect of b-term on
the bathochromic band shift is more pronounced than that of the
a term, particularly with regards to the dipeptide functionalized
4-nitroaniline derivatives 3 and 4, and the pinane derivative 5.
Furthermore, the solvatochromism of the compounds 3–5 was
used to investigate the reliability of the Kamlet–Taft solvent
parameter b and p* of RTILs from Ref. [90].

EXPERIMENTAL SECTION


General remarks


Solvents from Merck, Fluka, Lancaster, and Aldrich were redi-
stilled over appropriate drying agents prior to use. Dichlor-
omethane was dried over calcium hydride and distilled under
argon. All the following ionic liquids were purchased in the
highest available grade from commercial sources and used
without further purification: Merck: 1-hexyl-3-methylimidazolium
chloride, 1-hexyl-3-methylimidazolium tetrafluoroborate, 1-hexyl-
3-methylimidazolium hexafluorophosphate. All commercial
reagents were used without further purification, they were
purchased from the following suppliers: Acros: L(�)-proline,
Lancaster: glycine methyl ester hydrochloride, L(�)-alanine
methyl ester hydrochloride, ABCR: 1-fluoro-4-nitrobenzene, DCC.
All mps were measured on a Boetius mp apparatus and were


uncorrected. The UV/Vis absorption spectra were obtained by
MCS 400 diode array UV/Vis spectrometer from Carl Zeiss, Jena,
connected via glass-fiber optics. 1H NMR and 13C NMR spectra
were measured at 20 8C on a Bruker Avance 250 NMR
spectrometer at 250 and 69.9MHz and on a Varian Gemini
300 FT NMR spectrometer at 300 and 75.5MHz, respectively. The
residue signals of the solvents (DMSO-d6, CD2Cl2, CDCl3) were
used as internal standards. The FT-IR spectra were measured by
means of diffuse reflection diluted with KBr at room temperature
in the wave number range from 400 to 4000 cm�1 on a
Perkin-Elmer Fourier transform 1000 spectrometer. Elemental
analysis was determined with a Vario-EL analysis.

Correlation analysis


Multiple regression analysis was performed with Origin 5.0
statistical program.

N-(4-nitrophenyl)-L-proline (2)


As mentioned above, the synthesis of 2 was previously
described.[54,56,59,91]


An equimolar amount of L-proline (8.17 g, 0.071mol) was
added at 25 8C to a mixture of 1-fluoro-4-nitrobenzene (10.00 g,
0.071mol) and threefold molar amount of K2CO3 (29.02 g,
0.210mol) in EtOH/H2O (100ml, v/v¼ 3/1). The mixture was
refluxed at 90 8C for 38 h and then cooled to room temperature
(rt). The mixture was poured into ice water and neutralized with
2M HCl. The precipitate was filtered off, washed with H2O, and
recrystallized (EtOAc) to give 2 (14.43 g, 0.061mol) as a yellow
solid. 86% yield. M.p.> 220 8C (dec). 1H NMR (250MHz, DMSO-d6,
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25 8C): d¼ 1.91–2.37 (m, 4 H, proH-3/4), 3.39–3.58 (m, 2 H, proH-5),
4.42 (dd, 3JH,H¼ 8.7 Hz, 3JH,H¼ 2.3 Hz, 1 H, proH-2), 6.58 (d,
3JH,H¼ 9.2 Hz, 2 H, ArH), 8.07 (d, 3JH,H¼ 9.2 Hz, 2 H, ArH). 13C NMR
(69.9MHz, DMSO-d6, 25 8C): d¼ 23.2, 30.2, 48.3, 60.3, 111.3, 125.9,
136.1, 151.4, 173.5. IR (KBr): ~n¼ 3569m (carboxylic OH), 2974m,
2871m, 1718 s (C——O), 1601 s, 1515 s (NO2), 1313 vs (NO2),
1199m, 1115 s, 827mcm�1. Anal. Calcd for C11H12N2O4: C, 55.93;
H, 5.12; N, 11.86. Found: C, 55.82; H, 4.95; N, 11.86.


General procedure for preparation of 3–5


Compound 2 (0.500 g, 2.12mmol) was dissolved in anhydrous
dichloromethane (100ml), and the solution was cooled to 0 8C.
An equimolar amount of amine hydrochloride (2.12mmol), DCC
(0.437 g, 2.12mmol), triethylamine (0.215 g, 0.3ml, 2.12mmol),
and a 10th part of an equimolar amount of 4-N,N-dimethyla-
minopyridine (0.026 g, 0.21mmol) were added. The mixture was
then allowed to warm up to room temperature and stirred for
24 h. The precipitate was filtered off and washed with
dichloromethane. The filtrate was washed with 10% HCl, 5%
aqueous NaHCO3, and saturated aqueous NaCl, dried over
MgSO4, and evaporated in vacuo. The residue was purified by
flash column chromatography (silica gel, dichloromethane/ethyl
acetate), affording 3–5 as yellow crystals.


N-(4-nitrophenyl)-L-prolylglycine methyl ester 3


(Dichloromethane/ethyl acetate, 1:1), 20% yield. M.p. 177–178 8C.
1H NMR (300MHz, CD2Cl2, 25 8C): d¼ 2.04–2.14 (m, 2 H, proH-3 or
proH-4), 2.25–2.33 (m, 2 H, proH-3 or proH-4), 3.34–3.43 (m, 1 H,
proH-5), 3.67 (s, 3 H, OCH3), 3.69–3.76 (m, 1 H, proH-5), 3.87–4.07
(m, 2 H, CH2CO), 4.20 (dd, 3JH,H¼ 7.8 Hz, 3JH,H¼ 3.4 Hz, 1 H,
proH-2), 6.60 (d, 3JH,H¼ 9.3 Hz, 2 H, ArH), 6.60 (1 H, NH), 8.08 (d,
3JH,H¼ 9.3 Hz, 2 H, ArH). 13C NMR (75.5MHz, CD2Cl2, 25 8C):
d¼ 24.1, 31.8, 41.2, 49.8, 52.6, 64.1, 112.3, 126.2, 138.7, 152.1,
170.3, 172.7. IR (KBr): ~n¼ 3303 s (NH), 2965m, 1747 s (C——O),
1736 s (C——O), 1655 vs (C——O), 1556m, 1518m (NO2), 1334 vs
(NO2), 1217 s (COC), 1117m, 823mcm�1. C14H17N3O5 (307.292):
calcd C 54.72, H 5.58, N 13.67; found C 54.73, H 5.56, N 13.55.


N-(4-nitrophenyl)-L-prolylalanine methyl ester 4


(Dichloromethane/ethyl acetate, 1:1), 38% yield. M.p. 174–176 8C.
1H NMR (300MHz, CDCl3, 25 8C): d¼ 1.38 (d, 3JH,H¼ 7.1 Hz, 3
H, CH3), 1.98–2.16 (m, 2 H, proH-3 or proH-4), 2.29–2.37 (m, 2 H,
proH-3 or proH-4), 3.35–3.44 (m, 1 H, proH-5), 3.67 (s, 3 H, OCH3),
3.70–3.77 (m, 1 H, proH-5), 4.18 (dd, 3JH,H¼ 7.4 Hz, 3JH,H¼ 4.0 Hz, 1
H, proH-2), 4.50–4.63 (m, 1 H, CH), 6.59 (d, 3JH,H¼ 9.3 Hz, 2 H, ArH),
6.59 (1 H, NH), 8.11 (d, 3JH,H¼ 9.3 Hz, 2 H, ArH). 13C NMR
(75.5MHz, CD2Cl2, 25 8C): d¼ 18.1, 23.9, 31.4, 47.9, 49.5, 52.5, 63.8,
112.0, 126.0, 138.7, 151.6, 171.8, 172.7. IR (KBr): ~n¼ 3303 s
(NH), 2954m, 1750 s (C——O), 1666 s (C——O), 1601 s, 1535m,
1515m (NO2), 1312 vs (NO2), 1241m (COC), 1111 s,
828m cm�1. C15H19N3O5 (321.318): calcd C 56.07, H 5.96, N
13.08; found C 55.93, H 5.92, N 12.95.


1-(4-Nitrophenyl)-N-[(2,6,6-trimethylbicyclo[3.1.1]
hept-3-yl)methyl]-pyrrolidin-2-carboxamide 5


(Dichloromethane/ethyl acetate, 20:1), 37% yield. M.p.
156–158 8C. 1H NMR (250MHz, CDCl3, 25 8C): d¼ 0.62 (m,
1 H, CH2), 0.92 (s, 3 H, CH3), 0.97 (d, 3JH,H¼ 7.1 Hz, 3 H, CH3),
1.15 (s, 3 H, CH3), 1.33–1.40 (m, 1 H, CH2), 1.56–1.65 (m, 1 H, CH),
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1.69–1.74 (m, 1 H, CH), 1.77–1.87 (m, 1 H, CH), 1.78–1.85 (m, 1 H,
CH), 1.88–2.06 (m, 1 H, CH2), 2.09–2.17 (m, 2 H, proH-3 or proH-4),
2.21–2.30 (m, 1 H, CH2), 2.32–2.37 (m, 2 H, proH-3 or proH-4),
3.09–3.18 (m, 1 H, CH2N), 3.27–3.34 (m, 1 H, CH2N), 3.35–3.44 (m, 1
H, proH-5), 3.69–3.76 (m, 1 H, proH-5), 4.19 (dd, 3JH,H¼ 7.7 Hz,
3JH,H¼ 3.9 Hz, 1 H, proH-2), 6.14 (t, 3JH,H¼ 6.1 Hz, 1 H, NH), 6.59 (d,
3JH,H¼ 9.3 Hz, 2 H, ArH), 8.13 (d, 3JH,H¼ 9.3 Hz, 2 H, ArH). 13C NMR
(69.9MHz, CDCl3, 25 8C): d¼ 21.9, 23.0, 24.1, 28.0, 31.6, 32.2, 33.7,
36.2, 38.8, 40.8, 41.4, 47.5, 47.8, 49.7, 64.3, 112.1, 126.2, 138.9,
151.8, 172.1. IR (KBr): ~n¼ 3269 bs (NH), 2900 s, 1655 s (C——O),
1598 s, 1567m, 1515m (NO2), 1312 s (NO2), 1108m, 821mcm�1.
C22H31N3O3 (385.500): calcd C 68.54, H 8.11, N 10.90; found C
68.45, H 8.03, N 10.79.
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The role of stereoelectronic interactions in the
conformational isomerism of some
phosphorus-containing model compounds
Matheus P. Freitasa*, Roberto Rittnerb, Cláudio F. Tormenab


and Raymond J. Abrahamc

The rotational isomerism of model phosphorus-cont

J. Phys. Or

aining compounds was evaluated by using theoretical method-
ologies. The trans rotamer of chloromethylphosphonic acid dichloride (1) was found to be the prevailing form in the
gas phase and in non-polar solvents, with an inverse behaviour from chloroform solution. Although the use of direct
spin–spin coupling constants (SSCCs) do not apply for the quantitative determination of conformers in 1, due to the
small dependence of J with conformation, the observed measurements and calculated individual couplings suggest
that the gauche conformer is progressively stabilized with increasing the solvent polarity. In addition, theoretical
calculations at the CBS-Q level for the corresponding phosphine of 1 (compound 2) showed the gauche rotamer as the
prevailing one in the isolated state. Natural Bond Orbital (NBO) analysis indicated that steric and electrostatic effects
rule the rotational isomerism of 1, while the anomeric effect nP! s*CCl also plays an important role on the
conformational equilibrium of 2. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Phosphorus-containing compounds are interesting models to be
studied due to many features. In the NMR point of view, 31P has a
natural abundance of 100% and spin ½, being suitable for
analysis,[1] whereas in the biochemical field, these compounds
play an important role in metabolism, for instance as ATP.[2]


However, few efforts have been done to understand which
interactions govern the conformational equilibrium of this class
of compounds, being solely classical effects often invoked to
explain their conformational preferences. Moreover, coupling
constants involving 31P have not been used in conformational
analysis, although average couplings between conformers in a
given solvent can be easily provided. In this way, if one estimates
intrinsic couplings, conformer populations may be obtained
through the equation given below:


Jobs ¼ nAJA þ nBJB
nA þ nB ¼ 1


(1)


where Jobs is the observed coupling, nA and nB are the molar
fractions of conformer A and B, respectively and JA and JB are the
individual couplings of such conformers.
The solvation theory developed by Abraham and Bretschnei-


der,[3] which has been successfully focussed in several confor-
mational studies,[4–10] allows the determination of conformer
populations in different solvents and, consequently, the
achievement of intrinsic couplings. Individual couplings may
also be obtained through theoretical calculations, by summing
the Fermi contact (FC), spin dipolar (SD), paramagnetic spin
orbital (PSO) and diamagnetic spin orbital (DSO) terms, where the
former (FC) is the main term describing 1J couplings.[11]


An important class of phosphorus-containing compounds is
the phosphonates, whose potential as mimetic and hydrolytically

g. Chem. 2008, 21 505–509 Copyright �

stable phosphates in bioorganic chemistry is known for a long
time.[12] The introduction of electronegative atoms in the
methylene group, such as chlorine, makes the acidity of
phosphonates as the corresponding phosphates, which are
one of the most important constituents of living systems.[12,13]


The target compound of our conformational analysis is the
chloromethylphosphonic acid dichloride 1 (Fig. 1), which is a
phosphonate analogue. It will be theoretically and experimentally
(NMR) compared with its corresponding phosphine 2 (highly
hydrolysable), in order to evaluate the governing interactions of
this other important class of organophosphorus compounds.
The solvation theory applied here is fully described in


Reference 2, and the used methodology, which is based on
the dependence of adequate coupling constants with the solvent
dielectric constant and further analysis through MODELS and
BESTFIT programmes,[3] can also be found in several papers of
ours.[4–10]

2008 John Wiley & Sons, Ltd.
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Figure 1. Chloromethylphosphonic acid dichloride (1) and its corre-


sponding phosphine (2) Figure 2. Rotational equilibrium for 1 (X¼O) and 2 (X¼ lone pair)
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EXPERIMENTAL


NMR experiments


Compound 1 was commercially obtained from Aldrich. 1H and
13C NMR spectra were recorded on a Varian INOVA-500
spectrometer operating at 499.88 and 125.70MHz, respectively.
Spectra were taken for ca. 20mg cm�3 solutions with a probe
temperature of 295 K. Benzene-d6 was used as the deuterium lock
for the CCl4 solution and all spectra were referenced to TMS.
Typical conditions for proton spectra were: spectral width
4000Hz with 32 K data points and zero filled to 128 K, giving a
digital resolution of 0.06 Hz. For carbon-13 spectra, the conditions
were: spectral width 30 000Hz with 128 K data points and zero
filled to 512 K, giving a digital resolution of 0.1 Hz.


Theoretical calculations


Rotamers of compounds 1 and 2 were predicted by building a
Potential Energy Surface (PES) using the Gaussian 03 pro-
gramme,[14] through rotating the O——P—C—Cl and lone
pair—P—C—Cl dihedral angles at the B3LYP/6-311þ g(d,p)
level. Each minimum was then optimized using the improved
CBS-Q method,[15] and the NBO[16] calculations, including
deletion of all Rydberg and antibonding interactions, were
carried out at the B3LYP/aug-cc-pVTZ level. Further calculations,
including solvent effects, were performed by utilizing the

Figure 3. Potential energy surfaces for 1 and 2, obtained at the B3LYP/6-31


Table 1. Results from theoretical calculations (CBS-Q) for compou


Compound Rotamer m (D) G (hartr


1 gauche 3.91 �1834.66
trans 2.43 �1834.66


2 gauche 1.39 �1759.47
trans 2.27 �1759.47


www.interscience.wiley.com/journal/poc Copyright � 2008

Onsager model at the B3LYP/6-311þ g(d,p) level. Calculated
coupling constants (1JPC,


2JPH and 1JCH) for both conformers of 1
were obtained by summing the FC, SD, PSO and DSO terms.
Calculations of all four terms of spin–spin coupling constants
(SSCCs) were carried out using the B3LYP functional, and the
B3LYP/aug-cc-pVTZ-J basis set for H, C and O,[17] aug-cc-pVTZ for
Cl and a 18s14p10d basis set for phosphorus.[18]

RESULTS AND DISCUSSION


Two stable conformers were found for compounds 1 and 2, trans
and gauche (Fig. 2), with trans as the prevailing rotamer in the gas
phase for 1, and gauche the most abundant one for 2, as
illustrated in PES (Fig. 3). Each minimum of PES was optimized
using the CBS-Qmethod, giving the energy values of Table 1. This
shows that the entropic contribution to the Gibbs energy in the
rotational isomerism is small and thus the DEV obtained through
the solvation theory can be compared with the calculated DG for
1. The energy difference found differs in some extent with a
previous value obtained through electron diffraction data more
than three decades ago, which indicates that two conformers are
present in approximately equal amounts in the vapour phase.[19]


The resulting molecular geometries for both rotamers of 1
were used in the solvation calculations with the MODELS
programme,[3] in order to obtain the reaction field parameters

1þg(d,p) level


nds 1 and 2


ees) DG (kcalmol�1) TDS (kcalmol�1)


335 0.67 0.13
442 0 0
303 0 0
094 1.31 0.09
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Table 2. Reaction field parameters for compound 1a


Rotamer k h l nD VM m


gauche 2.4691 1.8170 0.5221 1.4352 94.507 2.534
trans 1.4227 3.0523 0.5221 1.4352 94.507 1.923


a k, m2/a3 [m, dipole moment (in D); a, solute radius]; h, q2/a5 (q, quadrupole moment); l, 2(n2D � 1)/(nDþ 2); nD, refractive index; VM,
molar volume.


CONFORMATION IN PHOSPHORUS COMPOUNDS

(Table 2), which are terms related to dipole and quadrupole
moments, refraction index and molar volume. These, together
with the experimental couplings of Table 3, were used to achieve
the conformer energies and intrinsic couplings, through the
BESTFIT programme.[3]


The measured 2JPH and 1JCH couplings follow a regular trend
with changing the solvent dielectric constant (e), while 1JPC does
not. Thus, 2JPH and 1JCH were used to estimate the rotational
energies of Table 3. According to the solvation theory approach,
the trans population of 1 varies from 61% in vapour phase, which
coincides with the calculated DGV value, to 47% in CD3CN, due to
the larger dipole moment of the gauche rotamer, which is more
stabilized when increasing the solvent polarity. The BESTFIT[3]


intrinsic couplings for 1 were 1JCH(gauche) 173.6 Hz, 1JCH(trans)
136.6 Hz, 2JPH(gauche) 1.4 and 2JPH(trans) 10.6 Hz. Whilst the 2JPH
magnitudes are in agreement with the reported coupling
constants for similar compounds,[20] the intrinsic 1JCH couplings
obtained seem to be not realistic, that is such values must be
overestimated, because of the small dependence of the observed
coupling constants with the media; a larger dependence was
expected according to the significant difference between the
dipole moments of gauche and trans conformers. As a result, the
intrinsic 1JCH couplings for gauche and trans should be much
smaller than predicted by MODELS/BESTFIT. If coupling constants
change just by few amounts when varying solvent polarities, as
observed (up to 2Hz), estimation with BESTFIT is expected to not
work well, as any extrapolation. In order to solve this problem,
direct SSCCs calculations were carried out for both conformers to
provide more accurate values for intrinsic couplings.

Table 3. Experimental and (fitted) coupling constants (Hz), chemic
for compound 1, obtained through MODELS/BESTFIT


Solvent e j2JPHj 1JCH


Vapour 1.00
CCl4 2.24 6.6 (6.6) 153.6 (153.0)
CDCl3 4.81 6.2 (6.3) 153.8 (154.2)
CD2Cl2 9.01 6.1 (6.0) 154.3 (155.0)
Pyridine 12.40 5.8 (6.0) 155.8 (155.4)
CD3CN 37.50 6.0 (5.7) 156.3 (156.4)
Pure Liq. 11.30a 5.8 (6.0) 155.3 (155.3)


a Pure liquid dielectric constant was estimated by interpolation in
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According to the non-relativistic Ramsey’s formulation,
isotropic SSCCs are contributed by four terms, namely, FC, SD,
PSO and DSO as shown in Eqn (2):


J ¼FC J þSD J þPSO J þDSO J (2)


where the FC term is the main contributing parameter for 1J
spin–spin couplings. The sum of the above terms resulted in the
following individual couplings: 1JCH(gauche) of 166.7 Hz,


1JCH(trans) of
166.1 Hz, 2JPH(gauche) of 3.1 Hz,


2JPH(trans) of 3.2 Hz,
1JCP(gauche) of


98.2 Hz and 1JCP(trans) of 99.0 Hz. These values disagree from the
BESTFIT results and confirm that individual couplings are closely
similar. Thus, they may not be used to accurately account for the
conformational energies of 1.
Although the lack of applicability of NMR in precisely


predicting the conformational preferences of 1 in solution,
1JCH and


2JPH coupling constants exhibit a small but regular trend
by varying solvents; the gauche population should increase by
increasing the solvent dielectric constant, as a result of
minimization of dipolar repulsion by solvent polarity. Such
behaviour was evaluated through using the Onsager approach to
compute conformer energies in solution. Optimization calcu-
lations for 1 at the B3LYP/6-311þ g(d,p) level showed energy
results comparable to CBS-Q level for the compound in the gas
phase; thus solvation calculations using the DFT method can be
used to account for the solvent effects on the conformational
equilibrium of compound 1. The computed solvent effects
obtained at the B3LYP/6-311þ g(d,p) level (Table 4) suggest that

al shifts (ppm), energies (kcalmol�1) and gauche mole fractions


1JPC dH dC DEg�t ngauche


0.67 0.39
117.3 3.91 45.12 0.55 0.43
117.6 4.18 45.86 0.49 0.46
116.9 4.21 46.08 0.43 0.49
111.6 5.41 46.45 0.41 0.50
115.1 4.46 46.26 0.34 0.53
114.4 4.14 45.90 0.42 0.49


a 1JCH versus e plot.
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Table 4. Solvent effects on the conformational energies
(kcalmol�1) of 1, obtained at the B3LYP/6-311þ g(d,p) level
and the Onsager model


Solvent Erel (gauche) Erel (trans)


Vapour 0.44 0
CCl4 0.11 0
CHCl3 0 0.10
CH2Cl2 0 0.21
Pyridine 0 0.24
CH3CN 0 0.31


Table 5. Total hyperconjugative energies, relative Lewis-type
energy and antiperiplanar orbital interactions, for compounds
1 and 2 (kcalmol�1)


Interaction


1 2


gauche trans gauche trans


Ehyperconjugation 657.25 647.01 215.63 227.43
DELewis 10.91 0 0 13.11
LPP! s*C–Cl — — — 5.42
LPP! s*C–H — — 1.97 —
LPO! s*C–Cl — 1.09 — —
sPO! s*C–Cl — 0.75 — —
sP–Cl! s*C–Cl 1.95 — 2.49 —
sP–Cl! s*C–H 1.05 0.96 (2�) 1.33 1.30 (2�)
sC–Cl! s*P–Cl 1.61 — 1.13 —
sC–H! s*P–Cl 2.79 — 1.72þ 0.66 2.24 (2�)
sC–Cl! s*PO — 1.64


Figure 4. HOMO and LUMO orbitals for trans conformer of 2, illustrating
the LPP and C–Cl* overlap (the anomeric effect). Antibonding P–Cl* orbital
is also included
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the conformational changes of 1, on going from the gas phase
(e¼ 1.0) to acetonitrile solution (e¼ 37.5), is higher than
predicted by MODELS/BESTFIT, probably because of the failures
described above when using this latter methodology.
The conformational behaviour of the title compounds may be


interpreted by using Natural Bond Orbital (NBO) analysis.[16]


Lewis-type interactions are traditionally invoked to interpret the
rotational equilibrium of model compounds. However, non-
classical interactions have shown to contribute strongly, and in
some cases decisively,[21] for the conformer stabilization. The
calculated energy difference in 1 is 0.67 kcalmol�1 in the gas
phase favouring the trans conformer, though stabilization due to
electronic delocalization is much larger than this amount for the
gauche conformer, which are summarized in Table 4. These
results suggest that Lewis-type interactions play an important
role for the conformational isomerism of 1, essentially the
electrostatic repulsion between the negatively charged oxygen
(�0.845) and chlorine (�0.206) atoms.
This figure changes when the oxygen of compound 1 is


replaced by a lone pair, to give compound 2. For the isolated
molecule, the gauche conformer of 2 is more stable than the trans
conformer by a calculated amount of 1.3 kcalmol�1, which is an
excellent agreement with the value found elsewhere.[22] By
comparing with 1, this value is obviously a result of smaller
electrostatic repulsion in 2, which does not experience O. . .Cl
repulsion. However, the neat result does not agree with the
expected energy difference, if only the traditional Lewis-type
energies are taken into account. Table 5 shows that conformer
trans of 2 is largely stabilized by electronic delocalization
(11.8 kcalmol�1), whose major contribution is from LPP! s*C—Cl


(ca. 5.4 kcalmol�1), as illustrated in Fig. 4. Similar interaction has
shown to be relevant in other compounds, though it was smaller
than for the corresponding nitrogen systems.[23]


The anomeric effect has been extensively studied for
oxygen-containing compounds, especially sugars.[24] The hyper-
conjugative effect of sulphur when replacing oxygen in such
compounds is supposed to be smaller,[24] though its lone pair
donation to antiperiplanar C—Cl* orbital has been demonstrated
to be highly energetic.[25] The effect of a nitrogen atom is also
comparable to the oxygen,[24] but the corresponding interaction
in phosphines has been somewhat scarcely investigated, though
an infrared determination of the conformational preferences of
(methylthio)dichlorophosphine has been already reported.[26]


Thus, this study also shows that the anomeric effect in
a-substituted phosphines is an important rule for its confor-
mational isomerism and that the traditional approach involving

www.interscience.wiley.com/journal/poc Copyright � 2008

only steric/Coulombic repulsion in dealing with structural issues
in chemistry is inadequate.

CONCLUSIONS


Our experimental and computational studies demonstrated that
chloromethylphosphonic acid dichloride isomerizes between
gauche and trans conformers, with the former slightly more
populated in polar solvents. This behaviour has shown to be
dictated predominantly due to classical steric and electrostatic
interactions. However, replacement of oxygen in chloromethyl-
phosphonic acid dichloride by a lone pair to give the
corresponding phosphine changes greatly the conformational
preferences. For this compound, theoretical calculations exhibit
the gauche conformer as the most stable form in the isolated
state, but hiperconjugation, especially the LPP! s*C—F inter-
action (the anomeric effect), was competitive with Lewis-type
interactions, and then may not be ignored when addressing the
conformational stability of similar compounds.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 505–509
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Effect of aqueous solvation on the structures
of pyruvic acid isomers and their reactions
in solution: a computational study
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The pyruvic acid molecule and its various isomers have been studied in aqueous solution in order to understand the
mechanism of decarboxylation. The tautomeric equilibrium remains in favor of the keto form in aqueous solution, but
the energy difference between the two tautomers decreases. The anion also exists in the keto form in aqueous
solution. Good agreement between the calculated and observed gas phase protonation and basicity values is
obtained, and the calculated pKa value is also in reasonable agreement with the literature value. The importance of the
catalytic mechanismmay be gauged from the fact that, in the absence of an enzymatic pathway, the reaction has high
activation barrier and may not occur at all. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Pyruvic acid is one of the most important molecules biochemi-
cally, as it plays a fundamental role in biological systems, and
occurs naturally in the body. It is an intermediate in the meta-
bolism of carbohydrates, formed by the anaerobic glycolysis of
glucose. It is then oxidized to carbon dioxide and acetate bonded
to the coenzyme A (CoA). Its anion, pyruvate (CH3COCOO


�), is
also an important intermediate compound in the carbohydrate
metabolism of living organisms, and is the product of glycolysis
and a precursor for the Krebs cycle.
Several authors have investigated the gas phase chemistry of


pyruvic acid.[1–6] Our previous calculations at the Density
Functional Theory (DFT) level[1] were also confined to the gas
phase pyruvic acid molecule. We had investigated in detail the
ground state conformation of the molecule and its reactions
in the gas phase. It was found that a keto form with trans
CmethylCketoCacidOhydroxyl and cis CketoCacidOH, and with one
methyl hydrogen in a synperiplanar position with respect to the
keto oxygen, is the most stable. This agrees with previous
theoretical and experimental findings. Decarboxylation via
three different possible routes was also studied. At the B3LYP/
6-311þþG(3df, 3pd) level, it was found that the direct formation
of acetaldehyde, the most stable of the resulting C2H4O isomers,
via a four-center-like transition state is the most feasible reaction,
although there is a high activation barrier of 70 kcal/mol. This is in
contrast to semiempirical calculations, which had found that a
hydroxyethylidene-carbon dioxide complex is the most likely
product as it is formed with very low activation energy. At the
B3LYP/6-311þþG(3df, 3pd) level, it was found that no hydro-
xyethylidene-carbon dioxide complex exists as a product, and no
transition state leading to the dissociation to hydroxethylidene
could be located.
However, the bulk of the reactions of pyruvic acid occur in an


aqueous milieu and it is interesting to investigate whether any

g. Chem. 2008, 21 23–29 Copyright � 20

changes in the reaction scheme occur when solvation is taken
into account. Moreover, direct extrapolation of gas phase results
to realistic chemical systems cannot be made because of the
different relative permittivities in vacuo, in biomolecules, and in
water solutions. In the present work, the DFT method is used for
the calculations performed on the pyruvic acid system for
aqueous solutions.
Since this paper specifically concerns the aqueous chemistry of


pyruvic acid, we have considered the treatment of solvent water
molecules in some detail. Normally, for DFT calculations, the
continuum approach is used to model the solvent. However,
some recent studies have shown that such a treatment is not
adequate. In the case of amino acids and peptides, it was found
that some structures that do not exist in the gas phase become
stable in solution due to their ability to form strong intermole-
cular hydrogen bonds with water.[7] Due to the phenomenal
cost of treating all water molecules of even just the first solvation
shell explicitly in a DFT calculation, we turned to semiempirical
methods for treatment of the solvent in the case of thiohydro-
xamic acids. This resulted in final structures that have only a few
water molecules directly bonded to the substrate molecule with
hydrogen bonds. A DFT calculation with only these water
molecules treated explicitly and the rest of the solvent treated as
a continuous dielectric resulted in better agreement with
experiment.[8] This approach has the added advantage that
distortions in geometries of the substrate molecule to accom-
modate the hydrogen-bonded water molecules are adequately
taken care of. In this paper, we have used this approach for
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modeling the reactions and energies of tautomers of the pyruvic
acid molecule.

Figure 1. Conformers of pyruvic acid and atom numbering scheme (A):


Tce; (B): Tte; (C): Cce; (D): Cte

COMPUTATIONAL METHODS


The samemethodology was adopted in the calculations reported
here as for the gas phase calculations.[1] The DFT calculations
were performed using the B3LYP three-parameter density
functional, which includes Becke’s gradient exchange correc-
tion,[9] the Lee, Yang, Parr correlation functional,[10] and the Vosko,
Wilk, Nusair correlation functional.[11]


The geometries were fully optimized with respect to the
energy using the basis set 6-31þG(d, p) and single-point calcu-
lations were performed with the 6-311þþG(3df, 3pd) basis set
using the Gaussian 03W suite[12] of programs. Initial geometries
were taken from the gas phase optimized structures.
The influence of solvent on the relative stability of conformers


was studied at two levels: firstly with discrete water molecules,
and secondly by examining the effect of bulk solvent on the
hydrated structures using a continuummodel. For the first type of
calculations, the starting positions of water molecules were
carefully selected. Using the Hyperchem 6.0 software suite,[13]


first the desired conformer was placed in a periodic cubic box of
side 10 Å, containing �34 TIP3P[14] water molecules. After a
geometry optimization using the PM3 Hamiltonian,[15] the box
was equilibrated. A 100 ps Molecular Dynamics (MD) simulation,
at 300 K using PM3 forces, was performed initially to equilibrate
the system. A further 100 ps simulation was then performed. To
ensure that most thermally accessible structures were sampled,
the simulation was stopped every 10 ps and the configuration
optimized. The least energy structure from amongst these was
then selected for further calculations. No geometrical constraints
were applied in the MD simulations. It was found that in both the
cis conformers, rotation about the central C—C bond occurs
yielding the trans conformers. Thus, only two conformers Tce and
Tte remain in solution. After a geometry optimization, all water
molecules within a proximity of 5 Å of the substrate molecule
were retained, and a geometry optimization again performed. In
both cases, it was found that only 14water molecules remained in
this region.
After obtaining these initial structures, further geometry


optimizations were performed with the PM3 method. In all
cases, it was found that only three of the water molecules
remained closely bonded to the conformer in the final structure,
forming intermolecular hydrogen bonds. Taking these structures
with three hydrogen-bonded waters, further optimization at the
B3LYP/6-31G(d) level resulted in one of the water molecules
moving away from the vicinity of the substrate, yielding
dihydrates. Vibrational analysis was performed to confirm
the nature of the stationary points. The harmonic vibrational
frequencies were scaled down by a factor of 0.9614[16] to account
for anharmonicity and other factors. None of the structures was
found to possess imaginary vibrational frequencies. The final
energies of these dihydrates were calculated at the B3LYP/
6-311þþG(3df, 3pd)//B3LYP/6-31G(d) level. Zero-point energies,
calculated at the B3LYP/6-31G(d) level and scaled by a factor of
0.9806,[16] were added to the energies calculated with the higher
basis set.
The influence of bulk solvent on these water complexes was


studied by the CPCM polarizable conductor calculation model
implemented in Gaussian 03W[17,18] (keyword SCRF¼CPCM),

www.interscience.wiley.com/journal/poc Copyright � 2007

with the dielectric constant (e) taken as 78.39 for water at
298.15 K. In this approach, the solvation Gibbs free energy is
given by the sum of the non-electrostatic contribution due to the
creation of the solute cavity in the solvent and the electrostatic
interaction between solute and solvent. In the CPCM model,
the solvent is represented by a constant dielectric medium
surrounding a cavity built around the solute. The cavity was built
using the simple United Atom Topological (UA0) model applied
on atomic radii of the universal force field (UFF). In this model, the
radii of CH3, C, O, and OH are taken as 2.525 Å, 1.925 Å, 1.750 Å,
and 1.850 Å, respectively. The calculations were performed with
tesserae of 0.2 Å2 average size.

RESULTS AND DISCUSSION


Optimized Cartesian coordinates, energy values, and vibrational
frequencies are given as Electronic Supplementary Information.


Intermolecular hydrogen bonding


The same nomenclature and atom numbering (Fig. 1) is used for
the pyruvic acid isomers as for the gas phase calculations.[1]


We first considered the role of two water molecules in
stabilizing the various conformers of the keto form of pyruvic acid
by hydrogen bonding. Details of obtaining the initial structures
are given in the computational details section. The structures of
the dihydrates are depicted in Fig. 2. It may be argued that each
structure represents one of the several possible hydrogen-
bonded structures with water. However, we believe that the final
geometry optimization at the B3LYP level with two explicit water
molecules results in the global minimum. It is also apparent
from Fig. 2 that, for Tce for example, this is perhaps the best
hydrogen-bonded structure possible with two water molecules.
Moreover, other starting structures either optimized to these
structures or gave higher energy structures. For example, initial

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 23–29







Figure 2. Structures of the two dihydrates (A): Tce; (B): Tte


2


EFFECT OF AQUEOUS SOLVATION

placement of a water molecule hydrogen bonded to the —OH
and C——O of the carboxylate group resulted in the water
molecule moving toward the other water molecule, forming a
stronger hydrogen bond with it. Experimentally, it is known
that the ketone group hydrate of pyruvic acid is formed to an
appreciable extent in aqueous solution by a rapidly established
equilibrium reaction.[19]


Despite the intramolecular hydrogen bonding in Tce, it is found
that it forms a hydrogen-bonded hydrate with two water
molecules, in which the carbonyl oxygen forms a close contact
with a water hydrogen (1.98 Å), while the water oxygen is
involved in hydrogen bonding with the carboxyl proton (1.67 Å).
Both distances are much smaller than the sum of van der Waals
radii of oxygen and hydrogen (2.72 Å). The respective O. . .H—O
bond angles are found to be 134.88 and 174.28, showing that the
carboxyl proton forms strong linear hydrogen bonds (calculated
bond order¼ 0.113) with water molecules. This weakens the
carboxyl O—H bond, the calculated bond order being only 0.595.
Moreover, the calculated NBO charges[20] on the hydroxyl oxygen
and hydrogen are�0.702 and 0.522, respectively. The high values
of the negative and positive charges also confirm the existence of
hydrogen bonding.
The other hydrogen-bonded structure is Tte.2H2O. In this case,


one water molecule forms a hydrogen bond with the carboxyl
O—H, while the other forms a hydrogen bond with the carbonyl
group, and the two are mutually hydrogen bonded. To accom-
modate the two water molecules, the two carbonyls have to twist
out of plane, the dihedral angle being 115.48. The carboxyl proton
is hydrogen bonded to the water oxygen, the distance being
1.65 Å, while the distance of the carbonyl oxygen from a water
hydrogen is 2.02 Å. Again, as for Tce, the carboxyl proton forms a
stronger hydrogen bond than the oxygen. However, in this case,
the bond is non-linear (151.18). The hydrogen bond with the
carbonyl oxygen spans 173.58.
All the vibrational frequencies are found to be real, and this


confirms that these are minima on the potential energy surface.
The gas phase Tce.2H2O (energy after zero-point vibrational
correction�495.353 893 6 Hartree) is found to be less stable than
Tte.2H2O by 1.1 kcal/mol. In view of the fact that this difference
is less than the B3LYP mean absolute deviation (MAD) for
thermochemistry,[21] it cannot be said with certainty which of the
two isomers predominates in solution. However, it may be stated
that inclusion of two water molecules reduces the energy gap
from 4.2 kcal/mol in the gas phase[1] to �1.1 kcal/mol. A possible

J. Phys. Org. Chem. 2008, 21 23–29 Copyright � 2007 John Wil

reason for this is the fact that stabilization due to the intramole-
cular hydrogen bonding present in the gas phase is lost due to
the formation of intermolecular hydrogen bonds with water
molecules in solution.
The calculated enthalpies for Tce, Tte, H2O, Tce.2H2O, and


Tte.2H2O at 298.15 K and 1 atm are, respectively, �342.460 570,
�342.453 775, �76.439 432, �495.351 303, and �495.353 112
Hartree. These values were estimated by adding the thermal
corrections to the energy to account for translational, vibrational,
and rotational motion at 298.15 K and 1 atm. Thus, the reaction
enthalpies for the processes


Tceþ 2H2O ! Tce:2H2O;


and


Tteþ 2H2O ! Tte:2H2O;


are calculated as �7.4 and �12.8 kcal/mol, respectively. Hence,
hydrogen bonding with water stabilizes Tte to a greater extent
than it does Tce. The corresponding free energy changes are,
however, positive and the difference is smaller (8.8 and 7.8 kcal/
mol, respectively). Thus, the entropic contributions, �54.3 and
�69.1 cal K�1mol�1, respectively, are more unfavorable for the
formation of the dihydrate of Tte (Fig. 2).


Aqueous phase calculations


Keto forms


Before examining the effect of bulk solvent on these hydrated
structures, let us examine what a simple continuum calculation on
the isolated structures predicts. The effect of bulk water was
considered by calculating the free energies of the various
conformers in aqueous solution (see Table 1). For Cce, the
optimization failed to converge unless the structure was
constrained to a planar geometry. However, the planar confor-
mation was found to possess an imaginary vibrational frequency
(83 cm�1).
To validate the calculation procedure for the aqueous phase


calculations, the results were computed at different levels of
calculation. Table 1 reveals that, except Cce, for which the B3LYP/
6-31G(d)//B3LYP/6-31G(d) calculation imposes an error of 1 kcal/
mol, the relative free energies agree within�0.1 kcal/mol of each
other. It may be noted that Cce is not an energy minimum in the
sense that it possesses a small imaginary frequency, since the
geometry had to be constrained to a planar conformation
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Table 1. Calculated relative free energies (kcal/mol) of the various forms of pyruvic acid in aqueous solution


System


Relative free energy


6-31G(d)//6-31G(d) 6-311þþG(3df, 3pd)//6-31G(d) 6-311þþG(3df, 3pd)//6-311þþG(3df, 3pd)


Tce 0.0a 0.0b 0.0c


Tte �0.7 �0.6 �0.5
Cce 7.8 6.8 6.9
Cte �0.3 �0.4 �0.3


aGsoln¼�342.402 053 Hartree.
bGsoln¼�342.543 516 Hartree.
cGsoln¼�342.544 148 Hartree.
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for the optimization to converge. We settled for the B3LYP/
6-311þþG(3df, 3pd)//B3LYP/6-31G(d) option for further calcu-
lations, as this gives a maximum error of only �0.1 kcal/mol
compared to calculations with geometry optimization with the
higher basis set at one-tenths of the computational cost.
We note that the implicit solvent model predicts that Cte is


almost as stable as Tte (Table 1), whereas the explicit solvent
calculation reveals that it undergoes rotation to the more stable
Tte form. We therefore confined further aqueous phase
calculations to the dihydrates of the two conformers Tce and
Tte in a continuum of dielectric 78.39. This yielded the result that
the dihydrate of Tte is slightly more stable than that of Tce
(0.9 kcal/mol), but this small difference in energies is insignificant
when compared with the MAD values for B3LYP energies.[21] The
optimized geometries for hydrated Tce and Tte forms in solution
are given as Electronic Supplementary Information. In the case of
Tce, there are only slight changes in the geometry on aqueous
solvation. The most noticeable changes are in the O4C3
(þ0.016 Å), O5C3 (�0.026 Å), and H10O5 (þ0.035 Å) bond lengths,
showing that there is some delocalization of charge within the
carboxylic group in aqueous solution. Solvation also brings about
a degree of nonplanarity in the case of Tte. The changes are larger

Table 2. Variation in bond lengths, Wiberg bond orders, stretching
the two conformers Tce and Tte


Bondb Tce Tce.2H2O Tce.2H2O(a


Length
C3O4 1.207 1.216 1.223
C3O5 1.338 1.322 1.312
O5H10 0.983 1.006 1.018


Order
C3O4 1.759 1.699 1.646
C3O5 1.085 1.135 1.168
O5H10 0.684 0.595 0.567


Stretching frequencies
C3O4 1802 (188) 1748 (192) 1755 (25
C3O5 1375 (126) 1352 (350) 1317 (37
O5H10 3420 (99) 3015 (1169) 3222 (30


Dipole moments
m 2.44 6.06 8.07


a Values in parenthesis are the respective intensities (km/mol).
b See Fig. 1 for atom numbering.
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here, notably an increase in the hydroxyl H10O5 bond length
(þ0.045 Å) and concomitant strengthening of the adjacent C3O5


bond (�0.021 Å). Other bond lengths are also affected.
The variation in the bond lengths of the carboxyl group in the


isolated, complexed with two water molecules and in bulk
water environments for the two conformers, is interesting. Table 2
shows that solvation reduces the C3O5 bond length, but
lengthens the other two bonds.
The gas phase vibrational spectrum of Tce is dominated by


three regions (�1300 cm�1, �1800 cm�1, and �3350 cm�1),
corresponding to the stretching frequencies of the —COOH
group, along with other vibrations.[1,4] Table 2 also shows that the
largest modification due to solvation is found in this group. The
vibrational frequencies were assigned by analysis of the normal
modes. The mode corresponding to the C3—O5 stretch of the
COOH group has a lot of mixing from other vibrations. There is
resonance of the stretching frequencies of the CO bond of the
carboxyl group (C3O5) and the neighboring carbonyl group
(C2O6), giving rise to two close bands. The values reported in
Table 2 correspond to the higher intensity band. The weakening
of the O—H (shift¼�198 cm�1) and carbonyl (�47 cm�1) bonds
for Tce is apparent, but the strengthening of the C3O5 bond is not

frequencies (cm�1)a, dipole moments (Debye) on solvation for


q.) Tte Tte.2H2O Tte.2H2O(aq.)


1.212 1.218 1.218
1.342 1.322 1.321
0.976 1.017 1.021


1.750 1.710 1.700
1.077 1.097 1.135
0.718 0.707 0.566


8) 1760 (313) 1734 (275) 1730 (569)
2) 1112 (231) 1299 (119) 1122 (317)
1) 3542 (56) 3287 (366) 3024 (406)


1.30 2.10 1.07
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Figure 3. The dihydrate of the enol tautomer
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as apparent from the shift in the corresponding band. As
mentioned earlier, this band is mixed with other vibrations. A
clearer picture emerges from the calculated Wiberg bond orders,
also reported in Table 2. A notable increase in the intensity of the
O—H band on solvation occurs for both rotamers. This is
indicative of the charge redistribution and change in dipole
moment in aqueous solution (Table 2).


Enol tautomer


The enol tautomer may be a possible intermediate in the
decarboxylation to vinyl alcohol. There are various possible forms
of this tautomer.[1] We performed similar calculations for each of
these and found that the structure given in Fig. 3 is the most
stable hydrogen-bonded one.
Gas phase calculations at the B3LYP/6-311þþG(3df, 3pd)//


B3LYP/6-31G(d)[1] and PM3 levels suggested that the preferred
conformer of the enol tautomer is less stable than Tce by 5.9 kcal/
mol,[1] but in aqueous solution the difference in energies of the
two dihydrates reduces to 3.3 kcal/mol. Thus, both the keto and
enol tautomers co-exist in solution. The calculated free energy
difference in solution of the dihydrates is 6.9 kcal/mol, corre-
sponding to a pKE value of 5.03, compared to the experimental
value of 3.21� 0.04[22] for the keto–enol equilibrium.


Other isomers


As for the gas phase,[1] we considered two enantiomeric lactone
type isomers. On taking the gas phase lactone geometries as
initial structures for solvation studies, they optimized to
structures that may be termed as protonated pyruvates. Inclusion
of explicit water molecules also fails to stabilize the lactone
structures, as no intermolecularly hydrogen-bonded structures
form with water molecules. In fact, the water molecules move
away from the neighborhood of the lactone structures during the
MD simulations.
The zwitterionic tautomer, protonated pyruvate, CH3C


þ


(OH)COO�, has been implicated as a possible intermediate in
a proposed mechanism for the interconversion of pyruvate and
L-lactate dehydrogenase (EC 1.1.1.27) employing nicotinamide
adenine dinucleotide (NAD) as cofactor, according to the

J. Phys. Org. Chem. 2008, 21 23–29 Copyright � 2007 John Wil

equilibrium:


CH3Cð¼ OÞCOO� þ NADHþ Hþ Ð CH3CHðOHÞCOO� þ NADþ


The reaction involves the transfer of both a proton (to or from
an active histidine residue[23,24]) and a hydride ion (to or from the
cofactor), but whether the reaction is concerted, or, if not, the
order of the transfer of the proton and the hydride ion has not yet
been established. In the pyruvate-to-lactate direction, if proton
transfer to the carbonyl group of pyruvate precedes hydride
ion transfer, then ‘protonated pyruvate’ will be formed as an
intermediate. Protonated pyruvate carries a formal positive
charge on the central atom, a formal negative charge on the
carboxylate group, and is neutrally charged overall. It is actually a
tautomer of pyruvic acid in which the acidic proton has been
transferred to the carbonyl group. AM1 and ab initio SCF/3-21G
studies of the conformers of protonated pyruvate and its
enantiomeric lactone-type isomers have been reported.[25] The
isomerization of protonated pyruvate to pyruvic acid is also of
general interest in studying the possible mechanisms of
decarboxylation of a-keto acids.[26]


Various conformers of protonated pyruvate considered in this
work include the ones in which the COO� group is perpendicular
to the CCC plane, using initial geometries optimized at the PM3
level.[1] On carrying out gas phase calculations, none of the
conformers was found to be stable. On geometry optimization,
the conformers either optimized to Tce or lactone structures, or
partially decarboxylated to yield a complex of singlet hydro-
xyethylidene (methylhydroxycarbene), CH3COH, and carbon
dioxide, separated by a distance of about 3 Å. The same behavior
was observed under ab initio/STO-3G optimization, although
these complexes were found to be stable at the AM1[25] and PM3
levels. Optimization of the geometry of the dihydrate structures
also yielded the dihydrate of Tce. It is gratifying to note that the
structure was the same as that obtained earlier (Section 3.1), and
this validates our procedure for obtaining initial geometries of
the hydrates.


Anions


The pyruvate anion is an important intermediate compound in
the carbohydrate metabolism of living organisms, and is a
product of glycolysis, and a precursor for the Krebs cycle. An
adequate understanding of the various interactions in anions can
only be obtained by doing calculations using diffuse functions.
Accordingly, anion structures were optimized at the B3LYP/
6-31þG(d, p) level, followed by single-point calculations at the
B3LYP/6-311þþG(3df, 3pd) level.
The pyruvate anion may exist as the keto tautomer with the


carboxylate group in a planar or nonplanar conformation with
respect to the CCC skeleton. Additionally, the methyl hydrogen
may be either in a staggered or eclipsed position with respect to
the carbonyl group. Calculations for the gas phase suggest that
the only conformer of the keto form that has all real vibrational
frequencies is shown in Fig. 4.
It is easy to interpret the stability of this conformer, and the


existence of imaginary frequencies for the other conformers. The
weak attraction between the methyl C—H and the carbonyl
group dictates that these two bonds prefer the same plane.
However, there is a much stronger repulsion between the
carbonyl group and the carboxylate group since all the oxygens
are highly negatively charged in the anion. This twists the
carboxylate group out of plane, one oxygen going above
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Figure 4. The tautomers of the anion (A): Keto; (B): Enol


Figure 5. Dihydrate of the anion
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the plane and the other going below it. The twist angle between
the plane of the carboxylate group and the carbon framework
(including the carbonyl group) is 60.78 in the gas phase. The enol
tautomer of the anion is found to be less stable than the keto
tautomer by only 2.7 kcal/mol in the gas phase (compared to the
5.9 kcal/mol energy difference of the corresponding acids), since
it is stabilized by intramolecular hydrogen bonding.
Table 3 gives the charge distribution in Tce, anion and the


change accompanying anion formation. Large changes are seen
at C1, C2, and O4. It may be noted that there is a large positive
charge on the central carbon atom, C2, despite the overall
negative charge in the anion. The catalytic mechanism of
pyruvate decarboxylation involves a nucleophilic attack by the
ylide of Thiamin diphosphate (ThDP).[27] The large positive
charge on the carbonyl carbon atom in solution facilitates the
nucleophilic attack.
The calculated gas phase proton affinity for pyruvic acid


is 334.5 kcal/mol. This was calculated from the relation
DH0


ganionþDH0
gproton�DH0


gTce, where the respective terms are
the standard enthalpies of the keto anion, the proton (2.5 RT in
the ideal gas approximation), and the undissociated Tce form,
estimated after making the required thermal corrections to the
energy arising from the translational, rotational, and vibrational
motions at 298.15 K and 1 atm. This value compares well with the
experimentally determined value of 333.5� 2.9 kcal/mol.[22]


The gas phase basicity value, obtained using the corresponding
free energy values (DG0


ganionþDG0
gproton�DG0


gTce), is calculated
as 326.1 kcal/mol in comparison with the experimental[22] value
of 326.5� 2.8 kcal/mol. Here, S0gproton was taken as 26.04 kcal/
mol.[28]

Table 3. Calculated change in the partial atomic charges on the va


Atoma


Gas


Tce Anion Dq


C1 �0.137 �0.253 �0.11
C2 0.565 0.441 �0.12
C3 1.019 1.041 0.02
O4 �0.692 �0.806 �0.11
O5 �0.697 �0.793 �0.09
O6 �0.708 �0.739 �0.03
H7 0.017 �0.023 �0.04
H8 0.076 0.058 �0.01
H9 0.076 0.075 �0.00
H10 0.481 — —
m (D) 2.44 5.26 —


�All calculations at the B3LYP/6-311þþG(3df, 3pd)//B3LYP/6-31G(d
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The DG0
gdeprot,aq value, calculated using the relation, DG0


gdepro-


deprot,aq¼DG0
aqanionþDG0


aqproton�DG0
aqTce, is 4.4 kcal/mol, where


the aqueous values are obtained by adding the solvation
energies to the gas phase values, and the calculated solvation
energies of the anion, proton, and pyruvic acid are �61.65,
�264.74, and �4.70 kcal/mol, respectively. The corresponding
pKa value is then 3.26 according to the standard relation,
pKa ¼ 1


2:303RT DG
0
deprot;aq. Although the gas phase basicity values


are in excellent agreement with the experimental values, the
calculated pKa value is higher than the experimental value of 2.49
at 298.15 K,[29] indicating inadequate treatment of solvation.
Better agreement with the experimental pKa value is obtained


when the dihydrate is taken for the computation. The structure of
the dihydrate of the keto anion is given in Fig. 5. The twist angle in
this structure is reduced to 488. Further solvation in the dielectric
medium reduces this angle further to 378. The calculated pKa
value is now 3.00, in better agreement with experiment.
The dihydrate of the enol anion is less stable than that of the


keto tautomer by 5.5 kcal/mol. Because of the presence of strong
intramolecular hydrogen bonding, water is not able to stabilize it
to as great an extent as it can stabilize the keto tautomer.
Treatment of the dihydrate in aqueous medium increases the
energy difference to 7.4 kcal/mol, and it may be concluded that
only the keto form of the anion exists in aqueous solution.

rious atoms on formation of the anion from Tce for pyruvic acid


Solution


Tce Anion Dq


6 �0.161 �0.307 �0.146
4 0.614 0.554 �0.060
2 1.085 1.084 �0.001
4 �0.757 �0.872 �0.115
6 �0.753 �0.864 �0.111
1 �0.748 �0.781 �0.033
0 0.016 0.012 �0.004
8 0.083 0.085 0.002
1 0.083 0.088 0.005


0.536 — —
2.75 7.24 —


) level.
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Unimolecular decomposition


Having obtained the stable conformations of pyruvic acid and its
tautomers, we investigated its decarboxylation reaction, which
has an important biomedical role, since it prevents excessive
production of lactic acid resulting from excess of pyruvic acid.
For the gas phase, it was found that the only feasible reaction is


decarboxylation to yield acetaldehyde directly, but this reaction
has a high energy barrier of 70.1 kcal/mol.[1] On calculating
the free energy of the transition state in solution, it was found
that the free energy of activation in aqueous solution is high
(77.3 kcal/mol). This explains the necessity of the catalytic
mechanism in reducing the energy barrier for decarboxylation
to acetaldehyde.
We also investigated whether decarboxylation to hydroxyethy-


lidene is possible in the aqueous phase, but, as in the gas phase
calculations,[1] no transition state could be located. Instead,
the geometry converged to a twisted Tce structure. Finally, the
decarboxylation of the enol tautomer to vinyl alcohol was also
investigated. In this case, too, no convergence of the transition
state could be achieved, and geometry optimization of the
transition state led to a twisted protonated pyruvate structure.

CONCLUSIONS


To summarize the results of this investigation, we may state the
following:
Many of the structures, such as the enol tautomer stabilize in


aqueous solution and are present to an appreciable extent.
The pKE value calculated for the equilibrium is in reasonable
agreement with the experimental value. The lactone structures,
which are found to exist in the gas phase, do not occur in solution.
A reason for this is that solvation preferentially stabilizes the lone
pairs on the carboxylate oxygens, and hence these oxygens are
less available for protonation, which occurs at the carbonyl
oxygen instead. As in the gas phase, the favored decarboxylation
reaction in solution is the one leading to acetaldehyde, but the
barrier to this is even higher than that in the gas phase. The gas
phase protonation and basicity values are in good agreement
with the experimental values, validating the calculation pro-
cedure for the gas phase and the existence of the keto tautomer
in both the acid and its anion. The calculated pKa value is also in
close agreement with the literature value, again validating our
calculation methodology for the aqueous phase.
We may thus conclude that the solution phase chemistry of


pyruvic acid is completely different from its gas phase chemistry.
The energy differences between tautomers are small in aqueous
solution, implying that they co-exist.
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A kinetic model for water reactivity (avoiding
activities) for hydrolyses in aqueous mixtures
– selectivities for solvolyses of 4-substituted
benzyl derivatives in alcohol–water mixtures
T. William Bentleya*, In Sun Koob, Hojune Choib and Gareth Llewellyna

J. Phys. Or

For solvolyses of various benzyl substrates in ethanol–water (EW) and methanol–water (MW) mixtures, product
selectivities (S) are reported for chlorides at 75 -C defined as follows using molar concentrations: S¼ ([ether product]/
[alcohol product])T ([water]/[alcohol solvent]). The results support earlier evidence that solvolyses of 4-nitrobenzyl
substrates are SN2 processes, which are not susceptible to mechanistic changes over the whole range of solvents from
water to alcohol. S values at 25 and/or 45 -C in EW and MW, and additional kinetic data including kinetic solvent
isotope effects (KSIE) are reported for solvolyses of 4-nitrobenzyl mesylate and tosylate. A kinetic model, explaining
both rates and product, is proposed; a general medium effect due to solvent polarity is combined in one parameter
with solvent effects on the nucleophilicity of the water and alcohol molecules acting as nucleophiles in SN2 reactions.
According to this model, as alcohol is added to water the rate of reaction decreases due to a decrease in solvent
polarity, but the nucleophilicity of water increases relative to alcohol. The availability of experimental rate and
product data over the whole range of solvent compositions from alcohol to water, reveals limitations of alternative
approaches using activities. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The factors influencing the reactivity of water in aqueous solution
are vital for an understanding of many chemical and biochemical
processes. Environmentally significant reactions occur in dilute
aqueous solution, and biochemically important processes occur
in the cytoplasm (a relatively concentrated aqueous solution
containing protein and other solutes). The thermodynamic
activity of water is often quoted as a key factor influencing the
reactivity of water in biology and in food chemistry,[1] and is also
included in a thermodynamic analysis of kinetic data for
hydrolyses.[2]


Using transition state theory, rate constants can be related to
the activities of initial states (e.g. for hydrolyses of any substrate,
the activities of the reagent water and the substrate) and the
transition state.[3] Electrolytes in water often give activity
coefficients (g ¼ activity/concentration) less than unity, and
these may be considered as reductions in effective concen-
trations. Solute activity coefficients much greater than unity are
observed for water as solvent (e.g. for alkanes in water, g


exceeds 10[8] for decane!);[4] large g values can be calculated from
solvent effects,[4] and may be interpreted as an indication of
destabilised states,[3] but there is a conflict with the convenient
picture that activity refers to effective concentration.
Alternative approaches include structural studies,[5] and


spectroscopic investigations,[6] which have the potential to
provide an understanding of the reactivity of aqueous solutions.
Addition of solutes may ‘make’ or ‘break’ water structure,[7] and/
or lead to a change in the number of free lone pairs or free OH
groups.[8] Some of these ideas have been applied to solvolyses,[8]


including hydrolyses in competition with alcoholyses.[9]

g. Chem. 2008, 21 251–256 Copyright �

Our approach is based on the well-established, qualitatively
predictive concepts of Ingold;[10] when a neutral nucleophile such
as water attacks a neutral substrate in an SN2 reaction, charge
develops in the transition state and the rate of reaction increases
if the ionising power (polarity) of the solvent (Y, or YX where X is
the leaving group) increases. The rates of typical solvolytic
reactions, can be explained quantitatively by predictable changes
in substrate sensitivities to Y and solvent nucleophilicity (N). SN1
reactions, usually have a high sensitivity to Y (or YX) and are
insensitive to N. As nucleophilic solvent assistance increases (i.e.
substrate sensitivities to N increases), the sensitivity to Y (or YX)
decreases because the positive charge is more delocalised (e.g.
by changing from a hindered secondary alkyl gradually to
methyl,[11] or by gradually increasing electron withdrawal in
substituted benzyl substrates[12,13]). Similarly, we have related
rates of hydrolysis of sulphonate esters in aqueous sulphuric acid
quantitatively to YOTs and NOTs, in an alternative to the approach
based on activities and acidity functions.[14]


In typical studies of rates of hydrolyses, reactions in aqueous
solutions containing added electrolyes and/or aprotic solvents

2008 John Wiley & Sons, Ltd.
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Table 1. Product selectivities (S, Eqn (2)) for solvolyses of 4-Z
substituted benzyl chlorides (1, X¼Cl) in alcohol–water
mixtures at 75 8Ca


Alcohol (% v/v)


Substituent Z


NO2 Cl H Me OMe


Ethanol
90 1.3 1.8b 2.2 1.7 1.7
80 1.7 2.4b 2.6 1.9 1.9
60 2.4 2.9b 2.9 1.9 2.6
40 3.2 3.5b 3.3 1.8 3.4
20c 3.6 4.0b 3.1 1.6 4.1d
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lead to a single product. If an alcohol is present in an aqueous
solution, two products are usually formed and rate-product
correlations can be investigated (e.g. for solvolyses of acid
chlorides[15–18]). We now extend our work to classical SN2
reactions, and provide new equations linking observed pseudo-
first order rate constants and product compositions.
Initially we investigated solvolyses of 4-substituted benzyl


chlorides to check for the possibility of mechanistic changes
arising from a change in solvent from alcohol to water. Solvolyses
of 4-nitrobenzyl substrates were then selected for further study,
with a change in leaving group to tosylate (increasing reactivity)
and mesylate (increasing reactivity whilst maintaining solubility
in highly aqueous systems). Another important feature of this
work is that the whole range of alcohol–water mixtures is
examined.

10c 3.9	 0.2 2.9 1.5 4.4d


5c 4.0	 0.4 2.6 1.6 4.5d


Methanol
90 2.3 2.5 3.2 2.5 3.2
80 2.6 2.9 3.5 2.5 3.5
60 3.5 3.4 3.6 2.4 4.2
40 4.1 3.6 4.0 2.3 5.3
20c 4.4 3.5 4.1 2.2 6.2
10c 4.7 3.0 3.7 2.1 6.3
5c 4.8 3.1 3.7 2.2 6.4


a Determined by HPLC from the ratio of product areas; typical
error in S (	0.1), although the [ether]/[alcohol] response was
assumed to be 1.0 (	5%, based on experimental data); typi-
cally 25ml of a 10% or 20% solution of the chloride in
acetonitrile was injected into solvolysis solvent (5ml), so the
solvent also contained 0.5% acetonitrile.
b The ethyl ether product was not separated sufficiently by
HPLC from the chloride starting material, so reactions were
carried out for 10 half-lives; our data agree within 0.08–0.11
with published values for 90%, 80% and 60% ethanol–water
(Reference [21]).
cMultiple injections (5� 20ml) of a 2% solution of the chloride
in acetonitrile were made, so the solvent also contained 2%
acetonitrile.
d Similar values were observed at 50 8C (20%, S¼ 4.5; 10%, 4.5;
5%, 4.6), and for 20% ethanol at 25 8C (S¼ 4.4, Reference [20]).

RESULTS


If a neutral substrate (e.g. ArCH2X) reacts with amixture of alcohol
and water solvent (e.g. ROH/H2O – refer to Eqn (1)), two organic
products are formed (ArCH2OR and ArCH2OH). Unlike results from
many studies involving binary mixtures of water and an aprotic
solvent (e.g. acetonitrile), additional information is then available
from the selectivity (S, Eqn (2)), in which square brackets refer
to molar concentrations (mol dm�3).[9] Numerical values of S
(Eqn (2)) would be unaffected by expressing the ratio of solvent
concentrations as mole fractions, but would be altered if solvent
activities were incorporated.


ArCH2Xþ ROH=H2O ¼ ArCH2OR=ArCH2OHþ HX (1)


S ¼ ð½ArCH2OR�=½ArCH2OH�Þ � ð½H2O�=½ROH�Þ (2)


Selectivites (S) for solvolyses of benzyl chloride and four
4-substituted derivatives (1) are given in Table 1. The main aim of
the experiments was to determine accurately the yields of
product of kinetically controlled reactions in homogeneous
solutions. Product compositions are usually examined after
reacting the substrate at the specified temperature for about 10
half-lives, but shorter reaction times (1–4 half-lives) were used to
obtain S values (Eqn (2)) for solvolyses of derivatives of 1 in
ethanol–water (EW) and methanol–water (MW) at 75 8C (Table 1).
Addition of 2,6-lutidine to remove the HCl by-product did not
significantly affect product compositions, but products were not
always formed by kinetic control; oxidation of alcohol products to
acids occurred, perhaps because chloride ion may be oxidised to
chlorine (Deacon process[19]), followed by the oxidation of
alcohols. Oxidation was minimised by reducing reaction times to
less than one half-life and/or by heating the solvents in a stream
of nitrogen immediately prior to product studies. Reactions of
4-methoxybenzyl chloride at 75 8C are rapid in comparison with
mixing times (ca. 1 s), but almost identical values were obtained
at lower temperatures.[20] New data (Table 1) confirm trends
observed previously for solvolyses of benzyl chlorides (1, Z¼Cl,
H, Me and OMe) in 50–95% EW.[21]
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Experimental difficulties were reduced by studying
4-nitrobenzyl tosylate (2, R¼ 4-tolyl, Table 2). For highly aqueous
mixtures, some data were obtained for themore solublemesylate
(2, R¼Me) to confirm that products were formed from reactions
in homogeneous solutions. Much of the required kinetic data has
already been published,[22] and new kinetic data including kinetic
solvent isotope effects (KSIE) are in Table 3.


DISCUSSION


Choice of substrate


The nature of intermediates or transition states from solvolyses of
benzyl substrates depends on the initial substrate and on the
solvent.[12,13,21–27] For solvolyses of 1, Z¼OMe, the increase in S,
as water is added to alcohol can be explained by SN1 reactions
with product formation from a carbocation intermediate.[28–30]


Although S values for 1, Z¼NO2 are similar to those for 1,
Z¼OMe, the mechanism for the former is SN2.


[22,31] S values help
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Table 2. Product selectivities (S, Eqn (2)) for solvolyses of
4-nitrobenzyl tosylate (2, R¼ 4-tolyl) in alcohol–watera


Alcohol (% v/v)


Ethanol Methanol


45 8C 25 8C 45 8C


97 0.97 (0.89b) 1.74 1.51
95 0.85 (0.95b) 1.93 1.65
93 1.23 2.12 1.88
90 1.12 2.3 2.1
85 2.6 2.3
80 1.40 2.8 2.5
70 3.1 2.8
60 2.1 3.1 3.1
50 3.7 3.3
40 2.7 (2.7b) 3.8 3.5 (3.6c)
30 2.8 (2.7b) 3.8 3.6 (3.6c)
20 2.9 (2.7b) 3.8 3.7 (3.7c)
10 2.8 (2.7b) 3.8 3.7 (3.7c)
5 3.1 (2.8b) 3.7 3.7 (3.7c)


a Determined by HPLC from the ratio of product areas, and a
molar response factor [ether]/[alcohol] of 1.00; typical errors
	5%.
b Selectivity values for 4-nitrobenzyl mesylate (2, R¼Me) at
45 8C in ethanol–water.
c Selectivity values for 4-nitrobenzyl mesylate (2, R¼Me) at
45 8C in methanol–water.


A KINETIC MODEL FOR WATER REACTIVITY

to identify mechanistic changes due to changes in product-
determining steps.[21] Differences from solvolyses of 1, Z¼NO2


and OMe are apparent for solvolyses of 1, Z¼Me, which shows
almost no change in S as the solvent composition is varied and is
difficult to classify mechanistically.[26] Variations in S are also
relatively small for solvolyses of 1, Z¼H. For 1, Z¼Cl, there is

Table 3. Additional kinetic data for solvolyses of 4-nitrobenzyl
tosylate (2, R¼ 4-tolyl) and mesylate (2, R¼Me) in methanol–
water at 45 8Ca


Solvent (% v/v)


Rate constant (k/10�4s�1)


% Methanol Tosylate Mesylate kOTs/kOMs


100 0.409	 0.006b 0.204	 0.011c 1.99
40 5.18 2.51	 0.01 2.06
30 7.38	 0.14 3.12	 0.02 2.37
20 9.68	 0.24 4.30	 0.02 2.25
10 11.8	 0.6 5.53	 0.09 2.13
5 12.7	 0.2 6.07	 0.02 2.09


Water 13.8d 6.59	 0.04e


a Determined conductimetrically in duplicate; errors shown are
average deviations.
b In MeOD, 104k¼ 0.321	 0.007 so the KSIE is 1.27	 0.05.
c In MeOD, 104k¼ 0.169	 0.003 so the KSIE is 1.21	 0.08.
d Estimated assuming a OTs/OMs ratio of 2.1 (Reference [34]).
e In D2O, 10


4k¼ 5.61	 0.02, so the KSIE is 1.17	 0.02.
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usually an increase in S as water is added to alcohol, but the small
decrease in S in highly aqueous methanol may be due to a
change inmechanism. For 1, Z¼NO2 there is a monotonic increase
in S as water is added to alcohol, and hence no indication of a
mechanistic change as the solvent composition is varied.
S values for 4-nitrobenzyl sulphonates (2) in MW depend only


slightly on temperature (at 25 and 45 8C, Table 2), and are similar
those for 4-nitrobenzyl chlorides (1, Z¼NO2) at 75 8C (Table 1). S
values for mesylates support the reliability of data for tosylates in
highly aqueous media, when product ratios could be influenced
by formation of non-homogeneous solutions. In previous work,
we have found solvolyses of sparingly soluble substrates where
rate constants and/or product selectivities may be anomalous,
but the solutions appear to be homogeneous.[32] One expla-
nation is that aggregates of a few molecules may dissociate
during the time-scale of the experiment. Data for 4-nitrobenzyl
tosylate (2, R¼ 4-tolyl) were selected for further detailed
interpretation (see below).


Rate-product correlations[33]


For second order reactions such as SN2 processes, the increase in
S from alcohol to water has been explained by an increase in the
nucleophilicity of alcohol relative to water.[21] New equations are
given below to investigate the solvent dependence of the
nucleophilicity of both alcohol and water in alcohol–water
mixtures.
Equation (2) may be derived on the assumption that S is the


ratio of two second order rate constants:[9] S¼ ka/kw, where ka
refers to the second order rate constant for formation of
ArCH2OR and kw refers to the second order rate constant for
formation of ArCH2OH. For any alcohol–water mixture, we
assume that the pseudo-first order rate constants can be
calculated using Eqn (3) (so there are independent competing
second order hydrolysis and alcoholysis reactions). Values of ka in
alcohol, and kw in water are then derived from Eqns (4) and (5),
respectively, using experimentally observed rate constants (kobs).


kcalc ¼ kw½water� þ ka½alcohol� (3)


In pure alcohol : ka ¼
kobs


½alcohol� (4)


In purewater : kw ¼ kobs
½water� (5)


Solvolyses in highly aqueous media reach a plateau (Smax)
between 30% and 5% alcohol water, and it is assumed that the
value of ka in water containing only a trace of alcohol can be
obtained from Eqn (6); in other words, as S remains relatively
constant from 30% to 5% alcohol, we assume that there will be no
sudden changes in this trend between 5% alcohol and water.
Similarly a value for kw in alcohol can be obtained from Eqn (7),
where Smin is an estimate of the value of S in alcohol containing
only a trace of water; in this case a short extrapolation from data
in 95% and 97% alcohol is required. Equations (4–7) each provide
one piece of experimental data (a total of two for water and two
for each alcohol), from which the rate constants and product
compositions in binary alcohol–water mixtures will be calculated
as described below.


In water : ka ¼ kwðSmaxÞ (6)


In alcohol : kw ¼ ka
Smin


(7)
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Figure 1. Correlation of logarithms of first order rate constants for


solvolyses in methanol–water of 4-nitrobenzyl tosylate (2, R¼ 4-tolyl)


at 45 8C (slope: 0.304	 0.008, intercept: �4.05	 0.02, r¼ 0.998, n¼ 9),
contrastingwith those for 4-nitrobenzenesulfonyl chloride (3) at 25 8C and


4-nitrobenzoyl chloride (4) at 25 8C) with YOTs; kinetic data from Table 3


and References [16,17,22]; YOTs values from Reference [34] (for this range


of solvents YOTs and YCl behave similarly – refer to Reference [36]).


Table 5. Calculated and observed rate constants (k) and
mol% ether for solvolyses of 4-nitrobenzyl tosylate (2, R¼
4-tolyl) in alcohol–water at 45 8C


k/(10�4s�1) Mol% ether
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The calculations based on Eqns (4–7) show that values of ka
and kw are solvent-dependent (e.g. values of ka in water are over
60-times greater than the value in ethanol (Table 4)). The
following procedure for interpolating values of ka and kw in pure
solvents to values in mixed solvents was devised. Logarithms of
observed first order rate constants for solvolyses of 4-nitrobenzyl
tosylate (2, R¼ 4-tolyl) correlate well with YOTs, a measure of
solvent ionising power based on solvolyses of 1- and 2-adamantyl
tosylates[34] (Eqn (8), Fig. 1).


Assuming from the results for first order rate constants (Fig. 1)
that the second order rate constants for solvolyses of (2,
R¼ 4-tolyl) also correlate with YOTs, values of ka and kw in any
solvent can be calculated by interpolation by adapting Eqn (8).
Calculated slopes (ma and mw) are shown in Table 4.


log k ¼ mYOTs þ c (8)


ðmol%etherÞcalc ¼
ka½alcohol�


kcalc


� �
� 100 (9)


Values of ka and kw, calculated from Eqn (8) can be substituted
into Eqn (3) to obtain calculated values (kcalc) of first order rate
constants, and the mol% ether can be calculated from Eqn (9).
Small but systematic deviations are seen; calculated rate
constants are all slightly too high and the calculated mol%
ether are all slightly too low (Table 5). Calculated rate constants
for MW mixtures (Table 5) are in good agreement with
experimental data, whereas calculated rate constants for EW
mixtures are up to 1.5 fold too high. Considering the simplicity of
the theory, and the absence of adjustable parameters (only two
fixed values of k and of S are required), the results are satisfactory.
According to the above theory, one slope parameter (m)


indicates the responses of competing SN2 solvolyses to changes

Table 4. Calculations of second order rate constants (M�1s�1),
and slope parameter (m) for rate-product correlations for
solvolyses of 4-nitrobenzyl tosylate (2, R¼ 4-tolyl) in alco-
hol–water at 45 8C


Alcohol
parameter Ethanol Methanol Equation


ka (in alcohol)a 1.06� 10�6 1.70� 10�6 4
kw (in water)b 2.49� 10�5 2.49� 10�5 5
kw (in alcohol) 1.32� 10�6 1.21� 10�6 6
ka (in water) 6.97� 10�5 9.20� 10�5 7
mw (slope for kw)


c 0.210 0.262 8
ma (slope for ka)


c 0.300 0.345 8


aObserved first order rate constant from Reference [22].
b Observed first order rate constant from Table 3.
c YOTs data from Reference [34]; refer to Table 5.
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in Y and N. One parameter may be adequate for these two binary
mixtures, because changes in N correlate with changes in Y.[35]


The variation inm from 0.210 to 0.345 (Table 4) may be explained
as follows. When water is added to alcohol: (i) the increase in
solvent polarity causes an increase in rates (a well-established
effect[10,11]), (ii) although selectivities (S, Eqn (2)) increase, the
nucleophilicities of the incoming nucleophiles (water and
alcohol) decrease, (iii) the nucleophilicity of water decreases

% Alcohol (v/v) YOTs
a Calcb Obsdc Calcd Obsde


Methanol–water
80 0.47 1.32 1.26 77 82
60 1.52 2.92 2.72 60 67
50 2.00 4.10 3.91 52 60
40 2.43 5.43 5.18 44 51
30 2.97 7.72 7.38 36 41
20 3.39 9.82 9.68 26 29


Ethanol–water
90 �0.77 0.50 0.48 74 76
80 0.00 0.94 0.73 60 63
60 0.92 1.98 1.32 40 50
40 1.97 4.04 2.90 27 36
30 2.84 6.72 4.81 22 27


a From Reference [34].
b Equation (3).
c Kinetic data from Table 3 and Reference [22].
d Equation (9).
e From the observed ether/alcohol product ratios.
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Table 6. Activity coefficients (g) for alcohol–water mixtures


Solvent g (water) g (alcohol) T/8C


Water (MeOH)a 1.000b 1.77 35c


Water (MeOH)a 1.000b 1.63 25c


23.4% v/v MeOH 1.007 1.60 35c


23.4% v/v MeOH 1.003 1.53 25c


Water (EtOH)a 1.000b 3.9 25d


50.5% v/v EtOH 1.10 2.0 25


a Effect of alcohol solute in very dilute solution.
b By definition.
c Reference [48].
d Reference [49].


A KINETIC MODEL FOR WATER REACTIVITY

more sharply than that of alcohol, possibly because additional
hydrogen bonds reduce the availability of free lone pairs to act as
nucleophiles.[6] In addition, the positive charge in the attacking
solvent nucleophile may be more dispersed by greater hydrogen
bonding when water attacks than when alcohol attacks, so values
ofmwmay be lower than forma due to different responses to YOTs
(Table 4).
Figure 1 also shows a clear difference between the linear plot


for the SN2 (second order) solvolyses of 2, R¼ 4-tolyl with a low
KSIE of 1.2 (Table 3, footnotes b, c and e), and shallow curved plots
for solvolyses of 3 and 4, for which the KSIE is relatively large
(>2.0) and rate-product correlations can be achieved assuming
that competing solvolyses are third order.[16,17] It is preferable to
choose a Y value corresponding to the leaving group to account
for electrophilic solvation effects.[34] However, differences in
shapes between the three plots in Fig. 1 are not due to the
selection of YOTs rather than YCl, because these two scales
correlate linearly in EW mixtures (solvents of similar electro-
philicities).[36]


The assignment of molecularity to pseudo-first order solvolytic
reactions has been controversial for decades, and was initially
concerned with the distinction between uni- and bimolecular
reactions.[37–39] As a large dynamic pool of solvent molecules
contributes to the observed solvent effect, molecularity is difficult
to assign. Nevertheless, third order solvolyses of acid chlorides
are well established from the rate equations for alcoholyses in a
large excess of relatively inert solvents such as ether and
acetonitrile.[40]


Consequently, we propose a simple picture for second and
third order hydrolyses (Scheme 1). Key differences are: (i) the
timing of the deprotonation of the solvent nucleophile, and the
high KSIE for third order reactions is explained by partial cleavage
of an O—H bond in the attacking nucleophile, (ii) the greater
extent of charge delocalisation of both positive and negative
charges of the transition states in the third order reactions – in
several cases,[15–18] rate-product correlations can be achieved by
ignoring the solvent dependence (m, Eqn (8)) of the third order
rate constants, (iii) for second order reactions, the charge is more
localised and an intermediate (ROHþ


2 ) may be formed, which is
rapidly deprotonated.[41]

Scheme 1. A simplified picture of some differences between second and


third order hydrolyses for RX (second order) and ArSO2Cl (third order)


2


Role of activities


The influence of solvent activity on the kinetics of a neutral ester
hydrolysis was considered in detail recently.[2] Using a water
activity meter, it was shown that added acetonitrile or THF
increases water activity, whereas PEG 400 decreases it. The
authors’ commented: ‘water activity hardly contributes to the
observed decrease in rate constant’.[2] Although activity
coefficients were not quoted, these can be calculated from the
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graphical data,[2] giving values between 0.95 and 1.1. Literature
data for water in alcohol–water mixtures also show relatively
small activity coefficients (g , Table 6). Consequently, replacement
of water concentration by water activity (e.g. as in Eqn (3)) would
have only a small effect, and the main effects of added organic
cosolvents are due to changes in water concentration, solvent
polarity [10] and solvent nucleophilicity.[11–13,42–44]


Activity coefficients for alcohols in water show much larger
variations (Table 6), and as alcohol is added to water S decreases
and galcohol decreases (g ¼ 1.00 in pure alcohol). However, the
order of S values (SMeOH> SEtOH> Swater) is not the order of g (or N
values[42–44]).
For SN1 solvolyses of 1-adamantyl substrates (1AdX) in 50–95%


v/v EW at 100 8C, S (¼ kw/ka, the inverse of our definition)
correlates linearly with the ratio of activity coefficients (gwater/
gethanol) with slopes varying from 0.1 for X¼ Br and 0.6 for
X¼OTs.[45] Over the full range of compositions, the gwater/gethanol
ratio varies by over 10-fold at 50 8C,[46] whereas S values for 2 vary
only 3-fold (Table 2); a plot (not shown) of S values (Table 2)
versus gethanol/gwater is sharply curved, although the region
between 50% and 95% EW is approximately linear with a slope of
about 0.8. Values of gmethanol/gwater vary only 3.2-fold at 50 8C,[47]


and show a shallow curve when plotted against the 2.5-fold
range of S values for 2 at 45 8C. In earlier work,[21,45] product ratios
were obtained by GC for a restricted range of solvent
compositions. A wider and more informative solvent range can
nowadays be investigated using reverse phase HPLC, and the
more extensive data show that ratios of activity coefficients do
not adequately explain trends in S values.

CONCLUSIONS


Product selectivities (Table 1) support independent evidence that
solvolyses of benzyl chlorides are susceptible to mechanistic
changes over the range of reaction conditions from alcohol to
water. Solvolyses of 4-nitrobenzyl substrates in alcohol–water
mixtures are an exception, and react by classical SN2 reactions
throughout the solvent range.
Rate constants and products of solvolyses of 4-nitrobenzyl


tosylate in a full range of alcohol–water mixtures can be
explained quantitatively by competing second order reactions
based on Eqn (3). The new theory (Eqns (3–9)) leads to
rate-product correlations, which explain why S values (defined
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by a ratio of second order rate constants, S¼ ka/kw)
[9] may be


solvent-dependent. Addition of alcohol to water decreases the
rate of reaction due to a decrease in solvent ionising power
(Ingold rules:[10] the SN2 transition state is more polar than
the initial state of two neutral species). S decreases because the
nucleophilicity of water increases relative to alcohol (possible due
to a decrease in hydrogen bonding). Hence, the decrease in S as
alcohol is added to water is explained using kinetic rather than
thermodynamic concepts (such as activities, which do not
account for selectivities when the full range of alcohol–water
mixtures is examined).
For second order solvolyses (e.g. of 2), initial attack by the


solvent nucleophile (Scheme 1) is followed by a rapid
deprotonation step, and the kinetic isotope effect (KSIE) is low
(1.2).[41] For third order solvolyses (e.g. of 3 and 4), a second
molecule of solvent could act as a general base at the same time
as the nucleophilic attack, so the KSIE is larger (2.0).[15–18]


Logarithms of first order rate constants for solvolyses of 2 in MW
correlate linearly with YOTs, but the plots (Fig. 1) for 3 and 4 are
shallow curves.


EXPERIMENTAL


Materials


Benzyl chlorides were obtained from Aldrich; and purity was
checked by HPLC analysis of methanolysis products; 1, X¼Cl,
Z¼H and Cl were distilled under reduced pressure prior to use.
4-Nitrobenzyl sulphonates were prepared from 4-nitrobenzyl
alcohol (Aldrich) by standard methods.[31] Solvents for solvolyses
and chromatography were as described previously.[15–18]


Solvolyses


Data for chlorides were obtained from solvolyses at 75 8C in 5ml
sealed ampoules. Rate and product data for sulphonates were
obtained by injecting a 1% stock solution (10ml) into 5ml of
rapidly stirred, thermostated solvent.


Chromatography


Products of solvolyses of chlorides were analysed using a 5mm
Spherisorb ODS2 chromatography column (15 cm� 1/400); typical
conditions were: eluent (70% MW), flow rate (1mlmin�1), UV
detection (l¼ 266 nm, A¼ 0.5). A more polar eluent (55–60%
methanol) was required to separate the products for the tosylate.
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DFT computations have been performed on nucle
investigate the mechanism of the reaction. In cont
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ophilic substitutions of phenacyl bromides with pyridines to
rast with earlier suppositions, tetrahedral intermediate is not


formed by the addition of pyridine on the C——O group of phenacyl bromide, because the total energy of the reacting
species increases continuously, when the distance between the N and C(——O) atoms of reactants is shorter than 2.7 Å.
At a greater distance, however, a bridged complex of the reactants is observed, in which the N atom of pyridine is
slightly closer to the C atomof the C——O, than to the C atomof the CH2Br group of phenacyl bromide, the distances are
2.87 and 3.05 Å, respectively. The attractive forces between the oppositely polarized N and C(——O) atoms in the
complex decrease the free energy of activation of the SN2 attack of pyridine at the CH2Br group. The calculated
structural parameters of the SN2 transition states (TS) indicate, that earlier TSs are formed when the pyridine
nucleophile bears electron-donating (e-d) groups, while electron-withdrawing (e-w) groups on phenacyl bromide
substrate increase the tightness of the TS. Free energies of activation computed for the SN2 substitution agree well
with the data calculated from the results of kinetic experiments and correlate with the sPy substituent constants,
derived for pyridines, and with the Hammett s constants, when the substituents (4-MeO-4-NO2) are varied on the
pyridine or on the phenacyl bromide reactants. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The mechanism of the reactions of phenacyl halides with
nucleophiles[1–5] has been investigated by kinetic methods[6–15]


for a long time. The reactivity of these substrates proved to be
generally higher[16] than that of the alkyl halides. Pearson et al.[17]


explained the rate enhancement by the electrostatic attraction
between the oppositely polarized carbonyl carbon atom of the
substrates and the hetero atom of the nucleophiles. At present
mainly two proposals for themechanisms meet with acceptances
(Scheme 1). One of them, suggested by Baker[18] and Winstein
et al.[19] involves the formation of a tetrahedral intermediate (3)
by the prior addition of the nucleophile on the carbonyl carbon of
the phenacyl derivative, and the shift of the nucleophile from
C——O to the CH2 group through a bridged transition state (TS 4),
with the simultaneous expulsion of the leaving group (path A).
The other mechanism (path B) involves the SN2 attack of the
nucleophile at the CH2 group of the substrate and the
stabilization of the TS (6) through the conjugative effect of
the carbonyl group in an enolate form[1,20–26] (7). The orbital on
the carbon atom, at which displacement takes place, was thought
to overlap with the p-orbital of the carbonyl group.[5,26] On the
other hand, McLennan and Pross[27] applied the valence-bond
configuration mixing model to the nucleophilic substitutions of
a-carbonyl derivatives and came to the conclusion that not the

g. Chem. 2008, 21 988–996 Copyright �

enolate form of the C——O group, but the carbanion canonical
form of the CH2 group contributes mainly to the TS of the SN2
process. SN2 mechanism was also proposed by Kevill and Kim[28]


for the solvolyses of phenacyl derivatives, proceeding with poor
nucleophiles in different solvents. Investigating the kinetics of the
reaction of substituted phenacyl bromides (1) with pyridines (2)
in acetonitrile and methanol solvents, Lee et al.[29–31] found
evidences for the first addition-substitution (path A), while Forster
and Laird[20,21] for the second SN2 mechanism (path B).
Not being convinced of the interpretation of the kinetic


experiments and of the proposed strange bridged TS (4), we have
performed DFT computations to test both mechanisms of the
reaction of substituted phenacyl bromides (4-MeO-4-NO2) and
pyridines (40-MeO-40-NO2). The results are presented in this paper.
Earlier, we studied the effect of substituents on activation


parameters and transition structures of aliphatic nucleophilic

2008 John Wiley & Sons, Ltd.







Scheme 1. Mechanism of the reaction of phenacyl bromides (1) and phenacyl chlorides (10) with pyridines (2)


Figure 1. Relaxed potential energy curve trajectories (x-y plane, deter-


mined by C(——O), C(H2Br) and N atoms) and relative total energies (DE, z-x
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substitutions via DFT computations.[32–34] To validate the results,
the computed activation parameters were compared with the
data obtained by kinetic experiments. We came to the conclusion
that the rearrangement of solvent molecules, which proceeds
during the reactions, influences mainly the experimentally
derived DHz and DSz values, but has minor effect on DGz.
Namely the DHz and DSz parameters decrease or increase
together with solvation, and cancel out each others changes,
because equation dDGz ¼ dDHz � TdDSz � 0 is valid in good
approximation. The rearrangement of solvent molecules, how-
ever, cannot be computed by applying the polarizable continuum
model (PCM) of solvents, therefore, the computed and
experimentally derived DHz and DSz values may differ consider-
ably from each other. On the other hand, computed and
experimental free energies of activations are usually in much
better agreement, because the effect of solvent polarity on
reactivity can be evaluated well even with the applied simple
solvent model, and the effect of solvent rearrangement on
experimentally derived DGz is small.

plane) for the attack of pyridine (2a) on the C——O (1bþ2a 6¼ 3b)
and CH2Br (1bþ2a> TS 6b) groups of 4-nitro-phenacyl bromide (1b,
Scheme 1) and on the CH2Br (12bþ 2> TS 13b) group of


2-(4-nitrophenyl)ethyl bromide (12b, Scheme 2). Free energy of formation


(DG8) of complex 5b, and free energies of activations (DGz) for TSs 6b and


13b are 31.1, 94.5 and 113.9 kJmol�1, respectively. Calculations were
performed at DFT(B3LYP)/6-31G(d) level, in methanol, at 310 K


9


RESULTS AND DISCUSSIONS


Computations have been performed at DFT(B3LYP)/6-31G(d)
level in acetonitrile, methanol and water solvents, moreover at
DFT(B3LYP)/6-311þþG(d,p) level in methanol, applying the PCM
of the corresponding solvents (as shown in Computational
Methods Section). Selected structural data, total energy and
thermodynamic parameters for each species are listed in Tables
S1–S7 in the Supplementary Material.


Structure of the intermediate


Potential energy curves have been computed for the attack of
pyridine (2a) at carbon atoms of both the C——O and
the CH2Br groups of 4-nitrophenacyl bromide (1b, Scheme 1),
by changing stepwise the C7���N and C8���N distances for the
reacting molecules. Trajectories of the attacks, and the total
energy values at the different scan points, as compared to the

J. Phys. Org. Chem. 2008, 21 988–996 Copyright � 2008 John W

reactants, are shown in Fig. 1. The 4-NO2 group has been attached
to phenacyl bromide to promote the formation of tetrahedral
intermediate 3b. The results of computations do not support the
formation of intermediate 3 in the attack of the pyridines (2) on
the carbonyl group of phenacyl bromides (1), because the total
energy of these species increases steeply with the decrease in the
distance between the C7 and N atoms if they are closer than 2.7 Å
(1bþ 2a 6¼ 3b, Fig. 1). During the attack of pyridine, the u(NC7O)
angle decreases with the decrease of the R(NC7) distance
(u(NC7O)¼�12.7R(NC7)þ 130.3 (r¼ 1.000); u and R are given in
degree and Å, respectively), and its value corresponds to the

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 1. Calculated total, strain and interaction ener-
gies[39–40] (kJmol�1) for tetrahedral intermediate 3b and
complex 5b as well as for TSs 6b and 13b, in methanol,
at 25 8C


Compound DE DEstrain DEint


3ba 83.39 148.96 �65.58
5b �7.84 1.38 �9.22
6b 42.74 94.92 �52.19
13b 65.43 98.25 �32.82


a Calculated for scan point R(C7N)¼ 1.500 Å.
Scheme 2. Mechanism of the reaction of 2-phenylethyl bromides (12)
with pyridine (2a)


Scheme 3. Symmetric TSs (14, 15) of the exchange reactions of
phenacyl bromide (1a) with bromide ion and N-phenacyl pyridinum


ion (8a) with pyridine
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direction of the empty p* orbital of the C——O group, and to the
Bürgi–Dunitz angle.[35–38]


However, the results of DFT computations have showed, that a
complex (5b) is formed from 4-nitro-phenacyl bromide (1b) and
pyridine (2a) reactants (Scheme 1). Complex 5 has similar
structure to the formerly supposed[18,19,29–31] bridged TS 4, but it
is in a minimum and not in a TS on the potential energy surface
(Fig. 1). In complex 5b the N atom is slightly closer to the C——O
than to the CH2 group [R(C7N)¼ 2.87 Å, R(C8N)¼ 3.05 Å], and it is
situated almost in the same plane as the BrC8C7 atoms
[w(BrC8C7N)¼ 168.78]. The plane of the pyridine ring is bent
towards the oxygen atom of the carbonyl group
[w(OC8NC6


0
)¼ 157.98]. The phenacyl moiety of complex 5b is


only slightly distorted (w(OC7C1C2)¼ 174.58, w(C8C7C1C2)¼ –3.08),
as compared to the 4-nitrophenacyl bromide (1b) reactant
(w(OC7C1C2)¼�178.78, w(C8C7C1C2)¼�0.038). The free energy
of formation of complex 5b is DG8¼ 31.1 kJmol�1, the equi-
librium constant K¼ 5.75� 10�6 (in methanol, at 310 K), there-
fore the concentration of 5b is very small in the reaction mixture.
To find the origin of the stabilization or destabilization of the


species in path A and B, the ‘Activation Strain Analysis’, proposed
by Bickelhaupt[39,40] was extended to the intermediates. The total
energy was decomposed to strain and interaction components
(DE¼DEstrainþDEint) and computed for intermediates 3b and 5b
(Table 1). Complex 5b can be formed in the reaction, because the
strain is very small in this species, and the interaction of the
reactants decreases the energy of the system. On the other hand,
intermediate 3b is not formed, because the increase in strain
energy is much greater than the decrease in energy, obtained by
the interaction of reactants (Table 1).


Structure of the TS


The total energy passes over TS 6b, and decreases afterwards till
the formation of the products, if the N-atom of pyridine attacks at
the carbon atom of the CH2Br group of 4-nitrophenacyl bromide
(1bþ 2a> TS 6b, Fig. 1). The trajectory of the relaxed potential
energy curve scan is curved towards the carbonyl group and
passes through complex 5b. With the advance of the reaction, the
pyridine ring moves away from the C——O and nears towards
the CH2Br group. The attractive interaction between the
negatively polarized N atom of pyridine and the positively
polarized C7 atom of the carbonyl group decreases the energy,
needed for the nucleophilic substitution at the CH2Br group, in
accordance with the suggestion of Pearson et al.[17] Such
an effect has not been observed in the trajectory of the reaction
of 2-(4-nitrophenyl)ethyl bromide (12b) with pyridine

www.interscience.wiley.com/journal/poc Copyright � 2008

(12bþ 2a> TS 13b, Fig. 1, Scheme 2). TS 13b of the latter
reaction has similar structure but higher energy than TS 6b of the
reaction of 4-nitrophenacyl bromide (1b) and pyridine (2a). The
‘Activation Strain Analysis’ [39,40] of the TSs has showed that
the strain energies of TSs 6b and 13b are similar, but the interaction
of the reactants results in a much favourable decrease in energy for
TS 6b than for TS 13b (Table 1). The similarity of the strain energies
suggests that the carbonyl groupdoes not stabilize the distortion of
the CH2Br group of the phenacyl bromide moiety considerably. On
the other hand, the differences of the interaction components may
indicate the contribution of the empty p* orbital of the carbonyl
group to the stabilization of TS 6b.
TSs 6 have distorted trigonal bypiramidal (TBP) structure


(u(BrC8N)� 1758, u(C7C8N)� 928, u(C7C8Br)� 938). The plane of
the pyridine nucleophile is near to the carbonyl oxygen atom
(w(OC8NC6


0
)� 1458). The phenacyl moiety of TS 6 is approxi-


mately planar (w(C2C1C7O)� 10.88). The C8Br bond of the leaving
bromine and the C8N bond of the attacking pyridine are almost
perpendicular to the plane of the O——C7—C8 atoms
(w(OC7C8Br)��97.38, w(OC7C8N)� 83.48).
The TS of the nucleophilic substitution reaction of phenacyl


bromide (1a) and pyridine (2a) is slightly early, since bond orders
n¼ 0.46 and 0.54 were obtained for the C8���N and C8���Br bonds
of TS 6a, respectively, by using the Pauling equation[41] (Eqn 1).
The C—Br and C—N bond lengths (Ro) of phenacyl bromide (1a)
and N-phenacyl pyridinium salt (8a), moreover the C���N and
C���Br bond distances (RS) of the symmetric TSs 14 and 15
(Scheme 3) (n¼ 0.5) were used to calculate the a constants (Eqn
1). The bond orders were obtained from the C8���N and C8���Br
bond distances (RR) calculated for TS 6a (Table 2).


R � R0 ¼ a lnðnÞ (1)


The contribution of enolate 7 (Scheme 1) to TS 6 was
investigated by comparing the R(C7O) and R(C7C8) bond lengths,
calculated for TS 6a and for phenacyl bromide (1a). The decrease
in the R(C7C8) and the increase in the R(C7O) bond lengths are

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 988–996







Table 2. Bond orders (n)a calculated for the TS 6a, generated in the reaction between phenacyl bromide (1a) and pyridine (2a,
Scheme 1)


Solvent Bond RS
b,c Ro


c,d ae RR
f n


Water CN 2.037 (15) 1.472 (8a) �0.8157 2.106 0.459
CBr 2.492 (14) 1.987 (1a) �0.7281 2.434 0.542


Acetonitrile CN 2.036 (15) 1.472 (8a) �0.8136 2.100 0.462
CBr 2.491 (14) 1.987 (1a) �0.7279 2.439 0.537


Methanol CN 2.037 (15) 1.472 (8a) �0.8152 2.099 0.464
CBr 2.491 (14) 1.987 (1a) �0.7281 2.439 0.538


a Bond orders were calculated according to Pauling (Eqn 1).
b Atomic distances (Å) calculated for symmetric TSs (n¼ 0.5).
c The numbers of the relating species are given in parentheses.
d Bond lengths (Å) calculated for reactant or product.
e Constant calculated for Eqn 1.
f Atomic distances (Å) calculated for TS 6a.


Figure 2. Plots of charges (Q(Br), Q(O)) and bond distances (R(C8Br),
R(C8N), R(C7C8), R(C7O)) of TSs 6 against the sPy constants for the reaction
of phenacyl bromide (PhCOCH2Br, 1a) with substituted pyridines


(YC5H4N, 2), calculated at DFT(B3LYP)/6-31G(d) level, in acetonitrile, at


318 K. (Correlations: Q(Br)¼�0.0325sPy� 0.548 (r¼ 0.995); Q(O)¼
0.00755sPy� 0.527 (r¼ 0.976); R(C8Br)¼ 0.0704sPyþ 2.441 (r¼ 0.995);
R(C8N)¼�0.00783sPyþ 2.095 (r¼ 0.991); R(C7O)¼ 0.000175sPyþ 1.228


(r¼ 0.373); R(C7C8)¼ 0.00429sPyþ 1.504 (r¼ 0.990). Correlations for plots


given in Figure S1: u(C7C8Br)¼�2.63sPyþ 92.6 (r¼ 0.990); u(C7C8N)¼
3.07sPyþ 92.0 (r¼ 0.992))
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expected in the TS at a significant contribution of the enolate, and
DR(C7C8)¼�0.021 Å and DR(C7O)¼ 0.0030 Å were found for the
difference of the corresponding bond distances of 6a and 1a. In
the reaction of 2-phenylethyl bromide (12a) with pyridine (2a),
DR(C7C8)¼�0.0125 Å was obtained from the data calculated for
TS 13a and reactant 12a. In this latter reaction the shortening of
the C7—C8 bond can be explained with the change of the
hybridization state of the C8 atom from sp3 towards sp2 at the
formation of TS 13a. Though the increase in the C7——O bond
length during the formation TS 6a is very small, the somewhat
greater shortening of the R(C7C8) bond lengths for TS 6a than for
TS 13amay refer to a resonance interaction with the C——O group
in TS 6a. A greater contribution of the enolate form 7 would be
expected for TSs bearing electron-donating (e-d) groups on the
pyridine ring.[22,23] Accordingly, the greatest negative charge for
the carbonyl oxygen (Q(O)), and the shortest R(C7C8) bond
distance were obtained for these derivatives (Fig. 2). To sum it up,
the results may refer to a small but significant contribution of
enolate 7 to TS 6.
Structural parameters, calculated for TSs 6 of the reactions of


phenacyl bromide (C6H5COCH2Br, 1a) with substituted pyridines
(YC5H4N, 2) have been plotted against sPy substituent constants,
derived for pyridines (as shown in Section Computational
Methods). The Q(Br) negative charge of the leaving bromine,
the R(C8Br) and R(C7C8) distances and the u(C7C8N) angle increase,
while the Q(O) negative charge of the carbonyl oxygen, the
R(C8N) distance and the u(C7C8Br) angle decrease, with the
increase in the electron-withdrawing (e-w) effect and sPy
constant of the Y substituents of pyridine (Fig. 2 and Figures
S1–S5 in the Supplementary Material for data obtained in
different solvents). All these structural changes are consequences
of the formation of more product like TSs with the increasing e-w
effect of the substituent of pyridine.
Structural parameters, calculated for the reaction of sub-


stituted phenacyl bromides (XC6H4COCH2Br, 1) with pyridine
(C5H5N, 2a), give linear correlations with the Hammett s


constants. The values of all structural parameters ((Q(Br), Q(O),
R(C8Br), R(C8N), u(C7C8N), u(C7C8Br), R(C7O) and R(C7C8)) decrease
with the increasing e-w effect of the X substituents of the
phenacyl moiety (Fig. 3 and Figures S6–S8 in the Supplementary
Material for data obtained in different solvents). The structures of

J. Phys. Org. Chem. 2008, 21 988–996 Copyright � 2008 John W

the TSs 6 become tighter and have less distorted TBP geometry
with the increasing e-w effect of the X substituents of phenacyl
bromides.


Effect of substituents on reactivity


Activation parameters were computed at DFT(B3LYP)/6-31G(d)
level in acetonitrile, methanol and water, moreover at
DFT(B3LYP)/6–311þþ G(d,p) level in methanol, and compared
with the data calculated from the results of kinetic experiments
performed in acetonitrile,[29] methanol[20,21] and 90% acetone–

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 3. Plots of charges (Q(Br), Q(O), Q(N)) and bond distances
(R(C8Br), R(C8N), R(C7C8), R(C7O)) of TSs 6 against the Hammett s con-


stants for the reaction of substituted phenacyl bromides (XC6H4COCH2Br,


1) with pyridine (C5H5N, 2a), calculated at (B3LYP)/6-31G(d) level, in
acetonitrile, at 318 K. (Correlations: Q(Br)¼ 0.0280s� 0.546 (r¼ 0.994);


Q(O)¼ 0.0247s� 0.529 (r¼ 0.982);Q(N)¼ –0.00421s� 0.454 (r¼ 0.957);


R(C8Br)¼ –0.0103sþ 2.438 (r¼ 0.986); R(C8N)¼ –0.00344sþ 2.099


(r¼ 0.774); R(C7C8)¼ –0.00590sþ 1.503 (r¼ 0.996); R(C7O)¼ –0.00474sþ
1.229 (r¼ 0.968); correlations for plots given in Figure S5: u(C7C8Br)¼
–1.69sþ 92.7 (r¼ 0.974); u(C7C8N)¼ –0.101sþ 92.0 (r¼ 0.261))


Figure 4. Calculated and experimentally derived[29] DGz versus s, and
DGz versus sPy plots for the reactions of phenacyl bromide (1aþ 2@ TS


6) and phenacyl chloride (10aþ 2@ TS 11) with pyridines (2) in aceto-
nitrile, at 318 K. Calculations were performed at DFT(B3LYP)/6-31G(d)


level. (Correlations for DGz versus sPy plots are given in Table 3, Nos. 1


and 10)


Figure 5. Calculated and experimentally derived[20,21] DGz versus sPy
plots for the reaction of phenacyl bromide with pyridines (1aþ 2@ TS 6)
in methanol, at 310 K. Calculations were performed at DFT(B3LYP)/
6-31G(d) and DFT(B3LYP)/6-311þþG(d,p) levels with optimization or with


single point energy calculations (SPEC). (Correlations are given in Table 3,


No. 4)
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water mixtures,[42] respectively. The activation parameters were
correlated with the Hammett s constants, and with the sPy
substituent constants, derived for pyridines.
In the reactions of phenacyl bromide (1a) with substituted


pyridines (2, Scheme 1) the e-d effect of the Y substituents
increase the nucleophilicity of pyridine, and the rate of the
reactions, that is decrease the free energy of activation (Figs 4
and 5 and Figure S9, Table 3, Nos. 1, 4 and 7 for data obtained in
different solvents). The experimentally derived[29] DGz values
give a broken plot against the Hammett s constants in
acetonitrile (6(s,exp) plot in Fig. 4). Such a change of reactivity
with the substituent constants has been explained[43–49] by the
change of the rate determining-step in multi-step reactions.
The reactivities of the pyridine nucleophile and the leaving
bromide ion are very similar, in the Swain–Scott equation[50–52]


their nucleophilic constants are n¼ 3.6 and 3.5, respectively.
Pyridine and its derivatives, bearing e-d groups are better
nucleophiles, while those derivatives bearing e-w substituents
are poorer nucleophiles than bromide ion. Therefore, it has been
suggested by Lee et al.,[29] that in the reaction of phenacyl
bromide with good pyridine nucleophiles, the rate-determining
step is the formation of tetrahedral intermediate 3, while with
poor pyridine nucleophiles the rate-determining step changes for
the breakdown of intermediate 3. However, the DGz versus s plot,
computed for the SN2 mechanism of this reaction (1aþ 2@ TS 6)
is also broken, though no break would be expected for a
single-step SN2 reaction; (6(s,calc) and 6(s,exp) plots in Fig. 4).
The results of computations demonstrate that assuming a
tetrahedral intermediate is not necessary. Moreover the
calculated DGz versus s plot for the SN2 reaction of phenacyl
chloride with substituted pyridines (10aþ 2@ TS 11) is also
broken at the very same s value as that of the phenacyl bromide
(11(s,calc) and 6(s,calc) plots in Fig. 4), though the nucleophilicity

www.interscience.wiley.com/journal/poc Copyright � 2008

of the chloride ion (n¼ 2.7) is much smaller than that of the
bromide ion. If the change of the relative nucleophilicities of the
nucleophile and the leaving group were the reason for the break
of the DGz versus s plots, than the breaks of the plots for the
reactions of phenacyl bromide (TS 6) and phenacyl chloride (TS
11) would be at different s values.
The resonance interaction between the orthogonally posi-


tioned p orbital of the 4-substituents and the lone pair of the N
atom of pyridine is very different from the interaction, which
occurs at the dissociation of benzoic acids, used for the
determination of the s constants. This difference is the cause
of the break of the DGz versus s plots. Therefore, instead of
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Table 3. Correlations for the calculated and experimentally derived[20,21,29,42] DGz, DHz and DSz activation parameters against the
sPy and s substituents constants for the reactions of phenacyl bromide (1aþ 2@ TS 6) and phenacyl chloride (10aþ 2@ TS 11)
with pyridines (2), moreover for substituted phenacyl bromides with pyridine (1þ 2a@ TS 6, Scheme 1)


DPz ¼ dDPzsþDPzo (r; N)b


No. Reaction Solvent T/Ka Calculatedc Experimental


1 1aþ 2@ TS 6 Acetonitrile 318 DGz ¼ 24.8sPyþ 98.8 (0.972; 12) DGz ¼ 19.0sPyþ 90.4 (0.969; 11)
2 DHz ¼ 24.3sPyþ 49.4 (0.988; 12) —
3 DSz ¼ –1.80sPy� 157 (0.105; 12) —
4 1aþ 2@ TS 6 Methanol 310 DGz ¼ 22.1sPyþ 97.5 (0.977; 11)d DGz ¼ 11.8sPyþ 95.0 (0.994; 5)
5 DHz ¼ 23.3sPyþ 49.7 (0.989; 11) DHz ¼ 7.53sPyþ 60.7 (0.675; 5)
6 DSz ¼ 4.32sPy� 156 (0.370; 11) DSz ¼�13.6sPy� 110 (0.488; 5)
7 1aþ 2@ TS 6 Water 308 DGz ¼ 19.5sPyþ 95.8 (0.986; 11) DGz ¼ 16.6sPyþ 91.6 (0.992; 6)e


8 DHz ¼ 22.4sPyþ 48.2 (0.991; 11) —
9 DSz ¼ 9.53sPy� 155 (0.691; 11) —
10 10aþ 2@ TS 11 Acetonitrile 318 DGz ¼ 24.2sPyþ 101 (0.989; 10) —
11 DHz ¼ 23.1sPyþ 50.7 (0.990; 10) —
12 DSz ¼�2.81sPy� 159 (0.525; 10) —
13 1þ 2a@ TS 6 Acetonitrile 318 DGz ¼ –2.47sþ 97.2 (0.718; 8) DGz ¼ –1.64sþ 89.7 (0.983; 6)
14 DHz ¼�2.75sþ 48.1 (0.975; 8) —
15 DSz ¼ –0.90s� 154 (0.113; 8) —
16 1þ 2a@ TS 6 Methanol 310 DGz ¼ –3.68sþ 96.7 (0.874; 8) DGz ¼ –1.53sþ 95.1 (0.997; 6)
17 DHz ¼ –3.02sþ 48.4 (0.987; 8) DHz ¼ 4.14sþ 61.1 (0.709; 6)
18 DSz ¼ 2.11s� 156 (0.293; 8) DSz ¼ 18.3s� 110 (0.814; 6)


a Temperature of calculations and experiments.
b P¼G, H or S; s¼ The Hammett s constants or the sPy constants; determined for pyridines; r¼ correlation coefficient; N¼ number of
compounds.
c Calculated at DFT(B3LYP)/6-31G(d) level if not otherwise stated.
d At DFT(B3LYP)/6-311þþG(d,p) level with optimization, DGz ¼ 21.4sPyþ 102 (0.964; 8); At DFT(B3LYP)/6-311þþG(d,p) level with
SPEC approximation; DGz ¼ 19.5sPyþ 102 (0.969; 9).
e Experimental data were measured in 90% acetone–water.[42]
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the Hammett s constants, the sPy parameters, calculated from the
dissociation constants of pyridinium ions,[53,54] must be used for
the reactions of 4-substituted pyridines (as shown in Section
Computational Methods). The Hammett sm constants are valid
for the reactions of 3-substituted pyridines because the
resonance effect between the 3-substituent and the N atom is
poor.[55] The sPy substituent constants, calculated for resonance
e-d and e-w 4-substituents of pyridine, are larger and smaller,
respectively, than the Hammett sp constants, because both e-d
and e-w resonance effects of 4-substituents are less effective in
the pyridine ring than in the case of the benzene derivatives.
Resonance e-w 4-subtstituents (e.g. 4-COMe, 4-CO2Me, 4-CN,
4-NO2) proved to be weakly e-d, when stabilizing a positively
polarized centre.[56–58] Better correlations are obtained for the
calculated DGz data of TSs 6 and 11 and for the experimental DGz


values of TS 6 if they are plotted against the sPy constants
(6(sPy,calc), 6(sPy,exp) and 11(sPy,calc) plots in Fig. 4, as shown in
moreover plots in Fig. 5 and Figure S9 and data in Table 3, Nos. 1,
4 and 7, obtained in different solvents). The sPy constants,
however, may also slightly depend on reactions of pyridines,
especially in the case of 4-MeO, 4-Me and 3-MeO groups.[59–62] In
the TSs of the SN2 reactions, the p electrons of the pyridine ring
may interact with the C—C bonds of the substrate, for example

J. Phys. Org. Chem. 2008, 21 988–996 Copyright � 2008 John W

with the C7—C8 bond of phenacyl derivatives. Such an interaction
does not take place in protonation of pyridines, used for the
determination of the sPy constants.
The substituent effect is smaller in the reaction of phenacyl


bromide (1a) with substituted pyridines (2) than in the
dissociation of pyridinium ions, reaction constants dDGz �
20 kJmol�1s�1


Py (r��3.3) and dDG8¼�36.4 kJmol�1s�1
Py


(r¼ 6.01) were calculated for the slope of the DG versus sPy
plots, respectively (dDG¼�2.303RTr;[32] Table 3, Nos. 1, 4, 7 and
10). Computed dDGz data are in the best agreement with the
results measured in the aprotic acetonitrile (Table 3, No 1,
6(sPy,calc), 6(sPy,exp) plots in Fig. 4). In protic solvents the
experimentally derived dDGz data are smaller than the calculated
ones (e.g. in methanol dDGz ¼ 11.8 and 22.1 kJmol�1s�1


Py ,
respectively, Table 3, No 4 and 7, Fig. 5 and Figure S9). The
substituent effect in alkylations of pyridines was also found to
be smaller in protic solvents.[59] Good pyridine nucleophiles form
stronger hydrogen bonding, which decreases their reactivity to a
greater extent than in the case of poor nucleophiles. The effect of
hydrogen bonds was not taken into consideration, by using the
PCM of solvents, therefore computed dDGz data do not depend
on solvent significantly (Table 3, Nos. 1, 4 and 7). The deviation of
the measured and calculated DGz values is less than 8 kJmol�1

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 6. Calculated DGz/DHz/DSz versus s, and experimentally
derived[29] DGz versus s plots for the reaction of substituted phenacyl


bromides (XC6H4COCH2Br, 1) with pyridine (C5H5N, 2a) in acetonitrile, at


318 K. Calculations were performed at DFT(B3LYP)/6-31G(d) level. (Corre-


lations are given in Table 3, Nos. 13-15)
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(Figs 4, 5 and Figure S9). Experimental data are in best agreement
with the results obtained at the lower DFT(B3LYP)/6-31G(d) level,
but DGz data computed at different levels with optimization or
with single point energy calculations (SPEC) do not deviate from
each other considerably (Fig. 5).
In the reactions of substituted phenacyl bromides (1) with


pyridine (2a) the e-w X groups of the substrate accelerate the
reactions and decrease the DGz values, which give linear
correlations with the Hammett s constants (Figs 6 and 7). The
substituents of the benzene ring are far from the centre of
the reaction and this is the reason why reactivity is changed with
the substituents only to a small extent (as shown in slopes of DGz


versus s plots in Table 3, Nos. 13 and 16). Earlier theminor effect of
substituents was explained[29] with the supposed small changes

Figure 7. Calculated and experimentally derived[29] DGz/DHz/DSz versus
s plots for the reaction of substituted phenacyl bromides (XC6H4COCH2Br,


1) with pyridine (C5H5N, 2a) in methanol, at 310 K. Calculations were
performed at DFT(B3LYP)/6-31G(d) level. (Correlations are given in Table 3,


Nos. 16–18)


www.interscience.wiley.com/journal/poc Copyright � 2008

of charges in the reaction. The same magnitude of changes were
calculated for charges of bromine and oxygen atoms for the
reactions of substituted phenacyl bromides with pyridine
(dDQ(Br)¼ 0.0280 a.u. s�1, dDQ(O)¼ 0.0247 a.u. s�1 Fig. 3) and
phenacyl bromide with substituted pyridines (dDQ(Br)¼
0.0325 a.u. s�1


Py , dDQ(O)¼ 0.00755 a.u. s�1
Py Fig. 2], though the


changes of reactivity are very different in these two series of
reactions (as shown in slopes of DGz versus s plots in Table 3, Nos.
1, 4, 7, 13 and 16). It seems that the change of reactivity and the
change of charges are not correlated. The small absolute value of
the dDGz reaction constants for the reactions of substituted
phenacyl bromides with pyridine (dDGz ��1.6 kJmol�1s�1;
r� 0.26; Table 3, Nos. 13 and 16) also support the attack of
pyridine on the CH2Br group of phenacyl bromide.[63] Similar
reaction constant were observed in the nucleophilic substitution
reactions of 2-arylethyl and phenacyl derivatives, proceeding
by SN2 mechanism.[11,12,20,21,29–31,63–66] Much greater reaction
constants (r� 2) were obtained if the nucleophilic addition takes
place on a carbonyl group coupled to a benzene ring.[67–71]


The charges, formed in the TS, influence the solvation and the
experimentally derived DSz values. In the reaction of substituted
phenacyl bromides (1) with pyridine (2a), the measured DSz


values increase with the increasing e-w effect of the X
substituents (dDSz ¼ 18.3 Jmol�1 K�1s�1, Table 3, No. 18, Fig. 7)
because the negative charge of bromine and therefore the
solvation decrease at the formation of the TS in the given series of
compounds (Fig. 3). On the other hand, in the reactions of
phenacyl bromide (1a) with substituted pyridines (2), the
negative charge of bromine (Fig. 2) and the solvation increases,
the experimentally derived DSz data decrease (dDSz ¼
�13.6 Jmol�1 K�1s�1


Py , Table 3, No. 6, Figure S10) with the
increase of the e-w effect of the Y substituents. The values of
experimentally derived DHz parameters are also influenced by
the change of DSz, that is by the solvation.[32–34] The
rearrangements of the solvent molecules, which occur during
the reactions, are not included in our calculations, therefore the
computed DSz data depend only slightly on the substituents of
the pyridine or phenacyl bromide reactants (Table 3, Nos. 3, 6, 9,
12, 15 and 18, Fig. 7 and Figure S10), and the slope of the
computed DGz versus s and DHz versus s plots are very similar.
(For the calculated data, dDGz � dDHz.) Though, the deviation of
the calculated and experimentally derived DHz and DSz values
can be considerable, the corresponding DGz data agree with each
other, owing to the compensation effect of the solvent
rearrangement.[32–34]

CONCLUSIONS


DFT calculations do not support the addition of pyridine on the
carbonyl group of phenacyl bromides, that is the formation of the
tetrahedral intermediate 3 (Scheme 1), because the total energy
and the free energy of the reacting species increase continuously
with the decrease in the distance between the N and C7 atoms, if
they are closer than 2.7 Å (Fig. 1). However, the attraction
between the positively polarized C7 atom of the carbonyl group
of phenacyl bromides and the negatively polarized N atom of the
pyridine nucleophiles promote the formation of complex 5 at
distances greater than 2.7 Å. The formation of complex 5 opens a
pathway of smaller energy for the SN2-type TS 6, and decreases
the free energy of activation for the nucleophilic substitution on
the CH2Br group. This may be the reason why nucleophilic
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substitutions on phenacyl substrates proceed faster than the
analogous reactions of alkyl halides of similar structure. The
enolate form 7 seems also to make a significant contribution to
the stability of TS 6. All the reactions pass through the SN2 type TS
6, the structure of which changes with the substituents. The
reaction coordinate of the TS increases with the increase in the
e-w effect of the substituents of pyridine, while these groups on
phenacyl bromide reactants increase the tightness of the TS.
Owing to the restricted resonance effects, the subtituent effect in
the reaction of 4-substituted pyridine derivatives can be
evaluated properly only by using the sPy substituent constants,
derived from dissociation constants of pyridinium ions.
When discussions of experimental data of mechanistic studies


lead to controversial conclusions, quantum chemical compu-
tations may efficiently contribute to more reliable decisions.

9


COMPUTATIONAL METHODS


The geometry of the compounds was fully optimized without
symmetry constraints by use of the Gaussian 03 software
package[72] at DFT(B3LYP)/6-31G(d) level in acetonitrile, methanol
and water solvents, at 318, 310 and 305 K, respectively.
Temperatures are the same as used in the corresponding kinetic
measurements. Optimizations and SPEC were also carried out at
DFT(B3LYP)/6-311þþG(d,p) level in methanol. The chosen B3LYP
functional was found to perform well in investigation of trends in
nucleophilic substitution reactions.[73,74] The solvent effect was
incorporated by applying the PCM[75] in the integral equation
formalism[76,77] (IEF-PCM) of the corresponding solvent. Relaxed
potential energy curve scans weremade by changing the N���C——
O and N���CH2Br distances stepwise, to calculate the pathways
for the attacks of the pyridine nucleophile (2a) on C——O
and CH2Br groups of 4-nitrophenacyl bromide (1b) and on
the CH2Br group of 2(4-nitrophenyl)ethyl bromide (12b).
Structures were characterized as energy minima or TSs by
calculating the harmonic vibrational frequencies, with the use of
analytical second derivatives. No or one imaginary frequency was
obtained for reactants and TSs, respectively. Selected data for the
optimized structures obtained by means of DFT calculations are
listed in Tables S1–S3, in the Supplementary Material.
The sums of the electronic and thermal free energies (G) and


enthalpies (H) and also the entropies of formation (S) for reactants
and TSs were obtained by the standard procedure in the
framework of the harmonic approximation,[78,79] and are listed
together with the calculated total energies (E) and numbers of
imaginary frequencies in Tables S4–S7 in the Supplementary
Material. The computed entropy values, obtained in solutions,
agree with the data calculated by application of Benson’s
rule[80,81] in the gas phase. As an example, the S value of
411.3 Jmol�1 K�1 was obtained for C6H5COCH2Br (1a) by DFT
calculations in solution. In comparison, a values of S¼
425 Jmol�1 K�1 was calculated on application of Benson’s rule.
The DEz DGz, DHz, DSz activation parameters of the reactions


were calculated from the differences in the E, G, H and S values of
the TSs or scan points and reactants, respectively (Eqn 2, P¼ E, G,
H or S).


DPz ¼ PTS �
X


PR (2)


The generated DEz, DGz and DHz values were multiplied by
2625.5 in order to convert them from atomic into kJmol�1 units.
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Experimentally derived activation parameters for the reactions
were calculated from the second order rate constants (k2¼ k1/
[Nuc]). The activation parameters, obtained through DFT
computations and from kinetic measurements, were correlated
with the substituent constants (Eqn 3, P¼G, H, or S), as described
previously.[32–34]


DPz ¼ dDPzs þ DP
z
o (3)


The dDPz reaction constants characterize the effect of
substituents on activation parameters, DPz and DP


z
0 are the


activation parameters of substituted and unsubstituted com-
pounds, respectively. The Hammett s constants[82] were used in
the correlations of the reactions of substituted phenacyl
bromides with pyridine. For the reactions of phenacyl bromide
with substituted pyridines, the sPy substituent constants were
calculated by Eqn (4) using the method of Fischer et al.[53,54] (In
Reference [53,54], sPy is referred to as ‘effective substituent
constant’, and denoted by s.)


sPy ¼ ðpKo
a � pKaÞ=r (4)


The pK0
a and pKa data of pyridine and its substituted


derivatives, respectively, were determined[53] in water, at 25 8C.
r¼ 6.01 was calculated from the slope of the linear plot of the pKa
values of 3-substituted pyridine derivatives against the Hammett
sm constants. The sPy substituent constants for 4-substituted
derivatives were calculated with this r reaction constant and
their pKa values. The sPy constants may also depend on the
reaction, and in some cases slightly larger values for 4-MeO and
4-Me groups (�0.12 and �0.09 instead of �0.23 and �0.14,
respectively) and a smaller one for 3-MeO group (0.04 instead of
0.07) were found to be more appropriate.[54,62] The s and sPy
constants, used in the correlations are listed in Table S8 in the
Supplementary Material.

SUPPORTING INFORMATION


Plots of calculated structural data against the substituent
constants, selected atomic charges, bond distances and angles
as well as calculated total energies, sums electronic and thermal
free energies and enthalpies, entropies of formation and number
of imaginary frequencies are listed in the supporting information,
which can be found in the online version of this article.
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INTRODUCTION


Alkyne and alkene complexes of transition metals are potential
intermediates in a variety of catalytic reactions of C—C bond
formation which are relevant for important industrial pro-
cesses.[1–7] In particular, a Nieuwland catalyst composed of CuCl
and KCl or NH4Cl in an aqueous media has long been
the representative catalyst for the acetylene dimerization on
an industrial scale.[8–11] Such an aqueous catalytic system is
environmentally favorable as compared with those in organic
solvents.[12,13] The dimerized product of acetylene, monovinyla-
cetylene (MVA) is readily converted to chloroprene,[14] which is an
important starting material for the synthetic rubber.[15] Chlor-
oprene rubber has many superior characteristics compared to
natural and even other synthetic rubber types. Despite such
practical importance and a long history of the Nieuwland
catalyst, there have been only a few reports on the mechanistic
study.[16,17] The copper–acetylene complex Cu(C2H2)


þ, which
may be a potential intermediate for the catalytic dimerization of
acetylene, has been detected in the gas phase,[18–21] and the
quantum chemical study of the structure and bonding of
copper–acetylene complexes has been reported.[22–25] The wide
diversity of possible bonding motifs of the alkynyl moiety has
stimulated the design and synthesis of copper alkynyl complexes
as metal-based functional materials.[26–30] However, a great care
is needed to avoid formation of explosive copper acetylide and
ignition of divinylacetylene (DVA) formed as a by-product with
oxygen. This has precluded the detailed study on the direct
detection of a copper–acetylene complex intermediate in
relation with the kinetics of the catalytic dimerization of
acetylene. In the industrial process, the catalytic reaction is
carried out in deoxygenated aqueous solutions containing high
concentrations of CuCl and KCl or NH4Cl under proper pH range

g. Chem. 2008, 21 510–515 Copyright �

to inhibit the formation of explosive copper acetylide and the
reactions with oxygen.
A kinetic study on the dimerization of acetylene in water was


performed under similar reaction conditions as the industrial
Nieuwland catalytic process of the dimerization of acetylene by
assuming that the rate-controlling step is a second-order reaction
of an activated catalyst with acetylene or water.[17] However, the
kinetic order has yet to be confirmed. On the other hand, we have
recently reported the detection of the copper–acetylene and
copper–MVA p-complexes by 1H NMR and the occurrence of H/D
exchange under virtually the same reaction conditions as the
industrial Nieuwland catalytic process of the dimerization of
acetylene.[31,32] The role of the p-complexes on the H/D exchange
has yet to be clarified.
We report herein the first detailed kinetic analysis of the


consumption of the reactant, the intermediates and the products
in solution as well as in the gas phase including deuterium kinetic
isotope effects for the dimerization of acetylene with a
Nieuwland catalyst. The results obtained in this study have
enabled us to clarify the role of the p-complexes on the H/D
exchange, providing deeper insight into the catalytic mechanism

2008 John Wiley & Sons, Ltd.
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of the dimerization of acetylene as well as improvement of the
industrially important process.

EXPERIMENTAL


An aqueous solution of a Nieuwland catalyst (50mL) was
prepared by mixing CuCl (34.65 g, 0.350mol) and KCl (24.80 g,
0.333mol) in 29.9mL of distilled water at 343 K under nitrogen
stream and stirred for 30min. Acetylene was synthesized by
Denki Kagaku Kogyo Co. Ltd. MVA was obtained by acetylene
dimerization with a Nieuwland catalyst. DVAwas a minor product
of acetylene dimerization, and separated by extraction. They
were all used without further purification. First, the time course of
the products released to the gas phase was monitored by GC at
323 K. After flowing acetylene into the catalyst solution for
15min, the gas phase was flushed with nitrogen stream and the
flask was sealed. Under the present experimental conditions, the
catalyst solution remains homogeneous. The reactant and
products in the gas phase were analyzed every 30min by GC
(Shimadzu GC-14A equipped with a thermal conductivity
detector and a DEGS Chamelite FK chromatography column).
The gas phase was also analyzed by GC-MS (Shimadzu
GCMS-QP5000 equipped with a DB-1 chromatography column).
1H-NMR spectra were recorded at 323 K on JEOL GSX-400
spectrometer. After bubbling acetylene, a capillary tube to
evaluate quantitatively was inserted into the NMR tube. The
capillary tube contained 1000 ppm of TSP (3-(trimethylsilyl)
propanesulfonic acid, sodium salt) as an internal standard

Figure 1. Time profiles of consumption of acetylene (�) and formation of pro
acetylene with a Nieuwland catalyst ([CuCl]¼ 7.0M) (a) in H2O and (b) in D2
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and D2O as a solvent. The number of scans was 64 times for 7min,
and the average time of each scan was defined as a reaction time.
The prepared samples were measured at every 15min for
keeping intended temperatures. After 2 h frommeasurement, the
interval was 30min. 1H NMR spectra of 1-pentyne with the
Niuewland catalyst were also measured in the presence of
0–20mL of a DCl aqueous solution (2.4M).

RESULTS AND DISCUSSION


The time course of the products released to the gas phase was
monitored by GC with time course at 323 K. After flowing
acetylene into the catalyst solution for 15min, the gas phase was
flushed with nitrogen stream and the flask was sealed. Under the
present experimental conditions, the catalyst solution remains
homogeneous.[16] The reactant and products in the gas phase
were analyzed every 30min by GC. The results are shown in
Fig. 1a, where the amount of acetylene detected in the gas phase
decreases, accompanied by formation of MVA, which is then
converted to DVA. When H2O was replaced by D2O, the rate of
disappearance of acetylene as well as the rate of formation of
MVA decreases significantly as compared with the corresponding
rate in H2O as shown in Fig. 1b. In both cases, the rate of
disappearance of acetylene obeys first-order kinetics as indicated
by the linear first-order plots in Fig. 1c. The deuterium kinetic
isotope effect is determined to be 4.7 from the slopes in
Fig. 1c. The observation of such a significant deuterium kinetic
isotope effect between the reactions in H2O and D2O suggests

ducts [MVA(&) and DVA (*)] detected in the gas phase in the reaction of
O at 323 K. (c) First-order plots in H2O and D2O
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Scheme 1.
Scheme 2.


Figure 2. 1H NMR spectra of the catalyst solution containing CuCl, KCl,


and H2O ([CuCl]¼ 7.0M) at 323 K taken after passing acetylene (the flow


rate 360mL/h) for 3min at (a) 15min and (b) 360min
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that water is involved in the dimerization of acetylene with the
Nieuwland catalyst.
When GC-MS spectra of acetylene in the gas phase were


measured at the beginning of the reaction (15min), it was found
that a rapid H/D exchange between acetylene and water
occurred with the Nieuwland catalyst (vide infra). The GC-MS
spectrum of HC��CH in the gas phase of a H2O solution of
acetylene/Nieuwland catalyst exhibited a peak at m/z¼ 26
detected when H2O is replaced by D2O, an H/D exchange of
acetylene with D2O occurs to afford HC��CD (m/z¼ 27) and
DC��CD (m/z¼ 28). The occurrence of H/D exchange between
acetylene and proton (or deuteron) in water suggests that
deprotonation of acetylene is involved in the Nieuwland catalysis
to produce a s-complex of deprotonated acetylene with CuI


species that is in equilibrium with acetylene as shown in
Scheme 1.[15] In D2O, HC��CH is converted to HC��CD and
then to DC��CD probably via a s-complex of deprotonated
acetylene with CuI species in Scheme 1 where the catalytically
active species is shown in the parenthesis: [Cu—C��CH(orD)]. The
observation of a significant deuterium kinetic isotope effect
(KIE¼ 4.7) in the catalytic dimerization also suggests that the
deprotonation of acetylene to produce a s-complex of
deprotonated acetylene with CuI species is involved in the
rate-determining step. However, the H/D exchange occurs prior
to the dimerization of acetylene, because C2H2 was already
converted to C2D2 at 15min after introduction of (a) C2H2 into
a H2O solution of the Nieuwland catalyst (Fig. 1b), when no
dimerization product (MVA) was produced. Thus, the catalytically
active species for the H/D exchange reaction should be different
from that for the dimerization of acetylene (s-complex of
deprotonated acetylene with CuI species). Bohlmann et al.
proposed the formation of p-complexes between the CuI ions
and the triple bond, which would activate the alkyne toward
deprotonation.[33] Such a p-complex formed between acetylene
and CuI species of the Nieuwland catalyst may be responsible for
the H/D exchange reaction between acetylene and water as
shown in Scheme 2, whereas the s-complex in Scheme 1 may
be the active species for the dimerization of acetylene as
discussed later.
In order to identify the reaction intermediates for the H/D


exchange and the catalytic dimerization of acetylene, we
measured the 1H NMR spectra of the catalytic solution during
the reaction. A catalyst solution was quickly added into an NMR
tube to avoid depositing. Acetylene (the flow rate of 360mL/h)
was passed into an NMR tube for 3min. The 1H NMR
measurements were performed on a JEOL GSX-400 spectrometer
at 323 K. At 15min, the large singlet signal is observed at

www.interscience.wiley.com/journal/poc Copyright � 2008

d¼ 5.45 ppm which is assigned to the p-complex of acetylene
with the Nieuwland catalyst (Fig. 2a), because a similar lower
field shift of acetylene peak has been reported for the
p-complex formation of acetylene with CuCl in HCl,[34] and also
for other CuI–acetylene complexes.[35,36] It should be noted
that there was no signal due to uncomplexed acetylene
(d¼ 2.35 ppm). Thus, all acetylene molecules are converted to
the p-complex with the Nieuwland catalyst. It should also be
noted that no s-complex of acetylene with the Nieuwland
catalyst was observed during the dimerization of acetylene. As
the acetylene p-complex disappears, the 1H NMR signals due to
the DVA p-complex increase, accompanied by a decrease in those
due to the MVA complex (Fig. 2b). Although several signals in
Fig. 2 are not fully assigned, they are attributed to those due to
MVA and DVA p-complexes by comparing the 1H NMR spectra in
Fig. 2 with those of the 1H NMR 2D spectra of MVA and DVA in the
catalyst solution at 323 K (Fig. 3), which are significantly changed
from those in H2O.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 510–515







Figure 3. 2D 1H NMR spectra of MVA and DVA complexes with a Nieuw-


land catalyst in H2O at 323 K


Figure 4. 1H NMR spectra of (a) 1-pentyne in D2O, (b) 1-pentyne in the


Nieuwland catalyst solution, and the change in the NMR spectra after


addition of (c) 10mL of DCl and (d) 20mL of DCl. The Cu–1-pentyne


s-complex is converted to the corresponding p-complex by addition
of DCl
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No reaction of MVA and DVA takes place in the catalyst solution
without acetylene other than the complex formation with the
catalyst. The apparent doublet signal at 5.0 ppm due to the MVA
complex is readily distinguished from the signal at 5.05 ppm due
to the DVA complex. The p-complex formation with the double
bond of MVA and DVA is also possible. Although the detailed
structures of the p-complexes with the catalyst have yet to be
clarified, the p-complexes can readily be distinguished from the
s-complexes (vide infra).
In contrast to the case of MVA and DVA, the 1H NMR spectra of


1-pentyne in the catalyst solution exhibit the signals due to both
p- and s-type complexes. The s-complex is converted to the
p-complex by adding DCl to the catalyst solution of 1-pentyne
(Fig. 4). There was no such change in the NMR spectra of MVA and
DVA in the presence of DCl. This indicates that MVA and DVA form
mainly the p-complexes with the catalyst.

J. Phys. Org. Chem. 2008, 21 510–515 Copyright � 2008 John W

Now that the 1H NMR spectra of theMVA and DVA p-complexes
are available, we examined the time course of the acetylene
dimerization reaction in the catalyst solution by 1H NMR.
Acetylene (the flow rate of 360mL/h) was passed into an NMR
tube that contains the Nieuwland catalyst aqueous solution for
3min. After the NMR tube was sealed, the reaction was
monitored at 323 K. The time course of the acetylene, MVA
and DVA p-complexes is shown in Fig. 5, indicating that the
acetylene p-complex with the Nieuwland catalyst is converted
to the MVA p-complex and then to the DVA p-complex by
the reaction between the acetylene p-complex and the MVA
p-complex. The decay of the acetylene p-complex in H2O obeys
first-order kinetics as shown in the inset of Fig. 5 (open circles).
This indicates that a unimolecular reaction of the acetylene
p-complex is the rate-determining step of the catalytic
dimerization of acetylene.
When H2O is replaced by D2O, the


1H NMR signal due to the
acetylene p-complex under otherwise the same experimental
conditions becomes much smaller as compared with that
in H2O because of the rapid H/D exchange, which converts
C2H2 to C2HD and C2D2 (vide supra). In addition, the first-order
decay rate in the D2O is 3.9 times smaller than that in H2O. Such a
deuterium kinetic deuterium isotope effect is consistent with that
observed in the decay rate of acetylene in the gas phase (Fig. 1c).
Based on the results described above, the reaction mechanism


of the catalytic H/D exchange reaction and the dimerization of
acetylene is proposed as shown in Scheme 3. First, acetylene
forms a p-complex with CuI species of the Nieuwland catalyst,
which is responsible for the rapid H/D exchange reaction
between C2H2 and D2O to convert C2H2 to C2HD and C2D2


(Scheme 2). After the H/D exchange, the dimerization of C2D2


starts via the C2D2–Cu
I p-complex (Scheme 3). The C2D2–Cu


I


p-complex undergoes deprotonation to produce the correspond-
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Figure 5. Time profiles of intermediates in the Nieuwland catalyst
solution ([CuCl]¼ 7.0 M) at 323 K; C2H2 p-complex (*), MVA p-complex


(~), and DVA p-complex (&). Inset: First-order plot of the ratio of 1H NMR


signal intensity due to the Cu–acetylene p-complex to the initial intensity


(I/I0) in H2O (*) and D2O (*)
Scheme 4.
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ing s-complex (C2D–Cu
I), which is the rate-determining step of


the catalytic dimerization of acetylene, exhibiting the deuterium
kinetic isotope effect (Fig. 1c). In such a case, the s-complex
cannot be observed during the reaction because the s-complex
reacts with the acetylene p-complex rapidly to yield the MVA
p-complex (Scheme 3). No free acetylene is involved in the
dimerization step, because all acetylenemolecules in the catalytic
solution are converted to the acetylene p-complexes (vide supra).
The dimerization may occur via formation of the s- and
p-complex with the same catalytic site, followed by the reductive
elimination as the case of Pd-catalyzed coupling reaction.[4,5]


However, the detailed reaction mechanism of the dimerization
step has remained to be clarified.
The same catalytic cycle is applied for the formation of DVA


starting from the MVA p-complex that reacts with the acetylene

Scheme 3.


www.interscience.wiley.com/journal/poc Copyright � 2008

p-complex via the MVA s-complex to produce the DVA
p-complex as shown in Scheme 4. DVA detected in the gas
phase is in equilibriumwith the DVA p-complex (Scheme 4). Since
the time course of the products in the gas phase (Fig. 1) is in
parallel with that in the Nieuwland catalytic solution (Fig. 5), the
MVA and DVA p-complexes are in equilibrium with MVA and DVA
in the gas phase, respectively (Schemes 3 and 4).

CONCLUSIONS


The dimerization of acetylene with a Nieuwland catalyst in an
aqueous solution proceeds via formation of the acetylene
p-complex, which is responsible for the rapid H/D exchange
between acetylene and proton (or deuteron) of water. The
deprotonation of the acetylene p-complex to afford the
s-complex with the Nieuwland catalyst is the rate-determining
step in the catalytic dimerization of acetylene. In order to
optimize the yield of MVA in the gas phase, it is of primary
importance to eliminate MVA in the gas phase to avoid the
further reaction of the MVA p-complex with the acetylene
p-complex, which leads to the formation of a by-product, DVA.
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Metformin and glitazones: does similarity in
biomolecular mechanism originate from
tautomerism in these drugs?
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This theoretical study attempts to find out similarity between metformin and glitazone class of antidiabetic drugs. It
was found that some tautomeric forms of both metformin and thiazolidinedione ring of glitazones have similar
molecular electrostatic potential (MESP) surface and may bind to a common complementary surface. Complexation
and docking studies were also carried out in order to support this hypothesis. Copyright � 2007 John Wiley &
Sons, Ltd.
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INTRODUCTION


Metformin 1 and Glitazones (e.g. Rosiglitazone 2) belong to
insulin sensitizer class of antidiabetic drugs (Fig. 1). Molecular
target for metformin is not yet clearly established. Metformin has
been suggested to inhibit complex-I of respiratory chain and
impairs both mitochondrial functions and cell respiration.[1] It is
also shown that complex-I inhibition may be the cause of
anti-hyperglycemic effect of metformin.[1a] Glitazones are known
to activate peroxisome proliferator activated receptor gamma
PPARg and induce hypoglycemic response.[2] However, there are
evidences of possibility of other molecular mechanisms for
glitazones.[3]


Recently, Brunmair et al. demonstrated that glitazones also
inhibit respiratory complex-I, like metformin. The authors, thus
suggested a common mechanism for both drugs starting from
inhibition of complex-I, leading to activation of adenosine mono
phosphate kinase (AMPK) and finally producing anti-diabetic
effect via a cascade of events.[4] Moreover, it was discovered that
a high PPARg binding affinity is associated with complex-I
inhibition, independent of whether the individual ligand is a
receptor agonist or antagonist.[4] The authors, thus stated that
same ‘moleuclar properties’ could be responsible for both PPARg
and complex-I binding.
The above reports suggest that complex-I may be the common


target for both glitazones and metformin, and raise the question
regarding the similarities between the two moieties. In order to
address this issue, we took up the detailed electronic structure
study of both the drugs using density functional theory (DFT).
Since, thiazlodinedione ring is the key-binding moiety in
glitazone class of molecules that makes three hydrogen bonds
with PPARg ,[5] methylthiazolidinedione (3) was taken for the
calculations to represent the glitazones (Fig. 2). Ab initio MO
studies on metformin (1) and methylthiazolidinedione (3)
revealed that there are remarkable similarities between the
tautomeric structures of both molecules and they are capable of

g. Chem. 2008, 21 30–33 Copyright � 20

binding to a common complementary surface. The results are
presented below.

METHODS OF CALCULATIONS


Ab initio MO and density functional theory (DFT) calculations
have been performed using Gaussian03 software.[6a] Complete
optimisation of 1 and 3 and their tautomers were carried out
using B3LYP/6-31þG* method[6b–d] and the final energies of
some important isomers were obtained using high accuracy
G2MP2 method.[6e] Analytical frequencies of all the minima
studied in this work have been estimated by estimating second
derivatives of energy to ascertain all the structures are minima on
their respective potential energy (PE) surfaces. The molecular
electrostatic potential (MESP)[7a,b] plots of the isomers considered
in this work were obtained using SPARTAN software.[7c,d] The
complexation energies of systems with MESP complementarity
were studied using B3LYP/6-31þG*. Molecular docking analysis
of a selected set of compounds (2 and 12) with PPARg has been
carried out to estimate the binding affinity of these systems with
the bimolecular target. Initially Flex X[8] based molecular docking
analysis as incorporated in SYBYL6.9 software[9] has been
employed to get the best possible poses of the ligand–receptor
complexes using the crystal structure with the protein data bank
(PDB) code: 2PRG. Energy minimisation of the resulting
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Figure 1. Structures of metformin and rosiglitazone


Figure 2. Few important tautomers of methylthiazolidinedione
and metformin with relative energies at G2MP2 in the parenth-
eses
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complexes was carried out using Tripos force fields using
SYBYL6.9 software package on an SGI Octane2 system. The
stabilisation energies are estimated as a comparison of energies
of the energy minimised ligand–receptor complex with that of
the sum of energies of ligands and the apo-protein.


RESULTS AND DISCUSSION


Tautomerism in thiazolidinediones


Thiazolidinediones are chiral but rapidly racemizing cyclic
systems. Painstaking separation of R and S isomers was found

J. Phys. Org. Chem. 2008, 21 30–33 Copyright � 2007 John Wil

to be futile because these undergo rapid racemization.[10]


Keto-enol tautomerism, in these systems was mainly implicated
for the observed racemization. Our earlier studies indicated that
the probability of keto-enol tautomerism in thiazolidinediones is
not very high.[11a] Following the suggestion by Hulin et al.[11b] and
the computational[11a] and metabolism studies,[11c] it is currently
believed that rapid racemization in thiazolidinedionemay involve
S-oxide formation. Alternatively, a pathway involving two
tautomeric rearrangements first an amide-iminol tautomerism
followed by keto-enol tautomerism can be considered. Ab initio
MO and density functional calculations on 5-methylthizolidin-
2,4-dione (3), show that the amide-iminol tautomerism involving
N3—C2——O unit is much more favourable than the keto-enol
tautomerism involving C5—C4——Ounit. Methylthiazolidinedione
(3) can exist in more than 10 tautomeric forms (see supporting
information), Fig. 2 shows a few important tautomers (3–6).
Energy difference between the important tautomers 3 and 4 is
19.1 kcal/mol at G2MP2 level, illustrates that direct keto-enol
tautomerisation in 3 is not a favourable process.[12] Amide
tautomerism in 3, leads to 5, much easily feasible because of the
smaller DE (16.5 kcal/mol). Also, this process can be assisted by
solvent; in the presence of single water molecule, theDE between
3 and 5 get reduced by 4.3 kcal/mol (B3LYP), thus indicating that
the amide-iminol tautomerism is quite favourable in 3 under
polar solvent conditions. Water assistance is not found to favour
the 3–4 tautomerisation step. Tautomer 6 is only about 7.20 kcal/
mol less stable than 5, showing that the keto-enol tautomerisa-
tion is facilitated by the initial amide-iminol tautomerisation in
thiazolidinedione derivatives. This double tautomeric action
3 Ð 5 Ð 6, is likely responsible for the rapid racemization of
thiazolidinedione derivatives. Delocalisation of 6p electron in 6
ensures stability to this tautomer and makes it available for
binding with receptors in vivo.


Tautomerism in metformin


Biguanide was shown to adopt at least 10 different tautomeric
forms.[13] Metformin, N,N-dimethyl biguanide, can in principle
adopt about 28 tautomeric forms (see supporting information);
Fig. 2 shows structures of a few important tautomers (7–10).
Stable tautomers of metformin (7–9) possess a C——N—C——N
conjugated unit and intramolecular H-bond, which is consistent
with our previous electronic structure studies on biguanide.[13]


Tautomers 7 and 8 are related with each other with 1,5-H shift
with a barrier of about 4 kcal/mol (G2MP2), and thus are expected
to exist in equilibrium at room temperature. Tautomer 9 adopts
an arrangement which is typical of many biguanide derivatives
and is only about 7.42 kcal/mol higher in energy in comparison to
tautomer 7, such a tautomeric state is expected to be an easily
accessible state as this energy is much lower than many energies
of tautomeric equilibria.[14] Tautomer 10 is another important
tautomer of metformin which is only about 10.66 kcal/mol less
stable than 7. Tautomer 10 does not possess the C——N—C——N
conjugative interaction but it is still not a very high-energy
tautomer because of the intramolecular hydrogen bond.
Tautomer 10 is related to 9 in terms of two 1,3-H shifts and
has electronic structure complimentary to 9. All the tautomers of
7 are characterised by delocalisation of lone pair of electrons
from the NH2 groups in addition to conjugative delocalisation as
in biguanide.[13] All the tautomers of 7 are thus expected to be
thermodynamically accessible in equilibrium, with any of them
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Figure 4. Structures of complexes between the tautomers of
metformin and methylthiazolidinedione showing three H-bonds
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being responsible for the therapeutic effect. More significantly,
one tautomeric form may produce pharmacological effect with
one target while another tautomer may cause a different
pharmacological effect on a different target. This factor may be
mainly responsible for the lack of clear information regarding
the biomolecular target for metformin. This probably is also
responsible for the toxic side effects of these classes of
compounds—Troglitazone withdrawn from market during
hepatotoxicity and metformin is known to show side effects
due to lactic acidosis.


Comparison of tautomers


Some of the tautomeric forms of metformin are structurally
comparable to the tautomeric forms of methylthiazolidinedione.
For example, tautomer 3 of methylthiazolidinedione is structu-
rally analogous to the tautomer 10 of metformin. Likewise, the
tautomer 6 of methylthiazolidinedione is structurally comparable
to that of tautomer 9 of metformin. Figure 3 shows the 3D
structures of these tautomers along with the molecular
electrostatic potentials (MESP[15]) of these tautomers. MESP
plots of structures 3 and 10 and that of structures 6 and 9 are
quite alike, indicating that not only the structural parameters, but
also the electronic surface of these systems possesses enough
similarities.
The MESP of tautomer 3 of methylthiazolidinedione is


complementary to that of tautomer 9 of metformin and MESP
of tautomer 3 is also complementary to that of 6. Complexation
between these systems provide information whether the above
observed similarities can have any bearing on the ligand–drug

Figure 3. A comparison of molecular electrostatic potentials
(MESP) of metformin and methylthiazolidinedione This figure
is available in colour online at www.interscience.wiley.com/
journal/poc


www.interscience.wiley.com/journal/poc Copyright � 2007

interactions. Stabilisation energy due to complexation between
the structures 3–9 and 3–6, (Fig. 4) respectively are �13.53 and
�13.79 kcal/mol (at B3LYP/6-31þG* level), which are quite
comparable. The close comparisons of these values indicate
that the binding strengths of 6 and 9 are quite similar. Likewise,
3–9 and 10–9 complexation energies (�13.53 and �10.95 kcal/
mol, respectively) differ only by about 2.6 kcal/mol, indicating
that the binding affinities of 3 and 10 are also comparable. All
these complexes are characterised by three hydrogen bonds
each. This data confirm that the comparisons shown using
molecular electrostatic potentials get reflected in their binding
affinities.


Molecular docking


To further obtain evidence of similar binding strength of the
tautomers to a common surface, molecular docking studies were
performed (using Flex X module of Sybyl) using PPARg (crystal
structure PDB code: 2PRG).[5] A biguanide derivative 11 was
designed, whose tautomer 12 (Fig. 5) has similar electronic
structure at thiazolidinedione ring of Rosiglitazone (2). Both 2 and
12 were docked into the active site of PPARg . The docked

Figure 5. Rosiglitazone molecule with biguanide framework
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conformations of 2 and 12 with PPARg were energy minimised
using molecular mechanics methods. As expected, 12 forms
strong hydrogen bonding interactions with His323, His449, and
Tyr473, similar to that of 2[16] also as reported in the X-ray
structure reports of complex of 2with PPARg .[5] The estimated DE
were found to be quite comparable (�76.94 and�83.14 kcal/mol
for 2 and 12, respectively), thus further supporting the argument
that tautomers of metformin and thiazolidinedione ring are
capable of binding to a common complementary surface.

CONCLUSIONS


It is the electronic structure and electronic surface of the drug
that is important for binding to its biological target. Biomolecules
should also possess proper complementary surface for binding.
Metformin and glitazones belong to totally different chemical
classes with no structural similarity, however, a common mole-
uclar target is suggested for these drugs. Tautomerisation is
frequently observed phenomenon under biological conditions
and both glitazones and biguanides can exist in many tautomeric
states. This study reveals that many tautomers of metformin and
thiazolidinedione should be available in equilibrium because the
energy differences among tautomers are within the known
energetic limits of tautomeric equilibria. A few tautomers in
both categories are similar and complementary to each other.
Furthermore, comparison of MESPs, complexation studies and
docking studies indicates that a common binding surface is
possible for the tautomers of these drugs. This study finds
remarkable similarities among the tautomers of metformin and
thiazolidinedione derivatives which belong to two different
classes of antidiabetic drugs. Such considerations may play an
important role in understanding the drug action (also toxico-
logical action) of therapeutic agents and in identifying biological
targets for drugs like metformin.
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Synthesis and thermolysis of Diels–Alder
adducts of 2,9-dialkylpentacenes with diethyl
azodicarboxylate
Kazuo Okamotoa, Kouta Shioderaa, Takumi Kawamuraa and Kenji Oginoa*

J. Phys. Or

A series of Diels–Alder adducts of 2,9-dialkylpentacenes with diethyl azodicarboxylate were synthesized, and
their thermolysis behaviors or retro-Diels–Alder reactions to regenerate dialkylpentacene were investigated via
thermogravimetric analysis, IR and UV–Vis spectroscopy. Synthesized Diels–Alder adducts or precursors formed
stable molecular glass. The transparent films on glass slide or silicon wafer were easily fabricated by cast or
spin-coating process. The precursors were smoothly converted to corresponding dialkylpentacenes by heating at
300-C. The domain size of regenerated dialkylpentacenes was in the range of 50–200mm. Copyright � 2008 John
Wiley & Sons, Ltd.
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INTRODUCTION


Organic thin field-effect transistors (OTFTs) are of great interest
because of their potential to fabricate the low-cost, large-area,
and flexible electronic devices. As semiconducting molecules,
pentacene is one of the most popular and promising aromatic
compounds in the OTFT applications since it offers high perfor-
mance such as higher mobility and better on-off ratio similar to
those of amorphous silicon TFTs.[1] However non-substituted
pentacene has the drawback for the application of solution
process since it is essentially insoluble in organic solvents at room
temperature.[2] In the fabrication of OTFTs, wet-processes like an
ink-jet printing, spin-coating, and bar-coating are strongly desi-
rable to meet the demands. Therefore it is of importance to design
semiconducting molecules applicable to solution processes.
There are mainly two strategies for the molecular design. One


is the introduction of substituents on pentacene ring in order to
improve the solubility. Although the substituents generally
disturb themolecular packing leading to poor OTFT performance,
precise molecular design, however, enabled the appropriately
ordered molecular packing for higher mobility and performance
in OTFTs.[3,4]


The utilization of soluble precursors based on pentacene is the
alternative method, in which thin films have been fabricated with
soluble precursor followed by the conversion to pentacene.[5–10]


Mainly Diels–Alder adducts have been reported as precursors,
since Diels–Alder adducts show higher solubility and excellent air
stability and are easily converted to pentacene via retro-Diels–
Alder reaction.[8–10] Several dienophiles have been used for this
purpose, including alkyl azodicarboxylate[8] and N-sulfinyla-
mides.[9,10] Among them alkyl azodicarboxylates are commercially
available and relatively stable. Moreover resulting Diels–Alder
adduct with pentacene, azapentacene derivative shows high
solubility in organic solvent.[8]


Concerned with alkyl-substituted pentacenes, we originally repor-
ted that 2,9-dialkylpentacenes showed smectic phase when the
alkyl chain was longer than C4.[11] Self-assembled properties of

g. Chem. 2008, 21 257–262 Copyright �

liquid crystalline compounds have a potential for high
performance OTFT in the solution process. Indeed the substituted
hexabenzocoronenes (HBCs), which can be processed from
solution to form films that are supermolecularly ordered
columnar stacks lying parallel to the substrate, were applied to
OTFT device.[12] Liquid crystalline terthiophene derivatives could
be processed into self-assembled monodomain films.[13] Poly-
meric liquid crystalline materials have also been reported.[14–16]


Although the solubility of 2,9-dialkylpentacene was better than
that of pentacene, it is difficult to apply these derivatives to the
OTFTs via solution processes owing to the lack of air stability of
these derivatives in solution.
In this study, we synthesized a series of azapentacene


derivatives via Diels–Alder reaction of 2,9-dialkylpencenses with
diethyl azodicarboxylate, and investigated their thermolysis
behaviors. We believe that the combination of precursor film
formation followed by conversion to 2,9-dialkylpentacene and
the controlling molecular ordering or morphology utilizing its
liquid crystallinity afford an OTFT device with high performance
in the wet process, which is comparable to that fabricated with
the dry process.

RESULTS AND DISCUSSION


Synthesis and characterization of precursors


A series of dialkylpentacenes were reacted with diethyl
azodicarboxylate in toluene in order to produce Diels–Alder
adducts or precursors as shown in Figure 1. 1H-NMR and IR
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Figure 1. Synthetic route of Diels–Alder adducts for 2,9-dialkylpentacenes
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spectra confirmed the successful synthesis of desired products. In
1H-NMR spectra of adducts, methyl proton in the ester group
appeared as a broad signal in all cases. This is probably due to the
hindered rotation about the N-COOEt bond as reported in the
literature.[17] In UV–Vis spectra, characteristic five absorptions
around 430, 466, 500, 537, and 582 nm observed in
2,9-dialkylpentacenes solution completely disappeared after
the reaction.
Solubility of Diels–Alder adducts is dramatically increased


compared with the corresponding dialkylpentacenes. They are
almost miscible with toluene and chloroform. Although the
solutions of 2,9-dialkylpentacenes were rather unstable and were
bleached within 30min when exposed to air and/or light,[11] no
chemical changes were observed for Diels–Alder adducts during
purification and storage processes. According to the literature,[10]


Lewis acid catalyzed Diels–Alder reactions of 2,9-dialkylpen-
tacenes with N-sulfinylacetamide were also carried out. It was
revealed that resulting compounds were viscose liquid, and
lacked storage stability since the color was changed from orange
to purple due to retro-Diels–Alder reaction in a day at room
temperature.

Figure 2. MS spectra of Diels–Alder adduct of 2,9-dihexylpentacene with d


www.interscience.wiley.com/journal/poc Copyright � 2008

From DSC measurements, resulting compounds show only
glass transition in the range from �8.6 to 90.18C dependent on
the alkyl length, indicating that the precursor forms stable
molecular glass. No crystallization was observed in the examined
temperature range (�50–2008C). Indeed spin-coating or cast
methods of precursor solution afforded optical quality of
transparent films.
Figure 2 shows MS spectrum of the Diels–Alder adduct (a) and


2,9-dihexylpentacene (b). In Fig. 2a, a peak at 620 m/z was from
the precursor, and the strongest peak was detected at 446 m/z,
which is in good agreement with the molecular weight of
2,9-dihexylpentacene, and the other main peaks were assigned
as shown in Fig. 2a, and the fragmentation pattern of precursor is
similar to that of 2,9-dihexylpentacene (as shown in Fig. 2b).
These results suggest that the precursors can be easily converted
to dialkylpentacene by the retro-Diels–Alder reaction. During the
ionization process in MS measurements, samples were heated up
to 3508C.


Conversion behavior


Thermal behaviors for all pentacene precursors synthesized in
this study were characterized with thermogravimetric (TG)
analysis by monitoring weight loss accompanied with retro-
Diels–Alder reaction. Figure 3a shows the TG analysis graph for
2,9-dihexylpentacene adduct in nitrogen atmosphere at normal
pressure. Two steps weight loss curve was observed. The first and
second steps were in the regions of 300 and 4308C, respectively.
The second step was due to the decomposition and/or subli-
mation of 2,9-dihexylpentacene, as shown in Fig. 3b. The first step
decomposition is considered to be caused via retro-Diels–Alder
reaction. The first weight loss of 24% in the nitrogen atmosphere
was almost in accordance with that caused by the elimination of
diethyl azodicarboxylate from the precursor (theoretical value;
28%). The total weight loss (about 68%) was not consistent with
that of pentacene. If decomposition and/or sublimation process

iethyl azodicarboxylate (a) and of 2,9-dihexylpentacene (b)
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Figure 3. Thermogravimetric analysis graphs for 2,9-dihexylpentacene
precursor (a) and for 2,9-dihexylpentacene (b) in nitrogen atmosphere at


normal pressure. Heating rate, 108C/min


Figure 4. Alkyl chain length (n) dependence on thermal properties (*):


degradation, (&): conversion, (~): glass transition temperatures


Figure 5. Isothermal decomposition behaviors for 2,9-dihexylpentacene
precursor in nitrogen atmosphere at normal pressure (a), and Arrhenius


plot for the decomposition rate (b).
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for regenerated 2,9-dihexylpentacene is the same as that for
original dihexylpentacene, the total weight loss should be larger
than 73.1%. The reason for inconsistency is hitherto unclear.
The other precursors show almost the same thermal profiles
as shown in Fig. 3a. In each case, the first step weight loss
suggests that retro-Diels–Alder reaction smoothly occurs at
around 3008C.
Figure 4 shows the dependence of the length of the dialkyl


chain, n, for the dialkyl pentacene precursors on the conversion
and decomposition temperatures. The conversion temperatures
were almost constant (about 3008C) independent of the alkyl
chain length. The slight odd–even effect was observed when the
alkyl chain length n is 4–9, that is, homologue with even number
of alkyl chain length showed the lower conversion temperature.
As mentioned above 2,9-dialkylpentacenes show liquid crystal-
linity when n is over 4, and transition temperature from the
crystal phase to the smectic phase showed similar odd–even
effect.[11] It is considered that the packing process of resulting
dialkylpentacenes has a slight effect on the retro-Diels–Alder
process. In contrast, the decomposition temperatures increased
with increase in the length of the alkyl, n.
As mentioned above, the glass transition temperatures


monotonically decreased with increase in n, when n is until
10. There is no relationship between the glass transition
temperature and conversion temperature. This is probably

J. Phys. Org. Chem. 2008, 21 257–262 Copyright � 2008 John W

because the glass transition temperature is much lower than
the conversion temperature.
Figure 5a shows the isothermal decomposition behaviors for


2,9-dihexylpentacene precursor in nitrogen atmosphere at
normal pressure at various temperatures. These decay curves
converged to the theoretical value (about 72%), indicating that
no side reactions or decomposition reactions occurred during

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


5
9







Figure 6. FT-IR spectra of 2,9-dihexylpentacene precursor (a), the pre-
cursor annealed at 3008C for 30min (b), the annealed film washed with


chloroform (c), and 2,9-dihexylpentacene (d)
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and/or after desired retro-Diels–Alder reaction. The conversion
rates were calculated by the slope of the decay curves at
inflection points. Arrhenius plot for conversion rates is shown in
Fig. 5b. Linear relationship was obtained between the logarithm
of the rate constant and the reciprocal of conversion tempera-
ture. The apparent activation energy was calculated from the
Arrhenius equation (k ¼ Ae�Ea=RT , where k is the rate constant, A
is the frequency factor, Ea is the activation energy, R is the gas
constant, and T is the absolute temperature). Activation energy Ea
is estimated to be 149 kJ mol�1.


Characterization of converted films


Figure 6 shows FT-IR spectra of 2,9-dihexylpentacene precursor
(a), the precursor annealed at 3008C for 3 h (b), annealed film
washed with chloroform (c), and original 2,9-dihexylpentacene
(d). FT-IR spectrum of the precursor (Fig. 6a) shows the
characteristic peak of C——O stretching bands at 1704 and
1748 cm�1. After annealing (Fig. 6b), the peak at 910 cm�1 was
observed, which is characteristic of 2,9-dihexylpentacene
(Fig. 6d). These results indicate that the precursor was smoothly
converted to dialkylpentacene. As shown in Fig. 6b, however,
small peaks were observed in the carbonyl region, indicating that
a small amount of residual precursor, and/or generated
azocarboxylate exist just after annealing. Fig. 6c indicates that
impurities were easily removed by washing the annealed film
with toluene. Because of the low solubility of the regenerated
2,9-dihexylpentacene, negligible amount of dihexylpentacene is
expected to be washed away in this process. In UV–Vis spectrum
of the annealed film, characteristic absorptions (in solid state) at

Figure 7. Optical microscope (a), (b) and polarizer microscope (c), (d) ima
KBr substrate after annealing at 3008C for 30min. (a) and (c): for pristine p


toluene.
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542, 583, 620, 651, 683 nm were observed, which also confirmed
that dialkylpentacene was regenerated by annealing.
Figure 7 shows microscope images of thin films of


2,9-dihexylpentacene regenerated by the annealing of precursor
film deposited on a KBr substrate at 3008C for 30min in nitrogen
atmosphere. From optical microscope images (Fig. 7a and b), it is
revealed that the color of films was changed from inherently
colorless to blue on annealing. No clear-cut boundaries between
domains were observed from POM images (Fig. 7c and d). After

ges of thin films of regenerated 2,9-dihexylpentacene deposited on a
roduct just after thermal treatment, (b) and (d): the films washed with
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annealing at 3008C, the films are gradually cooled. During the
process, the regenerated 2,9-dihexylpentacene passed through
the ordered smectic phase (crystal-smectic; 958C, smectic-
isotropic; 1828C[11]). It is possible for regenerated 2,9-dihexylpen-
tacene to form liquid crystal glass as well as normal crystal.
Significant difference was not observed between the images
before and after washing with toluene, indicating that the
amount of impurities is very small, and resulting morphologies
maintain in the washing process.
From Fig. 7, the domain size was in the range of 50–200mm,


which was larger than that of vacuum-deposited pentacene
polycrystalline, which is reported to be about 5–10mm.[18]


The large domains afford high mobility for OFETs, and improve
the process reproducibility in OFET device fabrication, since the
channel length of device is generally designed in the range of
10–50mm. The large domain would cover the channel with a
monodomain and the best performance of the material would be
expected.

CONCLUSIONS


We synthesized Diels–Alder adducts of 2,9-dialkylpentacenes
with diethyl azocarboxylate as precursors. As expected these
precursors were almost miscible with organic solvents such as
toluene, tetrahydrofuran, and chloroform. Precursor solution
showed chemical stability in air at room temperature.
2,9-Dialkylpentacene was smoothly regenerated by annealing
the precursor films at around 3008C via retro-Diels–Alder
reaction. Conversion temperature was slightly dependent on
the length of alkyl chains accompanied with the odd–even effect.
From isothermal TGA, Arrhenius type of kinetics was observed for
retro-Diels–Alder reaction, and the activation energy was
estimated to 149 kJmol�1. From microscope observation, the
domain size of regenerated 2,9-dihexylpentacene was in the
range of 50–200mm. The large domain size would improve
reproducibility in the fabrication of OFET devices and would
afford high device performance. We are investigating the
fabrication of solution-processed OTFTs utilizing reported
Diels–Alder adducts as precursors and will report the device
performance in the near future.

2


EXPERIMENTAL


General


All reagents were bought from Wako Pure Chemical Industries,
Ltd. and used without further purification. Column chromatog-
raphy was performed with silica gel 60N (spherical, neutral),
63–210mmbought from KANTO chemical Co., Inc. All compounds
were characterized using a combination of MS spectroscopy
(Shimazu, GCMS-QP2010), 1H-NMR spectroscopy (NMR, Varian
Mercury Plus 400MHz), and IR spectroscopy (Shimazu,
FTIR-8300).


Synthesis


As shown in Fig. 1, Diels–Alder adducts for 2,9-dialkylpentacenes
were synthesized based on the method described by Joung
et al.[8] Startingmaterials, 2,9-dialkylpentacenes were synthesized
based on the method described elsewhere.[11] For example,
2,9-dihexylpentacene precursor was synthesized as follows.

J. Phys. Org. Chem. 2008, 21 257–262 Copyright � 2008 John W

Synthesis of Diels–Alder adduct
for dihexylpentacene precursor (DEAD-C6)


A mixture of 2,9-dihexylpentacene (0.50 g, 1.12mmol), 40%
diethyl azodicarboxylate (DEAD) toluene solution (0.75 g,
1.73mmol), and toluene (30ml) was heated at 1108C for 3 h
under a nitrogen atmosphere. The mixture was cooled to the
room temperature and purified by column chromatography
eluting with hexane/ethyl acetate (4/1), and dried to give 0.35 g
(0.56mmol) of light yellow powder (50%).


1H NMR (400MHz, CDCl3, dppm); 0.85 (t, 6H), 1.10–1.22 (br, 6H),
1.22–1.36 (m, 12H), 1.64 (m, 4H), 2.72 (t, 4H), 4.14 (m, 4H), 6.47 (s,
2H), 7.30 (m, 2H), 7.54 (d, 2H), 7.66–7.73 (m, 4H), 7.84 (d, 2H). FT-IR
(KBr): 3048, 2955, 2926, 2855, 1747, 1703, 1617, 1505, 1465, 1395,
1371, 1314, 1276, 1218, 1173, 1110, 1047, 1007, 991, 905, 871, 845,
832, 776, 759, 721, 637, 554 cm�1. MS (EI, 70 eV): m/z (%)¼ 620
(Mþ, 1), 448 (7), 447 (35), 446 (100), 377 (1), 376 (5), 375 (15), 305
(5), 304 (15), 153 (2).


Synthesis of Diels–Alder adduct
for diethylpentacene (DEAD-C2)


Light yellow powder (yield, 63%).
1H NMR (400MHz, CDCl3, dppm); 1.12–1.26 (br, 6H), 1.29 (t, 6H),


2.76 (q, 4H), 4.17 (m, 4H), 6.51 (s, 2H), 7.32 (m, 2H), 7.58 (s, 2H), 7.71
(d, 2H), 7.70–7.79 (s, 2H), 7.86 (d, 2H). FT-IR (KBr): 3048, 2964, 2933,
2873, 1747, 1701, 1617, 1503, 1465, 1395, 1371, 1314, 1276, 1218,
1172, 1110, 1053, 1007, 991, 905, 871, 845, 819, 772, 696, 636,
553 cm�1. MS (EI, 70 eV): m/z (%)¼ 508 (Mþ, 2), 336 (4), 335 (28),
334 (100), 321 (1), 320 (4), 319 (15), 305 (3), 304 (10), 152 (3).


Synthesis of Diels–Alder adduct
for dipropylpentacene (DEAD-C3)


Light yellow powder (yield, 49%).
1H NMR (400MHz, CDCl3, dppm); 0.92 (t, 6H), 1.10–1.20 (br, 6H),


1.67 (m, 4H), 2.67 (t, 4H), 4.12 (m, 4H), 6.47 (s, 2H), 7.29 (m, 2H),
7.54 (d, 2H), 7.70 (m, 2H), 7.70–7.74 (s, 2H), 7.84 (d, 2H). FT-IR (KBr):
3049, 2956, 2931, 2870, 1747, 1703, 1617, 1506, 1465, 1395, 1371,
1314, 1275, 1220, 1172, 1110, 1041, 1007, 991, 908, 870, 845, 771,
694, 637, 553 cm�1. MS (EI, 70 eV): m/z (%)¼ 536 (Mþ, 2), 364 (5),
363 (30), 362 (100), 335 (1), 334 (4), 333 (14), 305 (3), 304 (12), 152
(2).


Synthesis of Diels–Alder adduct
for dibutylpentacene (DEAD-C4)


Light yellow powder (yield, 46%).
1H NMR (400MHz, CDCl3, dppm); 0.90 (t, 6H), 1.10–1.20 (br, 5H),


1.34 (m, 4H), 1.63 (m, 4H), 2.72 (t, 4H), 4.12 (m, 4H), 6.47 (s, 2H),
7.30 (m, 2H), 7.54 (d, 2H), 7.66–7.74 (m, 4H), 7.84 (d, 2H). FT-IR
(KBr): 3049, 2956, 2929, 2857, 1748, 1701, 1617, 1506, 1465, 1395,
1371, 1314, 1275, 1218, 1172, 1109, 1045, 1008, 990, 906, 871, 845,
831, 813, 775, 759, 694, 637, 553 cm�1. MS (EI, 70 eV): m/z
(%)¼ 564 (Mþ, 1), 392 (6), 391 (33), 390 (100), 349 (1), 348 (5), 347
(16), 305 (5), 304 (14), 153 (2).


Synthesis of Diels–Alder adduct
for dipentylpentacene (DEAD-C5)


Light yellow powder (yield, 51%).
1H NMR (400MHz, CDCl3, dppm); 0.87 (t, 6H), 1.10–1.22 (br, 6H),


1.31 (s, 8H), 1.66 (m, 4H), 2.73 (t, 4H), 4.15 (m, 4H), 6.48 (s, 2H), 7.31
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(m, 2H), 7.56 (d, 2H), 7.68–7.76 (s, 4H), 7.85 (d, 2H). FT-IR (KBr):
3047, 2957, 2930, 2856, 1747, 1705, 1618, 1504, 1466, 1396, 1371,
1315, 1275, 1219, 1173, 1109, 1043, 1007, 991, 906, 872, 845, 771,
759, 694, 638, 553 cm�1. MS (EI, 70 eV):m/z (%)¼ 592 (Mþ, 2), 420
(6), 419 (35), 418 (100), 363 (1), 362 (5), 361 (16), 305 (5), 304 (14),
153 (2).


Synthesis of Diels–Alder adduct
for diheptylpentacene (DEAD-C7)


Light yellow powder (yield, 48%).
1H NMR (400MHz, CDCl3, dppm); 0.84 (t, 6H), 1.10–1.22 (br, 6H),


1.22–1.35 (m, 8H), 1.64 (m, 4H), 2.71 (t, 4H), 4.12 (m, 4H), 6.46 (s,
2H), 7.29 (m, 2H), 7.54 (d, 2H), 7.67–7.73 (m, 4H), 7.84 (d, 2H). FT-IR
(KBr): 3049, 2955, 2928, 2855, 1749, 1701, 1618, 1504, 1466, 1396,
1371, 1315, 1277, 1219, 1173, 1111, 1043, 1009, 991, 904, 872, 845,
771, 721, 638, 554 cm�1. MS (EI, 70 eV):m/z (%)¼ 648 (Mþ, 2), 476
(8), 475 (37), 474 (100), 391 (1), 390 (6), 389 (15), 305 (4), 304 (12),
153 (2).


Synthesis of Diels–Alder adduct
for dioctylpentacene (DEAD-C8)


Light orange oil (yield, 58%).
1H NMR (400MHz, CDCl3, dppm); 0.84 (t, 6H), 1.10–1.22 (br, 6H),


1.18–1.35 (m, 20H), 1.64 (m, 4H), 2.71 (t, 4H), 4.12 (m, 4H), 6.47 (s,
2H), 7.30 (m, 2H), 7.54 (d, 2H), 7.66–7.74 (m, 4H), 7.84 (d, 2H). FT-IR
(KBr): 3049, 2956, 2925, 2854, 1751, 1700, 1617, 1503, 1466, 1395,
1371, 1313, 1275, 1219, 1173, 1109, 1043, 1008, 991, 904, 871, 845,
832, 811, 771, 759, 721, 637, 553 cm�1. MS (EI, 70 eV): m/z
(%)¼ 676 (Mþ, 2), 504 (8), 503 (41), 502 (100), 405 (1), 404 (5), 403
(13), 305 (4), 304 (11), 152 (1).


Synthesis of Diels–Alder adduct
for dinonyllpentacene precursor (DEAD-C9)


Light orange oil (yield, 53%).
1H NMR (400MHz, CDCl3, dppm); 0.85 (t, 6H), 1.10–1.20 (br, 6H),


1.18–1.35 (m, 24H), 1.64 (m, 4H), 2.71 (t, 4H), 4.12 (m, 4H), 6.47 (s,
2H), 7.30 (m, 2H), 7.54 (d, 2H), 7.66–7.75 (m, 4H), 7.84 (d, 2H). FT-IR
(KBr): 3044, 2956, 2925, 2854, 1751, 1701, 1617, 1502, 1465, 1395,
1371, 1313, 1275, 1220, 1173, 1109, 1043, 1008, 991, 905, 871, 845,
811, 775, 759, 721, 637, 553 cm�1. MS (EI, 70 eV): m/z (%)¼ 704
(Mþ, 2), 532 (9), 531 (42), 530 (100), 419 (1), 418 (4), 417 (11), 305
(3), 304 (8), 152 (1).


Synthesis of Diels–Alder adduct
for didecylpentacene (DEAD-C10)


Light orange powder (yield, 43%).
1H NMR (400MHz, CDCl3, dppm); 0.85 (t, 6H), 1.10–1.22 (br, 6H),


1.18–1.35 (m, 28H), 1.64 (m, 4H), 2.71 (t, 3H), 4.12 (m, 4H), 6.46 (s,
2H), 7.30 (m, 2H), 7.54 (d, 2H), 7.66–7.76 (m, 4H), 7.84 (d, 2H). FT-IR
(KBr): 3049, 2955, 2926, 2853, 1747, 1705, 1618, 1504, 1466, 1396,
1371, 1315, 1277, 1219, 1173, 1109, 1043, 1007, 989, 903, 872, 845,
771, 721, 638, 554 cm�1. MS (EI, 70 eV):m/z (%)¼ 733 (Mþ, 1), 560
(11), 559 (45), 558 (100), 433 (1), 432 (5), 431 (12), 305 (4), 304 (10),
153 (1).
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Synthesis of Diels–Alder adduct
for diundecylpentacene (DEAD-C11)


Light orange powder (yield, 37%).
1H NMR (400MHz, CDCl3, dppm); 0.85 (t, 6H), 1.10–1.22 (br, 6H),


1.18–1.35 (m, 32H), 1.64 (m, 4H), 2.71 (t, 4H), 4.13 (m, 4H), 6.47 (s,
2H), 7.30 (m, 2H), 7.54 (d, 2H), 7.66–7.76 (m, 4H), 7.84 (d, 2H). FT-IR
(KBr): 3049, 2954, 2925, 2853, 1751, 1706, 1617, 1506, 1465, 1395,
1371, 1314, 1275, 1218, 1172, 1109, 1045, 1008, 991, 903, 872, 845,
832, 811, 771, 759, 720, 636, 553 cm�1. MS (EI, 70 eV): m/z
(%)¼ 760 (Mþ, 2), 588 (11), 587 (49), 586 (100), 447 (1), 446 (4), 445
(10), 305 (3), 304 (7), 153 (1).


Thermal analysis and optical microscope observation


The thermal transition of Diels–Alder adducts was investigated by
differential scanning calorimetry (DSC, TA Instruments Q10)
under nitrogen flow. The retro-Diels–Alder reaction behavior was
monitored by thermogravimetric analysis (TG, ULVAC-RIKO, Inc.
VAP-9000). Optical microscope observation was carried out with
polarizing optical microscopy (POM, Nikon E600 POL).
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Binding of ciguatera toxins to the
voltage-gated Kv1.5 potassium channel
in the open state. Docking of gambierol
and molecular dynamics simulations of
a homology model
Francesco Pietraa*

Ciguatera poisoning is a toxinological syndrome fro
which has serious social and economic consequence

J. Phys. Or

m ingestion of seafood contaminated by dinoflagellate toxins
s from the Indo-Pacific to the Caribbean. These polyannealed


ethereal-ring toxins, which comprise ciguatoxins, maitotoxin, and gambierol, are known to affect ion channels.
Reported here are the first indications at molecular level as to the mode of interaction of these toxins with ion
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INTRODUCTION


Ciguatera poisoning is a toxinological syndrome resulting from
ingestion of contaminated seafood from the tropics.[1–4] Typical
symptoms comprise gastrointestinal, neurocutaneous and con-
stitutional anomalies, including nervousness, cardiovascular
upheaval, inverse temperature sensation, muscle cramps,
headache and bewildering that may last from weeks to much
longer. Worse, following the initial syndrome, subjects become
hypersensitive to ciguateric seafood.[3]


No effective treatment of ciguatera poisoning is available, and,
because of such enigmatic mixture of symptoms, misdiagnoses
may occur.[3] With at least 50 000 cases of poisoning reported
annually from the Indo-Pacific to the Caribbean, this syndrome
has serious social and economic consequences, in particular job
losses and banning of fish sale in certain areas and periods such
as the barracuda in the Caribbean.[1]


Diagnosis of ciguatera is mostly based on etiology, knowing
that the intoxication is caused by annealed (ladder) polyethers
produced by the epiphytic dinoflagellate Gambierdiscus toxicus
and spread along the marine food chain in otherwise edible
fish and mollusk.[4] The toxin suite comprises ciguatoxins,
gambierol, and maitotoxin.[4] These long molecules (if stretched,
they are in the nanometer length range) show high affinity for
transmembrane proteins, affecting the ion course in voltage-
gated ion channels. It is well established that maitotoxin

g. Chem. 2008, 21 997–1001 Copyright �

increases the Caþþ cytosolic concentration via activation
of Caþþ-permeable, non-selective cation channels. Ciguatoxin
CTX1B at low or moderate concentration partially blocks
potassium currents, while even low doses suffice to block
voltage-gated Naþ channels by binding at receptor site 5, thus
enhancing neuronal excitability.[2] The same receptor site 5 is
chosen by toxic ladder polyethers (brevetoxins) released by the
Caribbean dinoflagellate Karenia brevis.[5,6] This is counteracted
by both brevenal (from the same dinoflagellate[5]) and
gambierol.[7] Notably, gambierol is also known to affect
TRPV1-type of thermal and pain sensation channels,[8] as well
as to inhibit voltage-gated currents in Kþ channels of mouse taste
cells.[9]


The binding sites of ladder polyethers to Kþ channels remain
unknown. Therefore, to overcome present limits to experimen-
tation, while providing amultifaceted approach to these complex
phenomena, computational docking and molecular dynamics
(MD) simulations are in order.

2008 John Wiley & Sons, Ltd.
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For gambierol, the biophysical characteristics of the ionic
currents suggest a delayed rectifier type of channel,[10] hence
very likely of the Kv1.5 type.[11] Therefore, relying on the solid
knowledge that all voltage-gated Kþ channels differ very little
from one another in the channel portion, recourse is made here
to a homology model (called ‘teepee’ in the following) of
the Kv1.5 Kþ channel from available high-resolution X-ray
diffraction data for mammalian Kv1.2.[12]

METHOD


All docking (serial mode) and MD simulations (parallel mode)
were carried out on a computer based on AMDdual-core Opteron
CPUs, with 4GB RAM per cpu, driven by Linux Debian amd64 etch
as operative system. Program DOCK, version 6.1,[13] was compiled
with gcc version 4:4.1.1–15, and was used in combination with
programs DMS,[14] SPHGEN-CPP, version 1.2,[15] SPHERE-SELECT,
version 1.0,[16] and Chimera, version 1.2422.[17] Amber,
version 9,[18] was compiled with Intel1 ifort, version 9.1.036,
and icc, version 9.1.042, which were also used to compile
OpenMPI, version 1.2.3, as support for parallel execution of the
simulation programs. The structure of gambierol[19,20] was
minimized with the molecular mechanics program PCMODEL,
version 9.1,[21] MMFF94 force field,[22] running on Linux Debian
i386 etch with OpenGL graphic support. Simulated annealing MD
in vacuum was carried out with Amber 9, driven by Xanneal
Python script.[23]


DOCK 6.1[13] offers a wide variety of algorithms to predict
binding poses, superimposing a potential ligand onto a negative
image of the binding pocket (created with DMS[14]), starting from
the crystal or NMR structure of the receptor. I choose grid scoring
for the whole protein model, making recourse to SPHGEN-CPP[15]


and SPHERE-SELECT[16] to generate and select spheres, as DOCK’s
own sphere generator and selector proved unable to perform
with so many spheres (685) and grid points (10 536 750). As initial
structures, I chose the crystal structure of the protein[12] and the
least energy conformation of the ligand from simulated
annealing MD in vacuum. The procedure was started with rigid
body docking,[13] where both the protein and the ligand initial
conformations were held fixed. Then, flex body docking[13] was
carried out, where the ligand was allowed to move and which
requires as much as 9GB memory. In either case, I relied on
minimum ligand–protein binding energy for best scoring.
Re-scoring (amber score[13]) was then carried out with the
ligand best pose from flex body docking, using a sphere
representation of the receptor for the distance-movable-region.
This is an MD-conjugated-gradient minimization in implicit
solvent, where the solvation energy is calculated using the
Generalized Born solvation model. In this procedure, the ligand
only is first allowed to move, then all the atoms in the ligand and
receptor are allowed to move. The best scored complex
ligand–protein from this procedure was embedded in a lipid
membrane and MD simulation was carried out with program
Amber.
In essential details, while closely following a guideline, [24] for


compatibility of programs the Kv1.5 model had to be rebuilt from
MacKinnons Kv1.2 X-ray diffraction data.[12] The model includes
residues 417–527 (standard Kv1.5 numbering[25]) for segments S5
and S6, the selectivity filter, the pore protein, and a water
molecule in the fourth position of the selectivity filter. This will be
called ‘teepee’ from here on. For gambierol, Cartesian coordinates

www.interscience.wiley.com/journal/poc Copyright � 2008

from the PCMODEL[21] minimized structure and related
parameters from Antechamber,[26] force field GAFF,[27] as
implemented in Amber 9,[18] were used to run a 10 000 cycles
minimization in vacuum at constant volume, without any restraint
on any atom, time step 0.001 ps. Although the structure of
gambierol from PCMODEL minimization was strain free, this
minimization/heating procedure was needed to get simulated
annealing in vacuum[23] running correctly. This involved repetitive
heating to 800 K and cooling down to 50 K, collecting 100
conformations, from which the least energy conformation was
chosen and used for docking. To this end, the molecular surface
of teepee, deprived of all hydrogen atoms, was calculated with
DMS,[14] while spheres were generated[15] and selected[16] for a
25 Å radius centered on the oxygen atom of the water molecule
at the fourth position of the selectivity filter. The spheres covered
most teepee, only leaving out the short loops on the extracellular
side and the tail of the truncated helices on the intracellular side.
A grid for docking was set up for a box of 66� 67� 63 Å, totaling
10 536 750 grid points. AM1-BCC charges for gambierol were
MOPAC calculated with Antechamber,[26] as implemented in
Chimera.[17] An 80� 80 Å bilayer of 1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine (POPC), with polar heads solvated
by TIP3P water, was created with Membrane plugin.[28] Cartesian
coordinates for POPC were extracted from the membrane pdb
file, while parameters were obtained from divcon calculation with
Antechamber,[26] force field GAFF,[27] and AM1-BCC charges. With
Chimera,[17] pdb files were opened for both the membrane and
the best-scored protein-ligand complex, the latter aligned along
the main axis of the membrane and translated to the center.
POPC and water molecules overlapping the complex were
eliminated, with a 1.5 Å margin around the complex. The aligned
complex and membrane were combined in Amber 9 LEaP, force
fields ff99SB [18] and GAFF,[27] and solvated with TIP3P water, with
12 Å buffer, getting a 113� 110� 92 Å box. This was minimized
at constant volume with restraint by a harmonic potential with a
force of 30 kcal/(mol Å2) on the teepee-complex and lipid.
Minimization was continued without any restraint on any other
atom, initially for 1000 steps of steepest descent, time step
0.001 ps, followed by 1000 steps of conjugated gradient
minimization. Further 1500 steps of steepest descent minimiz-
ation were carried by removing all restraints. Langevin heating
from 0.1 to 300 K was carried out in 50 ps with restraint by a force
constant of 32 kcal/(mol Å2) on the teepee-complex and the polar
head of POPC, under SHAKE, with 0.002 ps time step. The system
was simulated at constant temperature of 300 K and pressure of
1.0 atm for 550 ps, all restraints were removed, and simulation
continued for 8 ns (0.0015 ps time step). Although no special
attention was paid to lateral diffusion in the lipid bilayer,[29] no
anomaly was observed. RMSD versus time was calculated with the
RMSD Trajectory Tool,[30] from production MD, with respect to
frame 0 and by first aligning the structures. Clustering was carried
out with the Cluster plugin.[31] Mapping of protein residues
around the ligand was accomplished with Chimera,[17] from
which Figs 1 and 2 were also derived.

RESULTS AND DISCUSSION


The validity of the homotetramer homology models of Kv1.5
channel, derived from the crystal structure of mammalian
potassium channel Kv1.2 in the open state[12] was already
discussed exhaustively.[24] It is only worth reminding here that

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 997–1001







Figure 1. A: side view of minimum-energy Kv1.5 Kþ channel homology


model–gambierol complex, hiding the POPC/H2Omembrane used for MD


simulation. Extracellular zone on top and cytoplasmic side at the bottom.


Protein residues at �3.0 Å from gambierol (oxygen atoms in red and
hydrogen atoms in white) are represented in different colors for the


different subunits of the tetramer and the related filter: green, cyan, red,


and blue for subunits 1, 2, 3, and 4, respectively. Numbering of the amino


acid sequence is fully indicated (by the residue name, according to
standard Kv1.5 numbering,[25] and pointing line of same color) for


subunits 2 and 3, while for subunits 1 and 4 the filter only is indicated


to avoid overcrowding of labels. However, the position of all other


residues of subunits 1 and 4 can be easily appreciated by recalling (as
in the text) that descending along Fig. 1A corresponds to descending


along Table 1, for the teepee from the short loop to the truncated helix for


each subunit, and for gambierol from the carbinol head to the polyene
tail.


B: top view corresponding to side view A. The hydroxyl oxygen of


gambierol is seen in red, along with the adjacent methylene group in


white, at the southeastern part of the channel. Filter residues to which this
hydroxyl hydrogen atom is most close (T591 and T813) are indicated by


the residue names and pointing lines of the same color
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the sequence identity of Kv1.2 with Kv1.5, for which there is no
crystal structure available, is about 90% in the pore region. The
latter is of our concern. This Kv1.5 homology model was already
used successfully for docking small ligands, such as ortho,ortho-
disubstituted bisaryls.[24] These small ligands fulfill the rule of
thumb of drug hunting that docking within 2 Å RMSD of the
crystallographic pose can only be achieved with less than eight
rotatable bonds.
Nature has no such restraints, being able to dock selectively


large, non-polymeric ligands to proteins, which is the basis of
many processes. Present work aimed at nature’s capability in

J. Phys. Org. Chem. 2008, 21 997–1001 Copyright � 2008 John

docking a large, flexible natural ligand. To achieve that, recourse
was made to a docking computational program, DOCK 6.1,[13]


with contributed software to treat large ligands,[15,16] as
explained above. Docking was just a starting point for MD
simulation with the complex. Thus, the best scored teepee–
gambierol complex from automated docking in implicit
solvent[13] was embedded in a phospholipid bilayer of 1-
palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC), sol-
vated with water, and equilibrated, followed by standard MD
simulation. This constitutes a more realistic environment than the
water-solvated octane box used for MD simulations with
anti-fibrillation drugs.[24] The minimum energy structure (quite
similar to the averaged structure) after 8 ns of MD simulation,
freed of the lipid bilayer for clarity, is shown in Fig. 1A, where the
teepee residues in closest contact with gambierol, characterized
by the same color for the same unit of the tetramer, are indicated
with pointers for subunits 2 and 3 and in part also for subunits 1
and 4. At any event, the amino acid sequence can also be easily
distinguished with the aid of Table 1. In doing so, one has to bear
in mind that descending along Table 1 corresponds to
descending along Fig. 1A, for the teepee from the short loop
to the truncated helix for each subunit, and for gambierol from
the carbinol head to the polyene tail.
It should be remarked that the single most critical residue,


T480, and other important residues, V505, V512, V516, identified
by alanine scanning for anti-fibrillation drugs that block Kþ


channels,[32] are the most relevant ones with gambierol too.
What’s more, Table 1 and Fig. 1A reveal unequal interaction of
gambierol with the different subunits of the tetramer. This has no
precedent in either experimentation with Kv1.5 channels[32] or
simulations with homology models,[24] where no distinction was
ever made as to docking to the tetramer subunits.
Unequal docking to the teepee is most dramatically


corroborated by mapping around the gambierol hydroxyl
hydrogen atom. Within a distance of 2.5 Å, this hydrogen atom
turns out to point to T591 (filter/2) and T813 (filter 4). The shortest
distance (2.18 Å) is found between the gambierol hydroxyl
hydrogen atom and the T591 hydroxyl oxygen atom, with an
O—H—O angle of ca. 1538. This situation is compatible with
strong H-bonding,[33] which can be viewed to contribute to the
orientation of gambierol with its polar head on the filter side.
Figure 1B best illustrates the point, with the hydroxyl group of
gambierol pointing to the right toward cyan-colored T591.
It is also worth noticing that the polyene chain of gambierol is


selectively oriented toward the S3 helix (the cis C38 proton of
gambierol is closest (�3.0 Å) to V736 (S3/3)). All adaptations of
the ligand to the protein make gambierol quite strained, while
the RMSD between teepee after MD simulation and the crystal
structure is less than 1 Å. The strained, cyan-colored structure (as
from Fig. 1A, B) is aligned in Fig. 2 with the in vacuum minimum
strain energy, shown in red. It should be noticed from the former
that the polyene chain has taken a disfavored orientation, while
rotation around the C18—C19 bond at the central oxepane ring
has induced repulsive contacts between the C21 methyl group
and the C16 proton, forcing a twist in the whole ladder moiety, up
to the polar end. This amounts to a strain energy increase of ca.
90 kcal/mol, from single-point energy molecular mechanics
calculation in vacuum[21] with MMFF94 force field.[22]


The tentative mode of interaction of a representative ciguatera
toxin with Kþ channels described here should stimulate
experimenting and aid devising a much needed specific remedy
for such a socially and economically relevant disorder as ciguatera.

Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 1. Mapping, from least energy ensemble, of teepee
protein residues around ligand gambierol


Residuea within distance z (Å)
from ligand


Substruct./unit
Color in
Fig. 1A, Bz � 2.0 z � 2.5 z � 3.0


T480 T480 Filter/1 Green
V505 S6/1 Green
A509 S6/1 Green


V512 V512 S6/1 Green
P513 P513 S6/1 Green
V516 V516 S6/1 Green


N520 S6/1 Green
T591 T591 Filter/2 Cyan
V616 V616 S6/2 Cyan
I619 I619 S6/2 Cyan


A620 S6/2 Cyan
T702 T702 Filter/3 Red
V727 V727 S6/3 Red


I730 S6/3 Red
A731 A731 S6/3 Red


V734 V734 V734 S6/3 Red
P735 P735 S6/3 Red


V736 S6/3 Red
S739 S739 S739 S6/3 Red


T813 T813 Filter/4 Blue
I841 I841 S6/4 Blue
V845 V845 S6/4 Blue
P846 P846 S6/4 Blue


V849 S6/4 Blue
S850 S6/4 Blue


a Standard Kv1.5 numbering.[25]


Figure 2. Gambierol structure (cyan) from minimum energy ensemble MD (as in Fig. 1), aligned with minimum strain-energy structure from simulated


annealing in vacuum (red). RMSD 2.5 Å
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SUPPORTING INFORMATION


Supporting information: (i) Cartesian coordinates for gambierol
final pose from docking andMD, (ii) Parameters for the lipid of the
membrane, in Amber prep format.
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Effect of Lewis acids on the Diels–Alder
reaction in ionic liquids with different
activation modes
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The Diels–Alder reaction has been examined in room temperature ionic liquids with high molar concentrations of
Lewis acids under various conditions. Amolar ratio of 10% catalyst gave a large increase in the selectivity and the yield
of the reaction. The effect of catalysts on reaction rates was also examined under 100MPa of pressure which leads to
modest improvements in reaction rates. Ultrasound andmicrowave dielectric heating were also shown to improve the
rate and, to a minor extent, selectivity of the examined reactions. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The Diels–Alder reaction is one of the most important
carbon–carbon bond forming reactions used to prepare cyclic
structures.[1] It usually affords a mixture of isomers and the
selectivity, and reaction rate, are highly solvent dependent. Ionic
liquids represent an interesting class of solvent in which to
conduct Diels–Alder reactions, since they are polar and have low
vapour pressure, potentially leading to high selectivities with the
possible added advantage of facile product separation. A number
of Diels–Alder reactions have been conducted in ionic liquids,[2–9]


and from these studies it would appear that the selectivity of
Diels–Alder reactions is dependent on the hydrogen bond donor
capacity of the ionic liquids that can stabilize the transition state.
Moreover, bulky cations lead to lower selectivities and strong
electrostatic associations between the ionic liquid ions results in a
lower interaction between the ionic liquid and the transition
state. It would appear that the design of ionic liquids with cations
that contain specific groups to facilitate alignment of the
substrate to improve selectivities may not lead to vastly improved
systems. A far simpler and more effective approach might be to
incorporate Lewis acid anions as a component of the ionic liquid,
which has been shown in some instances to lead to large
improvements in selectivity.[5] The ability of Lewis acids to
increase both the reaction rate and the selectivity of cycloaddi-
tions contrasts with other catalysed reactions, in which an
increase in the reaction rate is accompanied by a decrease in
selectivity, according to the reactivity–selectivity principal.[10,11]


The cycloaddition of cyclopentadiene to methyl acrylate in
chloroaluminate ionic liquids takes place with very high rates and
selectivities, although the ionic liquids cannot be reused.[4]


Chloroaluminate ionic liquids have also been shown to promote
selectivities towards different products depending on the molar
fraction of aluminium(III) chloride employed.[5] It has also been
reported that the addition of Lewis acids such as Sc(CF3SO3)3, to
an ionic liquid, can dramatically increase the selectivity and the

g. Chem. 2008, 21 264–270 Copyright �

rate of Diels–Alder reactions.[12] Choline dizincpentachloride type
ionic liquids also show promise, but their high viscosities, typically
greater than 1000 cP, necessitate the use of either a cosolvent or
mechanical stirring.[6] Recyclable organotungsten Lewis acids
have been used to assist the Diels–Alder reaction in ionic liquids
and moderate selectivities and good yields were obtained.[13]


A series of Lewis acids (0.5mol%) have been used in combination
with ionic liquids to investigate the reaction of cyclopenta-
diene and methyl vinyl ketone and good selectivities and yields
were observed.[14] Overall, however, in the majority of cases the
combined influence of ionic liquids and Lewis acids offer modest
improvements in selectivities and yields on the Diels–Alder
reaction.
High pressure can influence the Diels–Alder reaction by


accelerating the reaction, modifying regioselectivity and diaster-
eoselectivity, and by causing changes to the chemical equi-
librium.[1] The pressure effect on cycloaddition reactions has
been widely explored in organic solvents,[15,16] aqueous
solutions[17] and fluorous media.[18] The pressure effect in the
cycloaddition of 2,6-dimethylbenzoquinone to isoprene and
hexachlorocyclopentadiene in ionic liquids was shown to have
the same effect as that observed in organic solvents.[19] The
influence of ionic liquids on the Diels–Alder reaction under
pressure was studied in other reactions and again ionic liquids
were shown to have a similar influence on selectivities and rates
to ethanol, although improvements in the rates and the

2008 John Wiley & Sons, Ltd.
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selectivities were observed when the reaction was conducted
under pressure in ionic liquids containing the Lewis acid catalyst
ZnI2 (0.5mol%).[20]


Since Lewis acids are highly soluble in ionic liquids,[21] we
decided to investigate the influence of high concentrations of
Lewis acids in [Tf2N]-based ionic liquids on the Diels–Alder
reaction, also exploring the influence of high pressure, ultrasound
and dielectric heating.

2


RESULTS AND DISCUSSION


The reaction of cyclopentadiene with three different dienophiles
(Scheme 1) was investigated in [bmim][Tf2N] 1 using different
molar ratios (0.2–20%) of the Lewis acid catalysts ZnI2, AlCl3, InCl3
or Sc(OTf )3.
Reactions were performed at 258C for either 2 or 4 h, 2 h for


acrolein (the more reactive dienophile) and 4 h for the less
activated methyl acrylate and acrylonitrile dienophiles. All the
reactants were added at 08C to suppress polymerization of the
substrates that can occur at room temperature. The results from
these studies are listed in Table 1 and further details are provided
in the Experimental Section.
High molar ratios of the catalyst result in increased selectivity


of the reaction. The optimal amount of the catalyst is 10% molar
ratio; exceeding 15% molar ratio of the catalyst results in a
reduction of the yield due to polymerization of the starting
materials, although the selectivity is improved. At 20%molar ratio
of catalyst the yield and endo:exo ratio decreases and the
extraction of the products becomes difficult. It is worth noting
that Sc(OTf )3 and ZnI2 do not completely dissolve in 1[Tf2N] at
high loadings, ca. >15% ratio. The activity of the catalysts follow
the trend: ZnI2<AlCl3< InCl3< Sc(OTf )3. Higher selectivites are
observed in the ionic liquids compared to EtOH and water under
comparable conditions. Due to the lower reactivity of acryloni-
trile, as expected, the improvement in the selectivity was only
modest. Therefore, for further experiments only the more active
dienophiles methyl acrylate and acrolein were used such that
spectroscopic data could be acquired within reasonable time
frames.
Neat chloroaluminate and chloroindate ionic liquids were also


studied (i.e. in the absence of Tf2N
�). As mentioned in the


Introduction the former have been evaluated previously,[5] and

J. Phys. Org. Chem. 2008, 21 264–270 Copyright � 2008 John W

chloroindate ionic liquids have recently been shown to offer
certain advantages over chloroaluminates in Friedel–Craft
acylation reactions.[22] Accordingly, chloroindate(III) ionic liquids
[X(InCl3)¼ 0.55 and 0.67] were prepared by mixing the appro-
priate amounts of the organic chloride salt with anhydrous
indium(III) chloride at 808C. The amount of chloroindate(III) melt
used was calculated so that themolar excess of InCl3 compared to
[bmim]Cl was 5 or 10mol% with the respect to the dienophile,
hereafter denoted as j¼ 5 or 10. The ensuing results (see Table 2)
confirm that InCl3-based ionic liquids represent a good
alternative to AlCl3 systems, since superior yields and selectivities
were observed. The advantage of chloroindate ionic liquids over
chloroaluminate ionic liquids is probably related to its hydrolytic
stability and reduced oxophylicity, as noted previously.[22]


The effect of pressure on the Diels–Alder reaction between
cyclopentadiene andmethyl acrylate in the presence of the Lewis
acid catalysts (10mol%) was also investigated (Table 3). Only
methyl acrylate was chosen for high pressure studies as this
substrate reacts at an ideal rate for in situ spectroscopic analysis.
Reactions were followed by high pressure IR spectroscopy and
the reaction profiles were evaluated using Eqn (1) by solving the
relevant second-order rate law differential analytically.[23] Only an
overall rate could be calculated from the spectroscopic data in
order to establish the influence of the Lewis acid catalyst on the
reaction rate under pressure.


� d A½ �
dt


¼ A½ �t B½ �t k (1)


[A]t: dienophile concentration; [B]t: cyclopentadiene concen-
tration; k: rate constant for the product mixture
Under 100MPa pressure reaction rates were enhanced only


modestly in ionic liquids containing 10% mol ratio of Lewis acid
catalyst, with the largest pressure induced acceleration obtained
in the presence of InCl3. Again, compared to ethanol, superior
selectivities were observed in ionic liquids, although they are
either the same or only marginally improved compared to
reactions conducted at ambient pressure.
Although the use of ultrasound on the Diels–Alder reaction


conducted in organic solvents has only a limited influence,[24,25]


ultrasonic activation of cycloaddition reactions has been
investigated in one ionic liquid and an improvement in the
yield and selectivity was observed.[26] The reaction between
cyclopentadiene and acrolein was therefore conducted in ionic
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Table 2. Effects of InCl3- and AlCl3-based ionic liquids on the cycloaddition of cyclopentadiene and two dienophiles: MCl3-[bmim]Cl
[X(MCl3)¼ 0.55 or 0.65] ionic liquid, j¼ 10 of MCl3 (in parenthesis j¼ 5 of MCl3), (M¼ In or Al). Reaction time, 4 h for methyl acrylate
and 2 h for acrolein, 258C


(%)


Methyl acrylate Acrolein


endo:exo Yield (%) endo:exo Yield (%)


InCl3 55 9.0 (8.8) 98 8.7 (8.5) 95
InCl3 65 9.7 (9.1) 97 9.0 (8.7) 94
AlCl3 55 7.7 97 7.3 94
AlCl3 65 10.1 40 9.7 35


Table 3. Rate constants and rate constant ratios for the reaction of cyclopentadiene with methyl acrylate in [bmim][Tf2N]
containing 10% molar ratio Lewis acid catalyst at 0.1 and 100MPa. Temperature¼ 58C, time¼ 4 ha


Solvent 1[Tf2N]
b EtOH-InCl3 1[Tf2N]-ZnI2 1[Tf2N]-AlCl3 1[Tf2N]-Sc(Otf )3 1[Tf2N]-InCl3


p (MPa) ka� 104 ka� 104 ka� 104 ka� 104 ka� 104 ka� 104


0.1 0.169 2.9 3.0 3.1 4.9 5.5
100 0.413 7.1 7.8 8.4 13.7 16.0
k100/0.1 2.4 2.4 2.6 2.7 2.8 2.9
endo:exo 0.1/100MPa 4.2:4.5 8.2:8.4 9.1:9.2 12.5:12.7 18.1:18.2 15.2:15.3


a In (M�1 sec�1) and the standard deviation is at the 95% confident level.
bWithout Lewis acid catalyst.


EFFECT OF LEWIS ACIDS ON DIELS–ALDER REACTION

liquids in the presence of ultrasound, with [Tf2N]-based systems
because the anion is not decomposed by sonication.[26]


Sonication promotes the formation, growth and implosive
collapse of bubbles in a liquid; the rapid collapse of such
bubbles results in the formation of hot spots which can influence
the reaction. Ultrasound results in a slight enhancement in the
selectivity of the reaction and a significant increase in yield
(Table 4). The reaction was stopped after 4 h and the yields for the

Table 4. Influence of ionic liquids and Lewis acid catalysts (10mo
cycloaddition of cyclopentadiene with acrolein or methyl acrylate in
and stopped after 8 h for methyl acrylate and 4 h for acrolein


Entry Cation Dienophile


1a — Acrolein
2 1 Acrolein
3 2 Acrolein
4 3 Acrolein
5 4 Acrolein
6 5 Acrolein
7 6 Acrolein
8 7 Acrolein
9 8 Acrolein


10 9 Acrolein
11 10 Acrolein
12 1-ZnI2 Acrolein
13 1-AlCl3 Acrolein


J. Phys. Org. Chem. 2008, 21 264–270 Copyright � 2008 John W

silent reactions are typically 75–85%, while the reactions
employing ultrasound exceed 90%. The observed selectivities
follow the same trends as those obtained under normal (silent)
conditions, which implies that although the ionic liquids are
unlikely to enter the cavity (because of their low vapour pressure)
they still influence the selectivity of the reaction.
It was possible to obtain near quantitative yields under


sonicated conditions using high concentrations of Lewis acid

l%) on the yields and endo:exo selectivities in the sonicated
[Tf2N]


�-based ionic liquids. Reactions were monitored at 258C


Ratio (yield %) silent Ratio (yield %)


3.4 (78) 3.5 (91)
4.4 (80) 5.1 (93)
4.8 (79) 5.4 (90)
4.4 (83) 5.0 (94)
4.6 (82) 5.3 (94)
5.9 (83) 6.6 (93)
5.5 (84) 6.2 (91)
5.1 (80) 5.7 (92)
4.4 (81) 5.0 (92)
4.3 (79) 4.9 (91)
4.2 (77) 4.8 (90)
9.9 (92) 11.2 (99)


13.2 (93) 14.7 (96)


(Continues)


2
6
7


iley & Sons, Ltd. www.interscience.wiley.com/journal/poc







Table 4. (Continued)


Entry Cation Dienophile Ratio (yield %) silent Ratio (yield %)


14 1-InCl3 Acrolein 16.0 (93) 17.1 (99)
15 1-Sc(OTf)3 Acrolein 18.8 (90) 19.2 (97)
16a — Methyl acrylate 3.2 (82) 3.4 (93)
17 1 Methyl acrylate 4.2 (84) 4.6 (95)
18 2 Methyl acrylate 4.4 (83) 4.8 (94)
19 3 Methyl acrylate 4.1 (82) 4.5 (96)
20 4 Methyl acrylate 4.3 (80) 4.7 (97)
21 5 Methyl acrylate 5.5 (83) 6.0 (95)
22 6 Methyl acrylate 5.1 (85) 5.6 (97)
23 7 Methyl acrylate 4.8 (84) 5.2 (96)
24 8 Methyl acrylate 4.1 (84) 4.5 (97)
25 9 Methyl acrylate 4.0 (82) 4.5 (95)
26 10 Methyl acrylate 3.9 (83) 4.4 (97)
27 1-ZnI2 Methyl acrylate 9.1 (94) 10.8 (99)
28 1-AlCl3 Methyl acrylate 12.5 (94) 13.8 (96)
29 1-InCl3 Methyl acrylate 15.2 (91) 16.8 (97)
30 1-Sc(OTf)3 Methyl acrylate 18.1 (90) 20.9 (98)


a Neat reaction without solvent.
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catalysts (10mol%) in 1[Tf2N]. Improvements in the selectivities
were observed in all the Lewis acid catalysed reactions, with an
endo:exo ratio >20 being achieved (Table 4, entry 30).
Numerous reactions conducted in ionic liquids or in molecular


solvents containing ionic liquids under microwave heating have
been reported.[27] However, as far as we are aware, Diels–Alder
reactions have not been examined in detail,[13,28,29] with the
exception of a study focussed on the ionic liquid N-hexyl-N0-
methylimidazolium tetrafluoroborate. Essentially, it was found
that under equivalent conditions yields were significantly im-
proved in the absence of any change to the selectivity.[30] The
reaction between cyclopentadiene and acrolein was conducted
in different ionic liquids with microwave dielectric heating using
acrolein as the substrate. The reaction was carried out for 10min

Table 5. Effect of microwave irradiation on the yield and selectiv
acrolein


Ionic liquid


Microwave 608C Irradiation (10min) Conventio


endo:exo Yield(%) endo


1[Tf2N] 3.7 99 3.4
2[Tf2N] 4 94 3.5
3[Tf2N] 3.6 97 3.8
4[Tf2N] 3.8 96 3.4
5[Tf2N] 5.4 99 4.9
6[Tf2N] 5 98 4.5
7[Tf2N] 4.4 90 4.0
8[Tf2N] 3.7 93 3.2
9[Tf2N] 3.6 97 3.1
10[Tf2N] 3.5 95 3.1


a Reaction time established by monitoring the reaction in situ usin


www.interscience.wiley.com/journal/poc Copyright � 2008

at a fixed temperature of 608C and for comparison the reactions
were monitored under the ambient conditions and at 608C using
conventional heating (Table 5).
From Table 5, it is evident that despite the excellent reaction


rates, lower selectivities are observed under microwave irradia-
tion, compared to reactions conducted at room temperature, as
observed previously.[30] It has been reported that the reaction
course in ionic liquids under microwave irradiation is driven by
the effect of efficient microwave dielectric heating of materials
and not by the overall temperature of the medium during the
process,[30] which is in good agreement with our observations.
The reactions were accelerated considerably and the selectivities
were improved slightly when compared to reactions using
conventional heating methods.

ity in the Diels–Alder reaction between cyclopentadiene and


nal 608C Heating (25min)a Ambient RT Conditions(4 h)


:exo Yield (%) endo:exo Yield (%)


95 4.4 80
94 4.8 79
98 4.3 83
93 4.6 82
97 5.9 83
92 5.5 84
96 5.1 80
92 4.4 81
98 4.3 79
97 4.2 77


g 1H NMR spectroscopy.
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CONCLUSIONS


Herein, the influence of physical activation modes (high pressure,
ultrasound and microwave heating) individually or in combi-
nation with chemical activation modes (Lewis acid catalysts), on
the Diels–Alder reaction in ionic liquids have been investigated. It
has previously been reported that the strength of ion pairing
between the ionic liquid cation and anion is important in
controlling Diels–Alder reactions.[8] That is, the weaker the ion
pairing interaction the stronger the interaction between the ionic
liquid anion and substrate, leading to increased selectivities. Our
correlations fit very well with data reported by Chiappe and
coworkers who demonstrated by ESI-MS the relative ion pairing
strengths of a series of ionic liquid cations and anions, and
notably that [Tf2N]


� interacts relatively weakly with ionic liquid
cations.[31] Weak anion–cation interactions allow the substrate to
interact more intimately with the ionic liquid cation in agreement
with the work of Welton and coworkers.[9]


From this study, we were able to show that the relatively high
concentrations of Lewis acid catalysts can improve the selectivity
and the yield of Diels–Alder reactions conducted in the ionic
liquids. High concentrations of InCl3 gave good results,
presumably due to its high solubility and stability in the ionic
liquid, in agreement with a previous study on alkylation
reactions.[22] These results demonstrate that the interaction of
the substrate(s) with the Lewis acid catalyst dissolved in ionic
liquid is the dominant factor.
High pressure accelerates the catalysed reaction, although only


minor improvements in the selectivity were observed. Microwave
irradiation accelerates the reaction considerably, although the
selectivities are lower then those obtained at room temperature,
but still significantly higher than in reactions using conventional
heating. These results imply that microwave dielectric heating in
ionic liquids does not only include the ‘thermal effect’ but also
‘nonthermal microwave effects’. Ultrasound irradiation leads to an
increase in the reaction yields and the selectivities. In the best
case, reactions in ionic liquids containing Lewis acids under
sonication give selectivities of up to 21:1 under optimized
conditions.

EXPERIMENTAL SECTION


Methyl acrylate, acrolein and acrylonitrile were distilled prior to
use and cyclopentadiene was obtained by cracking dicyclopen-
tadiene, distilled under reduced pressure, and stored at �708C.
The ionic liquids 1[Tf2N],


[32,33] 2[Tf2N],
[33] 3[Tf2N],


[7] 4[Tf2N],
[32]


5[Tf2N],
[7] 6[Tf2N],


[7] 7[Tf2N],
[34] 8[Tf2N],


[35] 9[Tf2N],
[36] 10[Tf2N],


[7]


(Scheme 1) were prepared according to the literature procedures,
analysed by 1H and 13C NMR spectroscopy, washed four times
with water to minimize residual chloride (<0.1%) and dried under
high vacuum for 24 h (H2O< 0.1%) Lewis acids were purchased
from Alfa Aesar and stored in glovebox.

2


Diels–Alder reactions


In a typical reaction, cyclopentadiene (0.16mL, 1.9mmol) and
dienophile (1.6mmol) were added to the ionic liquid or organic
solvent (2mL) at 08C. For catalysed reactions, the ionic liquid was
doped with the appropriate Lewis acid catalyst in a glovebox and
stirred at 808C for 2 h until dissolved (>10%mol ratio of ZnI2, and

J. Phys. Org. Chem. 2008, 21 264–270 Copyright � 2008 John W

Sc(Otf )3 did not dissolve completely). Reactions were carried out
at 258C. Alternatively the reactions were carried out in a high
pressure IR cell with sapphire windows at 58C for 2 h with spectra
recorded at 2min intervals.[37] FT-IR spectroscopic data were
analysed using TimeBase version 2.0 (Perkin-Elmer). Numerical
analyses were carried out with Scientist 2.0 (Micromath).
After reaction, the products were analysed by 13C NMR


spectroscopy and GC. NMR spectra were recorded on Bruker DRX
400MHz spectrometer. GC analyses were carried out on a Varian
Chrompack CP-3380 equipped with capillary (25m� 0.25mm,
using He as carrier gas). Sonicated reactions were performed
as described for silent reactions except vials were sonicated in
an ultrasonic bath operating at 40 kHz. Reactions were carried
at 258C and were monitored periodically by 1H and 13C NMR
spectroscopy. Microwave reactions were performed as described
for the silent reactions in a microwave reactor under the fixed
temperature of 608C and power of 300W for 10min. All
the samples were closed in special vials equipped with a
stirrer and analysed immediately after reaction by 1H NMR
spectroscopy.
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Deprotonation and radicalization of glycine
neutral structures
Gang Yanga,b, Yuangang Zua* and Lijun Zhoua

J. Phys. Or

Ab initio calculations at MP2/6-311RRG(d,p) theoretical level were performed to study the deprotonation and
radicalization processes of 13 glycine neutral structures (A. G. Császár, J. Am. Chem. Soc. 1992; 114: 9568). The
deprotonation processes to glycine neutral structures take place at the carboxylic sites instead of a-C or amido sites.
Two carboxylic deprotonated structures were obtained with the deprotonation energies calculated within the range
of 1413.27–1460.03 kJ �mol�1, which are consistent with the experimental results. However, the radicalization
processes will take place at the a-C rather than carboxylic O or amido sites, agreeing with the experimental results.
Seven a-C radicals were obtained with the radical stabilization energies calculated within the range of
44.87–111.78 kJ �mol�1. The population analyses revealed that the main conformations of the neutral or radical
state are constituted by several stable structures, that is, the other structures can be excluded from the future
considerations and thus save computational resources. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Protonation, deprotonation and radicalization are three elemen-
tary processes in chemistry and biology. At molecular level, they
are closely related to protein function and enzyme catalysis. Amino
acids are the building blocks of proteins and have long served as
the models of proteins.[1–4] Glycine, the simplest amino acids,
exists in the neutral form (NH2—CH2—COOH) in gas phase.[5] The
neutral conformations of glycine have been subjected to many
experimental and theoretical investigations.[6–20] In the landmark
contribution, Császár[10] adopted MP2/6-311þþG(d,p) methods to
study the neutral glycine conformations and located 13 stationary
points on the potential energy surface, shown in Fig. 1.
Apart from the neutral structures, the protonated confor-


mations of glycine have also been clearly understood at
molecular level.[15–19] At HF/6-31G(d) theoretical level, nine
stationary points were determined on potential energy surface
for the protonated glycine, with three of amino N-protonated
and six of carbonyl O-protonated structures, respectively.16 At
higher level MP2/6-311þG(d,p) theory, Zhang et al.[19] continued
the protonation studies and obtained eight energy minima,
concluding that the global minimum on potential energy surface
should be an amino N-protonated conformer containing
hydrogen bonding between —NH3 and O——C< groups. As to
glycine radical structures, much fewer studies were made up to
date.[18,20,21] In the previous work of Croft et al.,[20] only the a-C
radical to the most stable neutral structure NeuA was taken into
calculations using B3LYP/6-31(d) methods. By means of BLYP/SVP
methods, Mavrandonakis et al.[21] investigated the mutual
interactions between carbon nanotubes and glycine a-C and
amido radicals; however, the radicals they considered were also
limited to the most stable neutral structure NeuA. It is therefore of
high value to perform a comprehensive research on glycine
radicals, including the carboxylic O radicals (NH2CH2COO


�). The
motivation of studying O radicals is that they are found as widely
as C radicals in chemistry and biology. In addition, the theoretical
methods previously adopted are of relatively low levels, 6-31G(d)

g. Chem. 2008, 21 34–40 Copyright � 20

basis set used in References and BLYP functional used in
Reference.[21] To the best of our knowledge, only one deproto-
nated structure of glycine was previously obtained at MP2/
6-31G(d) theoretical level.[18] Foremost, the geometries of anions
such as glycine deprotonated structures are heavily dependent
on the diffuse functions which are absent in that work.[18]


Accordingly, further studies on glycine deprotonated structures
are absolutely necessary.
As aforementioned, the studies with high-level ab initio


methods will be performed on glycine radical and deprotonated
structures. On such basis, the deprotonated and radical structures
were then correlated with their corresponding neutral structures
through the parameters of deprotonation energies and radical
stabilization energies (RSE), respectively. In the end, the popu-
lations were evaluated for glycine neutral, deprotonated and
radical structures.

COMPUTATIONAL METHODS


All the theoretical calculations were performed using Gaussian
98 program.[22] In accordance with Reference,[10] MP2/
6-311þþG(d,p) theoretical methods were used for the main
discussions. It was noted that 6-311þþG(d,p) is a triple-z basis set
supplemented with diffusion and polarization functions on both
heavy and hydrogen atoms.

07 John Wiley & Sons, Ltd.







Figure 1. Presentations of glycine neutral structures (Designations of Reference[10] are listed in parentheses).


Figure 2. Glycine deprotonated structures.
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The vibrational analyses revealed that some of the geometries
are not energy minima at MP2/6-311þþG(d,p) theoretical
level, and accordingly MP2/cc-pVTZ and CCSD/6-311þþG(d,p)
methods were used to continue the optimization processes.
Subsequently, these geometries were re-optimized under MP2/
6-311þþG(d,p) theoretical level. The frequency calculations
indicated that they are now at energy minima. In this way, the
stationary points of all the structures were obtained at the same
theoretical level of MP2/6-311þþG(d,p), which is a prerequisite
for the geometric and energetic comparisons.


RESULTS AND DISCUSSION


The glycine structures at the neutral, deprotonated, a-C radical
and carboxylic O radical states were designated to be NeuL,
DepL, RadL and Radl, respectively. As the markers in Figs 1–3
indicate, different conformers of the same state were identified
by their superscripts. For example, NeuA and NeuB represent two
different conformers at the neutral state.


The deprotonation processes to glycine neutral structures


The glycine deprotonated structures were obtained by losing the
acidic H9 atoms from the corresponding neutral structures. At
MP2/6-311þþG(d,p) theoretical level, the deprotonated struc-
tures were degenerated into two independent conformers:

J. Phys. Org. Chem. 2008, 21 34–40 Copyright � 2007 John Wil

(a) DepA, DepC, DepD, DepE, DepF, DepG, DepL and DepM, as
shown in Fig. 2b; (b) DepB, DepH, DepI, DepJ and DepK, as shown
in Fig. 2a. One glycine deprotonated structure at MP2/6-31G(d)
theoretical level was previously obtained by Yu et al.[18] The
geometries are exactly identical to the structures of Group
(a) optimized with the same theoretical methods[23] whereas
show serious discrepancies with the present MP2/6-311þþG(d,p)
results. It indicates that the diffusion functions are indispensable
to treat glycine deprotonated structures and other anionic
systems. At MP2/6-311þþG(d,p) theoretical level, the total
energies and dipole moments of Groups (a) and (b) are exactly
equivalent, and the geometric parameters are also identical
except when H6—H9 atoms are involved. For structures of Groups
(a) and (b), H6 and H7, H8 and H9 are located symmetrically

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc
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on the N1C2C3O4O5 plane (Table 1). Accordingly, structures of
Groups (a) and (b) are enantiomers to each other. Compared
with the neutral structures, the N1—C2 and C2—C3 bonds in the
deprotonated structures were elongated from ca. 1.449 to 1.475 Å
and from ca. 1.520 to 1.561 Å, respectively. The C3—O4 and
C3—O5 distances in the deprotonated structures become almost
equivalent with their exact values of 1.262 and 1.258 Å,
respectively, quite different from the situations in the neutral
structures, for example, the two distances in conformer NeuA


were optimized at 1.210 and 1.356 Å. In addition, the Mulliken
charge analysis indicates that the negative charges were distri-
buted almost evenly on O4 and O5 atoms. Therefore, the—COO�


groups are well conjugated in glycine deprotonated structures.
The glycine neutral and deprotonated structures were


connected with each other by deprotonation energies (DE):


NeuL ! DepL þ Hþ (1)


DE¼ Edep ¼ ðDepLÞ � EðNeuLÞ (2)


where E(NeuL) and E(DepL) refer to the total energies of the
neutral and their corresponding deprotonated structures, respectively.
At MP2/6-311þþG(d,p) theoretical level, the deprotonation


energies (Edep) of the 13 glycine neutral structures increase in
the order NeuK<NeuL<NeuJ<NeuI<NeuG<NeuE<NeuH<
NeuD<NeuM<NeuF<NeuB<NeuC<NeuA, with the exact
values listed in Table 2. The deprotonation energies vary within
the range of 1413.27–1460.03 kJ �mol�1, which agrees well
with the experimental value of 1431 kJ �mol�1.[25,26] Generally,
structures with higher deprotonation energies are poorer proton
donors and thus show weaker Brönsted acidities. Accordingly,
the Brönsted acidities of glycine neutral structures increase
as NeuA<NeuC<NeuB<NeuF<NeuM<NeuD<NeuH<NeuE


<NeuG<NeuI<NeuJ<NeuL<NeuK. As the two deprotonated
structures are of equal total energies, more stable neutral
structures will thus have larger deprotonation energies and as a
result show weaker Brönsted acidities. Apart from the carboxylic
sites, the a-C and amido sites of glycine neutral structures
can also be deprotonated, with their deprotonated structures
corresponding to NeuA displayed in Fig. 2c and d. The
deprotonation energies of Depa and Depa were calculated at
1582.02 and 1665.11 kJ �mol�1, respectively, deviating much

Table 2. Absolute and relative (in parentheses) deprotona-
tion energies and RSEa


EDep-L ERad-L ERad-l


NeuA 1460.03 (46.77) 92.24 (47.37) 88.60 (149.82)
NeuB 1457.57 (44.30) 45.13 (0.26) �60.97 (0.26)
NeuC 1457.83 (44.56) 44.87 (0.00) �61.23 (0.00)
NeuD 1453.40 (40.13) 90.46 (45.59) �50.16 (11.07)
NeuE 1440.49 (27.23) 111.78 (66.91) �43.89 (17.34)
NeuF 1454.76 (41.50) 97.51 (52.64) �58.16 (3.07)
NeuG 1437.55 (24.29) 106.30 (61.44) �40.95 (20.28)
NeuH 1450.85 (37.59) 93.00 (48.13) �54.25 (6.98)
NeuI 1436.19 (22.92) 88.52 (43.65) 112.44 (173.67)
NeuJ 1430.92 (17.65) 71.78 (26.91) �27.68 (33.55)
NeuK 1413.27 (0.00) 111.44 (66.57) �16.66 (44.56)
NeuL 1430.41 (17.15) 94.29 (49.42) �33.82 (27.41)
NeuM 1454.00 (40.73) 89.85 (44.98) �50.76 (10.47)


a Energy units in kJ �mol�1.


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 34–40







DEPROTONATED AND RADICALIZED GLYCINE STRUCTURES

from the experimental value of 1431 kJ �mol�1.[25,26] It was also
found that the deprotonation energies at the a-C and amido sites
are much higher than those at the carboxylic sites, suggesting
that the protons of carboxylic O—H groups are more ready to be
deprived of compared with those of C—H and N—H groups. It is
consistent with the facts that in varieties of molecules including
amino acids, the carboxylic O—H groups are the sources to
produce Brönsted acidities. Accordingly, the experimental
deprotonation energies should be close to the calculated values
at the carboxylic sites instead of at the a-C or amido sites. The
deprotonated species at the a-C and amido sites will not be
considered in the later discussions.


The radicalization processes to glycine neutral structures


a-C radical structures


As shown in Fig. 3a–g, the a-C radical structures were obtained by
depriving the H10 atoms from the corresponding neutral
structures. Altogether seven a-C radical structures were present,
and they are (a) RadA (Fig. 3a); (b) RadB, RadC and RadJ (Fig. 3b); (c)
RadD and RadH (Fig. 3e); (d) RadE and RadF(Fig. 3c); (e) RadG and
RadM (Fig. 3d); (f ) RadI (Fig. 3f ); (g) RadK and RadL (Fig. 3g). Croft
et al.[20] obtained structure RadA with B3LYP/6-31G(d) methods,
of the exactly identical geometries as ours at the same theoretical

Figure 3. Glycine radical structures.


J. Phys. Org. Chem. 2008, 21 34–40 Copyright � 2007 John Wil

level.[23] It was also found that the a-C radical geometries are not
so dependent on the basis sets as the deprotonated geometries.
The N—C distances increase in the order of ca. 1.32 Å in


peptides< ca. 1.36 Å in a-C radicals of Groups (a), (c)–(g)< ca.
1.38 Å in a-C radicals of Group (b)< ca. 1.45 Å in glycine neutral
structures.[10] In glycine a-C radicals, the intramolecular deloca-
lizedP orbitals were formed between the lone electrons of the N1


atom and the half-empty 2 pz orbital of the C2 atom as well as
within the carboxylic groups, as shown in Fig. 4a and b. As to
Groups (a) and (c)–(g), the lone orbitals of the N1 atom and the
half-empty orbitals of the C2 atom were directed in nearly the
same direction ensuring the largest overlaps; however, these two
orbitals do not match very well in Group (b) and hence the P


conjugations were weakened to a certain degree. Analogously,
the carboxylic groups in Group (b) are not so well conjugated as
in the other groups. In peptides, the intermolecular delocalizedP


orbitals are formed through the lone electrons of the N atom and
the carboxylic group of the anterior amino acid residue, as
depicted in Fig. 4c. No obvious conjugations were observed in
glycine neutral structures. Accordingly, the sequences of N—C
distances above are determined by the degrees of delocalized
conjugations.
The total energies of the a-C radicals increase as Group (a)¼


Group (d)<Group (c)¼Group (e)<Group (f)¼Group (g)<Group
(b). The results of geometric parameters, total energies and dipole

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 4. P conjugations in glycine a-C radicals and peptides.


Figure 5. Radical stabilization energies of glycine radicals.
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moments imply that structures of Groups (a) and (d), structures of
Groups (c) and (e) and structures of Groups (f ) and (g) are
enantiomers to each other. The highest energies of Group (b) are
the natural products of the least conjugation. Groups (f ) and (g)
are of 27.13 kJ �mol�1 higher than Groups (a) and (d), probably
due to the absence of the O4—H9 hydrogen bonds.


Carboxylic O radical structures


The carboxylic O radicals (NH2CH2COO
�) differ from a-C radicals in


that the radical centers are centered at the carboxylic sites
instead of at a-C sites. At MP2/6-311þþG(d,p) theoretical level,
the glycine carboxylic O radicals were classified into four groups:
(a) Rada and Radi, shown in Fig. 3h; (b) Radb and Radh, Fig. 3k; (c)
Radd, Radj and Radm, shown in Fig. 3i; (d) Radc, Rade, Radf, Radg,
Radk and Radl, shown in Fig. 3j. As to Group (a), the structures
were cracked into two fragments with the C2—C3 bonds
ruptured. The u (O4C3O5) angle in Group (a) was calculated to
be 178.728whereas almost linearly (179.738) in free CO2molecule.
The two carboxylic C—O distances in Group (a) were optimized at
1.169 and 1.172 Å whereas equivalent in free CO2 molecule. The
geometric deviations of the O4C3O5 fragments in Group (a) from
free CO2 molecule are due to the radical centers at the C3 atoms,
which were pre-designed at the O5 atoms but automatically
transferred to the C3 atoms, see the values of spin densities in
Table 1. Accordingly, structures of Group (a) are actually C radicals
instead of O radicals. In Groups (b)–(d), the spin densities are
mainly localized on the O5 atoms such that the two carboxylic O
atoms are no longer equivalent.
The total energies increase in the order of Group (a)<Group


(c)<Group (b)¼Group (d). As reported in Reference,[18] the
bond dissociation energies of C—H bonds are much smaller than
those of O—H bonds. Structures of Group (a) are C radicals and
therefore are of the lowest energies. It was found that there are
two hydrogen bonds of H6—O4 and H7—O4 present in structures
of Group (c), which are responsible for the lower energies
compared with structures of Groups (b) and (d).


Radical stabilization energies (RSE)


The stabilities of glycine radicals can be estimated and compared
with each other through RSE:[20,27]


RadL=l þ CH4 ! NeuLþCH
�


3 ð3Þ


RSE ¼ ErseðRadL=lÞ¼ EðNeuLÞ þ EðCH�


3 Þ � EðRadL=lÞ � EðCH4Þ
ð4Þ

www.interscience.wiley.com/journal/poc Copyright � 2007

where E(NeuL), E(RadL/l), E(CH4) and E(CH�
3) stand for the


energies of glycine neutral structures and the corresponding
radicals, CH4 and its radical, respectively.
The glycine a-C, carboxylic O and C radicals have different RSEs.


As shown in Fig. 5, the RSE values increase as Radc< Radb<
Radf< Radh< Radm< Radd< Rade< Radg< Radl< Radj< Radk


< RadC< RadB< RadJ< RadI< Rada< RadM< RadD< RadA<
RadH< RadL< RadF< RadG< RadK< RadE< Radi, with the
absolute and relative RSE values given in Table 2. With MP2/
6-31G(d)//B3LYP/6-31G(d) methods, Croft et al.[20] obtained the
RSE value of RadA at 95.9 kJ �mol�1, in accord with the present
MP2/6-311þþG(d,p) data of 92.24 kJ �mol�1. The RSE values of
the carboxylic O radicals are all negative whereas they are
positive for the a-C and C radicals, which suggest that the
carboxylic O radicals are less stable and therefore are not likely to
be produced. The present computational results are consistent
with the experimental observations that the C-centred radicals
are preferentially formed in biomolecules.[28,29] The RSE values of
a-C radicals vary within the range of 44.87–111.78 kJ �mol�1, with
RadC being the least stabilized whereas RadE the most stabilized.
Among all the glycine radicals (Fig. 5), Radi is the most stable with
its RSE value calculated at 112.44 kJ �mol�1. RadA ranks the
seventh most stable, indicating that stable neutral structures are
not certain to produce stable radicals. It was found that some
neutral structures will not be radicalized at all, for example NeuC


and NeuB have the lowest RSE values whether at carboxylic O or
at a-C sites. In contrast, some neutral structures such as NeuK are
ready to be radicalized at either a-C or carboxylic O site due to the
large RSE value at either carboxylic O or a-C site.
The amido sites can also form radicals in the form of


[(NH)�CH2COOH];
[18,21] however, the N radicals are not so


ubiquitous as C or O radicals. The amido radical to structure
NeuA was displayed in Fig. 3l, which is less stable than RadA


by 89.17 kJ �mol�1, agreeing with the BLYP/SVP value of
94.89 kJ �mol�1.[21] Such large energy differences indicate that
the amido-based radicals are not ready to produce and therefore
can be excluded from further discussions, consistent with
experimental results.[28,29] It also agrees with the fact that

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 34–40







Table 3. Populations of glycine structures at neutral, deprotonated and radical states


P(NeuL) P(DepL) P(RadL/l)


1 0.48 (NeuA) 0.61 (DepAþCþDþ Eþ FþGþ LþN) 0.39 (RadA)
2 0.18 (NeuB) 0.39 (DepBþHþ Iþ Jþ K) 0.38 (RadBþCþ J)
3 0.20 (NeuC) 0.04 (RadDþH)
4 0.03 (NeuD) 0.06 (RadEþ F)
5 1.8E-04 (NeuE) 0.04 (RadGþM)
6 0.06 (NeuF) 2.1E-09 (RadI)
7 5.5E-05 (NeuG) 3.1E-06 (RadKþ L)
8 0.01 (NeuH)
9 3.2E-05 (NeuI) 0.09 (Radaþ i)


10 3.8E-06 (NeuJ)
11 3.1E-09 (NeuK) 0.00 (Radbþh)
12 3.1E-06 (NeuL) 0.00 (Raddþ jþm)
13 0.04 (NeuM) 0.00 (Radcþ eþ fþgþ kþ l)
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the bond dissociation energies of C—H bonds are smaller than
those of the O—H and N—H bonds.[18]


Population analysis


As to glycine neutral structures, the equilibrated populations
[P(NeuL)] were computed directly with Boltzmann expression:[9]


PðNeuLÞ expð�D"Neu=RTÞP
L


expð�D"Neu=RTÞ
ð5Þ


where DeNeu refers to the energy difference to the most stable
conformer, that is DeNeu(Neu


A)¼ 0.
It was found that structure NeuA constitutes nearly half the


proportion of all the neutral conformers (Table 3). Instead, the
populations of NeuE, NeuG, NeuI, NeuJ, NeuK and NeuL can almost
be neglected.
The populations of deprotonated structures [P(DepL)] are


partially affected by the neutral structures:


PðDepLÞ ¼


P
Dep�L


PNeu � expð�D"Dep
�
RTÞ


P
L


P
Dep�L


PNeu � expð�D"Dep
�
RTÞ


" #


¼


P
Dep�L


PNeu


P
L


P
Dep�L


PNeu


 !
ð6Þ


DeDep is the energy difference to the most stable deprotonated
structure, which equals zero since the two deprotonated struc-
tures are of the same energies. The numerator represents the
population of one deprotonated structure derived from several
neutral structures.
The populations of the two deprotonated structures amount


to 61% and 39%, respectively (Table 3). As to Group (a),
the deprotonation to structures NeuA, NeuC, NeuD and NeuM


contributes a proportion of 93%, and structures NeuB and NeuH


in Group (b) constitute nearly 100% proportion.
For each neutral structure, there are two sites of a-C and


carboxylic O to be radicalized, and the proportions of a-C
and carboxylic O radicals (PL/l) can be calculated with Eqn (7).

J. Phys. Org. Chem. 2008, 21 34–40 Copyright � 2007 John Wil

Then the population of each radical was obtained with the aid
of Eqn (8):


PL=l ¼ expð�D"L�l=RTÞP
Lþl


expð�D"L�l=RTÞ
ð7Þ


PðRadL=lÞ¼
PNeu � PL=lP


Lþl


ðPNeu � PL=lÞ
ð8Þ


DeL-l denotes the energy difference between structures RadL


and Radl.
As shown in Table 3, the populations of all the carboxylic O


radicals were calculated to be zero. The populations of all the a-C
radicals are positive, although RadI, RadK and RadL are negligible.
The a-C radicals of Groups (a) and (b) are comparable in
population, indicating the potential roles played by other a-C
radicals besides RadA; however, these a-C radicals were
neglected in the previous work.[18,20,21]

CONCLUSIONS


The present ab initio calculations concentrated on the depro-
tonation and radicalization processes on the gaseous glycine
structures, with main findings summarized below.
The deprotonation processes to glycine neutral structures will


proceed at the carboxylic sites instead of a-C or amido sites. Two
carboxylic deprotonated structures of equal energies were
obtained with the deprotonation energies calculated within
1413.27–1460.03 kJ �mol�1, which are in good agreement with
the experimental results.
The radicalization processes to glycine neutral structures will


proceed at a-C sites other than carboxylic or amido sites,
consistent with the experimental results. The prevalent oxygen
radicals are not ready to form in glycine-related structures.
Seven a-C radicals were obtained with RSE calculated within
44.87–111.78 kJ �mol�1.
The population analyses reveal that at neutral or radical state,


the major proportions of conformations are due to several most
stable structures, suggesting that the other structures can be out
of consideration and thus save computational costs.

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc
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etate (PNPA), p-nitrophenyldiphenyl phosphinate, and pesticide
parathionwith different a-nucleophiles [I] have been studied at 27 -C in different pH in the presence of a novel cationic
surfactant.


The kinetic study was performed spectrophotometrically under pseudo-first order conditions with the a-nucleophile
in excess. The pKa of nucleophiles have also been determined by kinetic method. In the presence of surfactant, the rate
constant increased with increasing surfactant concentration up to a limiting value. This behavior has been analyzed in
quantitative terms on the basis of pseudo-phase model of micellar catalysis. Finally the nucleophilic reactivity of
hydroxamate ions has been compared with other a-nucleophiles, like oxime, hydroxybenzotriazole, and
2-iodosobenzoic acid (IBA). The order of cleavage of electrophilic centers, that is, C——O, P——O, and P——S have also
been discussed. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


There is a growing need for fast detoxification and technological
advancements to combat chemical and biological warfare
agents. The a-effect has been reported in many different types
of reactions in solutions.[1–4] Classical physical organic chemistry
studies over the last 20 years have yielded some important clues
about the nature of a- effect.[5–10] Although many attempts have
been made to rationalize a-effects in terms of physicochemical
factors (e.g., polarizability, hydrogen bonding, single electron
transfer character, orbital splitting, and other), mechanistic details
have not been sufficiently clear. a-nucleophiles are also
characterized by anomalously high nucleophilic reactivity with
respect to electron deficient centers of various origins, for
example, carbon, sulfur, and phosphorus. This fact attracts
interest from the viewpoints of utilization of organophosphorus
ecotoxicants and search for effective and novel detoxicants.
Various strategies[11–28] have been studied to enhance the


hydrolysis of phosphoester and carboxylate esters, and these
include the employment of metal ions which act as Lewis acid
catalysts, metallomicelles, enzymes, nanoparticles/biomimetic
nanocatalyst, and reactive a-effect nucleophiles such as
oximates, hydroximates, hydrazines, and hydroxylamine to name
a few. It has also been recognized that cationic micelles serve to

g. Chem. 2008, 21 492–497 Copyright �

enhance the rate of hydrolysis of such compounds via micellar
catalysis.[11–16] Moss and others[17–21] have studied extensively
the catalytic cleavage of carboxylate and phosphate esters by a
series of o-iodosobenzoic acid. Similarly Bhattacharya et al.
introduced tetrazole,[22] hydroxybenzotriazole,[23] and their
suitably designed derivatives as powerful ester cleaving reagents.
Recently Buncel et al. studied the reactivities of fenitrothion with
a series of oximate a-nucleophiles with pKa values ranging from
7.7 to 11.8.[12] Recently, biomimetic nanocatalyst, magnetic
nanoparticles, and functionalized polymer nanofibre membrane
have also been used for detoxification.[26–28]


Changing the electrophilic center from a carbonyl to a sulfonyl
or phosphonyl group would exert significant effect on their

2008 John Wiley & Sons, Ltd.







COMPARATIVE NUCLEOPHILIC REACTIVITIES

electrophilicity. However systematic studies on changing
such electrophilic centers have been lacking. Only scattered
information on the reactivity of carbonyl, sulfonyl, and
phosphonyl esters of similar structures is available.[29–31]


In the past few years, our laboratory has aimed at demonstrat-
ing the role of hydroxamate ions (a-nucleophiles) for the
degradation of carboxylic and neurotoxic phosphate esters.[32–35]


In the present work comparative nucleophilic reactivities in
carboxylate, phosphate and thiophosphate esters cleavage have
been studied. The nucleophilic substitution reaction of
p-nitrophenyl acetate (PNPA), p-nitrophenyl diphenyl phosphinate
(PNPDP) and p-nitrophenyl diethyl phosphorothioate (parathion)
with different a-effect nucleophiles (I), that is, N-phenylben-
zohydroxamic acid (PBHA), oximate (butane-2,3-dione mono-
xime), 1-hydroxybenzotriazole, and 2-iodosobenzoic acid (IBA)
have been investigated in the absence and presence of cationic
surfactant cetyltriphenylphosphonium bromide (C16PPh3Br)(II).

Scheme 1.


J. Phys. Org. Chem. 2008, 21 492–497 Copyright � 2008 John W

RESULTS AND DISCUSSION


pH-dependent reaction


Pseudo-first order rate constants for the reaction of PNPDP with
a series of a-nucleophiles, that is, IBA, 2,3-Butanedione mono-
xime (oxime), and PBHA have been determined over a pH range
6.5–11.1 at 27 8C. The apparent pKa of these a-nucleophiles were
determined from the rate constant versus pH plots for the
cleavage reactions.
The rate data (data not shown) indicate that the rate of


reaction increases with increasing pH values. Plot of log kobs
versus pH (Fig. 1) gave a discontinuity at definite pH value for IBA,
oxime, and PBHA. These break points were taken as
apparent pKa values for these nucleophiles (IBA¼ 7.45,
oxime¼ 9.0, PBHA¼ 8.9). These values are in close agreement
with literature values.[30–35]

4


Effect of cationic surfactant


Cationic surfactants are known to accelerate the hydrolysis of
carboxylic and phosphate esters. The ability of micellized
surfactants to control rates of moderately slower reactions is
well established.[30–36] Acceleration of organic reactions in
micelle solution is determined mainly by two factors that is
concentration of the reactants in the micelle pseudophase and
considerable increase in the rate of reaction. Cationic micelles
bring reactants closer by hydrophobically binding of substrate
and coulombically attracting the negatively charged nucleophile.
The effects of C16PPh3Br on the hydrolysis of PNPA, PNPDP, and

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 1. Plots of observed rate constant versus pH and log of observed


rate constant versus pH for the hydrolysis of p-nitrophenyl diphenyl
phosphinate by IBA (A), oxime (B), and PBHA (C) at 27 8C. This figure is


available in colour online at www.interscience.wiley.com/journal/poc
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parathion are shown in Table 1. It has been shown that observed
first order rate constants increase sharply with increase in the
concentrations of the surfactants. The rate-surfactant concen-
tration profiles obtained with various surfactants/catalysts
are characteristic of micelle catalyzed reaction.[36] The reactivity
of these a-nucleophiles, that is, IBA, oxime, PBHA, and HOBT
have been observed to be more significant for the hydrolysis of
PNPA. Figure 2 shows that under comparable conditions, the kobs
values for hydrolysis of PNPA by PBHA was found to be greater
than IBA which in turn was more reactive than oxime and HOBT.
It is illustrated in Table 1 that the observed first order rate
constant reactivity for the hydrolysis of PNPA, PNPDP, and
parathion increases with surfactant concentration. The nucleo-
philic reactivity of micelle depends upon the binding of substrate
and interaction with anionic nucleophiles. In case of phosphinate,
on comparison with other a-nucleophiles, IBA was found to be
the most reactive and HOBT the least reactive. In case of
parathion, irrespective of concentration of surfactants, IBA shows
the maximum rate as compared to oxime, PBHA, and HOBT. PBHA
and oxime exhibited comparable reactivity. The reactivity order
for all the nucleophiles was IBA> PBHA>oxime>HOBT. In case

www.interscience.wiley.com/journal/poc Copyright � 2008 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 492–497







Figure 2. Rate surfactant plots of kobs (rate constant) versus [surfactant]
for the nucleophilic reaction of PNPAwith different a-nucleophiles [I]. This


figure is available in colour online at www.interscience.wiley.com/journal/


poc


Figure 3. Rate surfactant plots of kobs (rate constant) versus [surfactant]
for the reaction of PNPA, PNPDP, and parathion using PBHA. This figure is


available in colour online at www.interscience.wiley.com/journal/poc
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COMPARATIVE NUCLEOPHILIC REACTIVITIES

of all the substrates studied, IBA showed the highest reactivity
among all the nucleophiles. PBHA was the next most reactive
relative to other nucleophiles.
An attempt has been made to compare the reactivity of


different a-nucleophiles in carboxylate, phosphate, and thiopho-
sphate esters in the presence of C16PPh3Br. As shown in Table 1
and Fig. 3, the reactivity of PNPA, PNPDP, and parathion
toward these a-nucleophiles is PNPA (C——O)> PNPDP (P——
O)>parathion (P——S). The nucleophilic reactivity of these
a-nucleophiles toward P——S center is less than P——O center

Scheme 2.
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due to strong pp–dp interaction in P——O than in P——S center.
Electrophilicity of central atom in P——Oand P——S esters reduce in
same order due to pp–dp bonding, which hinders the attack of
a-nucleophile in the rate determining step. On the contrary, the
non-existence of pp–dp bonding manifested to highest
reactivity of C——O ester.


Quantitative treatment of rate data: pseudophase model


The pseudophase model treats water and micelles as distinct
reaction regions and rationalizes a great deal of data
quantitatively.[37–41] The interfacial ion exchange and the binding
constant of the substrate are the key factors at the origin of
micellar catalysis since it is now recognized that accelerations in
surfactant solutions arise not because of an increase in the
micellar rate constants, km, as compared to those in water, kw, but
because of large reagent concentrations in the small interfacial
volume in which the reaction occurs. A quantitative interpret-
ation of the experimental behavior observed can be carried out
by means of formalism of the micellar pseudophase. The
influence of cationic micelles on the kobs values for the
nucleophilic bimolecular reactions of PNPA, PNPDP, and para-
thion with a-nucleophiles can be described as illustrated in
Scheme 2.
In Scheme 2, subscripts w andm indicate aqueous andmicellar


pseudophases, respectively, and Dn represents the micellized
surfactant, that is, [Dn]¼ [DT]-cmc, where [DT] is the stoichio-
metric surfactant concentration and cmc the critical micellar
concentration, obtained under the experimental conditions as
the minimum surfactant concentration required to observe any
kinetic effect.
Scheme 2 considers the distribution of PNPA, PNPDP, and


parathion between the aqueous and micellar pseudophases,
KPNPA
m , KPNPDP


m , and KParathion
m . The association constants of PNPA,


PNPDP, and parathion have been obtained from fitting the
reaction data with the values of KPNPA


m ¼ 300M�1, KPNPDP
m ¼


900M�1, and KParathion
m ¼ 500M�1 in C16PPh3Br micelles. The

Figure 4. Simulated rate-surfactant profiles for the reaction of PNPA (A), PNPD


cetyltriphenylphosphonium bromide micelles (lines are predicted values wit


www.interscience.wiley.com/journal/poc Copyright � 2008

distribution of the nucleophiles, Nu, between both pseudophases
is considered through the distribution constant KNu


m . The different
reactivities in the aqueous and micellar pseudophases have been
taken into account through the corresponding-second order rate
constants: kw2 and km2 . The values of kw2 have been obtained by
studying the reaction in the absence of the surfactant.
The concentration of nucleophile in the micellar pseudophase


has been defined as the local, molar concentration within the
micelle pseudo phase. V is the molar volume in dm3mol�1 of
the reaction region and [Dn] denotes the micellar fractional
volume in which the reaction occurs. We assume V equal to the
partial molar volume of the interfacial reaction region in the
micellar pseudophase, determined by Bunton[42] as 0.14 dm3


mol�1. Micellar binding of substrates, PNPA, PNPDPP, and
parathion and nucleophile is governed by hydrophobic inter-
actions and the equilibrium constants KPNPA


m , KPNPDP
m , and KNu


m are
expressed by referring these concentrations to the total volume of
the micelle. The observed rate constant, kobs, based on Scheme 2
and on the above considerations, is given by the following:


kobs ¼
kw2 þ km2


V
KNu
m KSubstrate


m Dn½ �
1 þ KNu


m Dn½ �
� �


1 þ KSubstrate
m Dn½ �


� � Nu½ � (1)


Second order rate constants at the micellar interface and
association constants of the hydroxamate, oximate, hydroxy-
benzoate, and 2-iodosobenzoate ions to the cationic micelles
were obtained by fitting Eqn 1 to the experimental data that are
listed in Table 2. Figure 4 shows the simulated rate-surfactant
profiles for the reaction of PNPA, PNPDP, and parathion with
different a-nucleophiles [I] in the presence of C16PPh3Br micelles.

EXPERIMENTAL


Materials


PNPA was purchased from s.d.fine and was used as received.
PNPDP, parathion, and PBHA were prepared by literature method

P (B), and parathion (C) with different a-nucleophiles [I] in the presence of


h model)
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at the Vertox laboratory of Defence Research Development
Establishment, Gwalior. C16PPh3Br surfactant was obtained from
Prof. R. M. Palepu, St. Francis Xavier University, Antigonish,
Canada. Oxime, IBA, and HOBT were purchased from Sigma.


Methods


All of the reactions were followed at 27� 0.2 8C with a Varian
Cary-50 spectrophotometer and Systronics (Type-104) spectro-
photometer. Substrate stock solution of 0.0015M was prepared
with triply distilled water. The rate of nucleophilic reaction was
determined by following the increase in absorption of
p-nitrophenoxide anion (400 nm). All of the kinetic experiments
were performed at an ionic strength of 0.1M (with KCl).
Phosphate buffer was employed to control the pH of the media.
The pH of the reaction medium was measured using Systronics
(Type-335) pH-meter. All reactions were conducted under
pseudo-first order conditions.

CONCLUSIONS


The hydrolysis was studied with PNPDP with IBA, oxime, and
PBHA to obtain the pKa values, which was found to be
approximately 7.45, 9.0, and 8.9, respectively. The effects
of C16PPh3Br on the hydrolysis of PNPA, PNPDP, and parathion
have been studied and the observed first order rate constants
increases sharply with increase in the concentrations of the
surfactant upto a limiting value. PBHA was found to be the most
reactive, and HOBT the least reactive for the hydrolysis of PNPA.
The order of cleavage by a-nucleophiles of different electrophilic
center is in the order of C——O> P——O> P——S.
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3H-1,2-Dithiole-3-thione derivatives as novel
solvatochromic dyes
Alejandro M. Fracarolia, O. Fernando Silvaa, Alejandro M. Granadosa


and Rita H. de Rossia*

The UV–Vis spectrum of 5-(1-butylthio)-3H-1,2-dith

J. Phys. Or

iole-3-thione (1a) and that of the chromium pentacarbonyl
complex of 5-methyl-3H-1,2-dithiole-3-thione (3) present significant changes with the solvent polarity. The two
absorption bands shown by the compounds in the region above 300 nm were identified by theoretical calculations.
For Compound 1a these are n!p* and p!p* transitions and for Compound 3 the longest wavelength absorption
corresponds to a charge transfer band and shows a remarkably negative solvatochromism. Not only has the
wavelength of maximum absorption changed with the solvent but also the ratio of the absorbances at the two
wavelengths. The effect of solvents was correlated with solvatochromic parameters such as p* and a. The spectrum of
5-(1-butylthio)-3H-1,2-dithiole-3-one (2) was alsomeasured in different solvents but in this case the changes observed
are less significant than for the other two compounds. The spectra of 1a and 3 were also determined in the presence of
anionic (SDS), cationic (CTAB), and neutral surfactants (Brig-35) and it is shown that these compounds can be used as
probes for the polarity of the binding sites of organized assemblies. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Effects of solvents on reaction rates and equilibria are rationalized
in terms of the physicochemical properties of the solvent and its
interactions with the species of interest, reactants, activated
complexes, and products.[1–5] Information on the effects of
medium polarity is obtained most conveniently by studying the
spectra (absorption or emission) of certain solvatochromic
indicators in solvents and/or in solvent mixtures.
Zwitterionic probes have been employed extensively because


of their favorable UV–Vis spectral properties. Examples include
2,6-diphenyl-4-(2,4,6-triphenylpyridinium-1-yl) phenolate (Reich-
ardt Betaine, RB), 2,6-dichloro-4-(2,4,6-triphenylpyridinium-1-yl)
phenolate (Wolfbeis betaine, WB), 1-methylquinolinium-8-olate
(QB), and 4-[2-(1-methylpyridinium-4-yl)ethenyl] phenolate
(MePM).[6–14]


The impetus for studying the solvatochromic behavior of these
probes is that their ground and excited states differ greatly in
polarity, i.e. they serve as models for reactions where there are
relatively large differences in polarities between the species of
interest, e.g. reactants and activated complexes. Solvatochromic
data give information on solvent–probe interactions. For binary
solvent mixtures, they shed light on solvent–solvent interactions
and on the relationship between the compositions of the probe
solvation microsphere and that of the bulk solvent.
Extensive use has been made of an empirical solvent polarity


scale, ET, calculated by Eqn (1):[1]


ETðkcal=molÞ ¼ 28591


lmax
ðnmÞ (1)


This scale converts the electronic transition within the probe
into the corresponding intramolecular transition energy in kcal/
mol; this allows quantification of the above-mentioned solvent
effects.

g. Chem. 2008, 21 1007–1013 Copyright

The use of solvatochromic indicators as models underlines the
need for studying probes with widely different structures and
hence physicochemical properties. The acid–base character of
the indicator is of prime importance, because of solute–solvent
hydrogen bonding. Use of a zwitterionic probe like RB whose pKa
is relatively high is somewhat limited by the ease of reversible
protonation of its phenolate oxygen because the zwitterion is
the solvatochromic form. Cases where this problem may arise
include the study of relatively acidic solvents,[15] buffer solutions
that are employed in the acid region of the pH scale, and
solutions of organized assemblies (aqueous micelles, micro-
emulsions, etc.). In the latter case, the charged micelle interface
shifts the indicator equilibrium so that the zwitterionic form may
be observed only if acid or base is added.[16–19] This procedure
(addition of acid or base to the micellar solution) may be pro-
blematic because the added electrolytemay change the properties
(e.g. the morphology) of the micellar aggregate or lead to the
formation of mixed micelles, e.g. alkyltrimethylammonium halide
and hydroxide.[19] Use of solvatochromic probes of low pKa is
therefore advantageous for the study of both bulk and micellar
solutions.
Cationic polymethine dyes, in particular cyanine dyes, are


intensively colored and have been frequently used as optical

� 2008 John Wiley & Sons, Ltd.


0
0
7







Figure 1. Spectrum of thione (1a) (1,2� 10�5M) in solvents of different


polarities
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probes in the study of membranes, surfactants, micelles, and
dendrimer-based host systems.[20–22]


In solution, the main nonradiative relaxation process for the
excited singlet state is the rotation around the conjugated
polymethine chain.[23] The quantum yield of fluorescence for this
class of dyes increases when the viscosity of the environment
increases, because the rotational freedom is restricted.[24]


A large number of fluorescent dyes are used as probes of
microenvironments in biological systems or in simpler-organized
systems such as micelles and cyclodextrins. Fluorescent electron
donor–acceptor molecules display large sensitivity of their
emission properties to the polarity of the medium due to the
intramolecular charge transfer (ICT) nature of their lowest singlet
state; therefore, these compounds are good candidates as
fluorescent probes. 4-Amino-phthalimide (AP) shows such an ICT
excited state, and stabilization of the ICT state in polar solvents
leads to an important Stokes shift of the fluorescence
maximum.[25–27] The fluorescence properties of AP are even
more sensitive to the hydrogen bonding properties of the
solvents.[28] Therefore, the solvatochromism and hydrogen
bonding interaction have made AP and its derivatives interesting
probes to follow the micellar aggregation process [29,30] and the
solvation dynamics in organized systems.[31,32] AP binds to a- and
b-cyclodextrins with low association constants (92 and 208M�1,
respectively),[26] and the complex formation leads to a change in
the AP fluorescence due to the elimination of water molecules
from the surroundings of the probe.[33] The solvation dynamics of
dimethylformamide inside the nanocavity have also been studied
with AP as a probe.[34] Recently, 3-hydroxyflavone derivatives
were proposed to probe hydrophobic sites in microheteroge-
neous systems.[35]


3H-1,2-Dithiole-3-thiones are an important class of antic-
arcinogens that selectively induce the production of phase II
enzymes.[36–39] We have developed a method to synthesize a
great variety of 3H-1,2-dithiole-3-thione (1) derivatives substi-
tuted at C-5 by arylthio and alkylthio groups and at C-4 by R2—H,
Ph, and OCH3.


[40–42]


These compounds have the characteristic of having a donor


and acceptor group in the same molecule with an important
contribution of structure 1W and as a result they are reactive in
front of electrophilic compounds.[43]


Their UV–Vis spectrum shows well-defined absorption at�320
and �420 nm. We have shown that upon formation of an
inclusion complex of 5-(1-butylthio)-3H-1,2-dithiole-3-thione (1a)
(R1—Butyl, R2—H) with b-cyclodextrin the two absorption bands
show a bathochromic and hipsochromic shift, respectively.[44]


Besides the relative intensity of the bands also changes. These are
interesting properties and therefore we explore the behavior of
the compound in different solvents with the aim to use it as a
polarity probe. We have also prepared 5-(1-butylthio)-3H-1,2-
dithiole-3-one (2)[45] and a pentacarbonyl chromium complex
3[46] and have studied their spectroscopic behavior in several
solvents. It was found that the spectrum of 3 is highly sensitive to
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the change in solvent.


The results are reported here and it is shown that 1 and 3 can
be used as polarity probes and they might be useful for the
determination of the polarity of interphases in micelles or other
organized systems. Compounds 1 and 3 are small and neutral,
therefore they should not perturb the structures of the organized
systems.

EXPERIMENTAL


The solvents were purified by the recommended procedures.[47]


Their purity was established from the agreement between their
experimental ET(30)


[48] and published data.[49]


Compounds 1–3were available in the laboratory from previous
work and their purity was checked by thin layer chromatography
and NMR.
For the preparation of the solutions, 100ml of the probe


dissolved in hexane or methanol was pipetted into 10ml
volumetric flask followed by solvent evaporation first with N2 and
then under reduced pressure.
The solvent was added and the probe was dissolved, at a final


concentration of 1–3� 10�5M.
A Shimdzu 2101 PC spectrophotometer was used and the


spectrum was run twice at 0.1 nm intervals and constant
temperature (25.0� 0.1) 8C maintained with an external circulat-
ing bath.

RESULTS AND DISCUSSION


5-(1-Butylthio)-3H-1,2-dithiole-3-thione (1a)


The UV–Vis spectrum of this compound is shown in Fig. 1. It is
seen that 1a has two absorption bands: one at around 320 nm
(l1) and the other at 420 nm (l2).

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1007–1013







Figure 2. Relationship between ET for l2 of Compound 1a and ET(30)
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It is known that thiocarbonylic groups, in molecules such as
thioadamantanol or thiocamphor, the lowest energy absorption
bands are of type n!p* and p!p*.[50] We have assigned bands 1
and 2 to p!p* and n!p* transitions, respectively based on
theoretical calculations using the time-dependent density
functional theory (TD-DFT)[51] and natural bond order
(NBO)[52–55] methods with hybrid functional B3LYP[56–58] and
the 6-31þG* bases set[59] included into the Gaussian 03 package.
Band l1 shifts from 318 nm in hexane to 333 nm in DMSOwhile l2
moves from 423 to 418 nm (Table 1) in the same solvents. This
absorption band is wider than the other; therefore the precision
in the determination of its maximum is lower (Table 1).
It is also noteworthy that the relative intensity of the two bands


changes considerably with the change in solvent so, A1/A2
[60] is


2.28 in hexane and 1.44 in DMSO. The change in ratio is because
band 2 increases as the polarity increases and at the same time
band 1 shows the opposite behavior (Table 1).
The change in l2 to shorter wavelengths from hexane to DMSO


may be explained by a higher stabilization of the ground state
compared with the excited state due to the lower dipolar
moment of the latter state. On the other hand, since l1 corres-
ponds to a p!p* transition, it is reasonable to have a
batochromic shift from hexane to DMSO due to higher
stabilization of the excited state as the solvent polarity
increases.[61]


Using Eqn (1) we have calculated the energy for the transition
for bands 1 and 2 (ET(1)1 and ET(1)2, respectively), and we
correlated those values with solvatochromic parameters such as
ET(30).
ET(1)2 gives a very good correlation with ET(30) (Fig. 2) while the


correlation is poor for ET(1)1.
Since Compound 1a is very insoluble in water the value of ET


could not be determined directly in this solvent. Therefore, we
prepare solutions of the compound in mixtures of MeOH/water
and acetonitrile/water with the concentration of the organic
cosolvent less than 20% and the values of l1 and l2 in the
different solvents were plotted against the percentage of the
organic solvent. The line obtained was extrapolated to pure
water. The values obtained are very similar in the two solvents so
for acetonitrile/water the extrapolated values are 71.16 and 85.07

Table 1. Maximum wavelength (l1 and l2), and absorbance
(A1 and A2) for Compound 1a


Solvent l1 (nm) A1 l2 (nm) A2


n-Hexane 318 0.166 423 0.073
Diethyl ether 324 0.159 421 0.078
2-Propanol 326 0.220 417 0.138
Ethyl acetate 326 0.230 420 0.123
THF 328 0.217 419 0.116
Benzene 328 0.247 418 0.138
MeOH 329 0.201 417 0.129
Acetone 329 0.221 419 0.129
Acetonitrile 330 0.137 415 0.085
DMF 331 0.120 420 0.075
DMSO 333 0.131 418 0.091
Water 336a 0.304a 402a 0.313a


a Value extrapolated from MeOH/water mixtures.
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for ET(1)2 and ET(1)1, respectively. The corresponding values
extrapolated from MeOH/water solutions are 70.5 and 85.17.
The value of ET(1)2 correlates well with the solvatochromic


parameters p* and a (Eqn (2)). The dependence of ET(1)2 on the a
parameter indicates that the n electrons of the sulfur of the
thiocarbonyl group are involved in the electronic transition and
they are partially hydrogen bonded to the proton donor solvents


ETð1Þ2 ¼ 0:73p� þ 0:82aþ 67:62 (2)


r¼ 0.989, n¼ 11


On the other hand, ET(1)1 correlates well with the parameter p*,
Eqn (3), Fig. 3.


ETð1Þ1 ¼ �3:7p� þ 89:5 (3)


r¼ 0.988, n¼ 11


The ratio of the intensity of absorbance at l1 and l2, A1 /A2
correlates very well with parameters p* and a according to Eqn (4)


A1=A2 ¼ �0:75p� � 0:31aþ 2:25 (4)


r¼ 0.989, n¼ 11


It should be noted that the coefficients for p* and a are
negative in Eqn (4) indicating that the increase in polarity/

Figure 3. Linear correlation between ET for l1 of Compound 1a and the


p* parameter
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Table 2. Maximum wavelength (l1 and l2) and absorbance
(A1 and A2) for Compound 2


Solvent l1 (nm) A1 l2 (nm) A2


Diethyl ether 281 0.360 308 0.261
Acetonitrile 284 0.341 308 0.313
MeOH 285 0.304 308 0.355
2-Propanol 285 0.316 308 0.338
Ethyl acetate 282 0.362 308 0.277
n-Hexane 279 0.348 307 0.228
DMF 286 0.330 309 0.330
THF 283 0.260 308 0.213
DMSO 287 0.570 309 0.630
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polarizability (p*) or hydrogen bond donor ability (a) of the
solvent produces a decrease in the ratio of absorbances.


5-(1-Butylthio)-3H-1,2-dithiole-3-one (2)


The change of a thione group for a carbonyl group produces a
significant change in the spectrum (compare Figs 1 and 4). This
compound has a maximum absorption at around 280 nm and a
shoulder at 310 nm. According to the theoretical calculations, l1
(280 nm) corresponds to a p!p* transition while l2 (310 nm)
corresponds to an n!p* transition. In order to have a better
measure of the maximum absorption, the absorption band was
deconvoluted into two Gaussians and the change in the
maximum of each one and also the change in the absorption
ratio of the two bands was determined in different solvents
(Table 2). There is no significant change in l2 with solvent and
ET(2)1 correlates well with a and p*, Eqn (5), but the coefficient for
p* is about three times that of a indicating that the polarity/
polarizability is the more important factor in determining the
change in spectrum in agreement with the p!p* nature of the
transition.


ETð2Þ1 ¼ �2:5p� � 0:8aþ 10:2 (5)


r¼ 0.977, n¼ 9


The absorbance ratio of the two bands correlates with param-
eters a and p*, Eqn (6), similar to the behavior of Compound 1


A1=A2 ¼ �0:56p� � 0:38aþ 1:52 (6)


r¼ 0.977, n¼ 9


Analysis of the specific solvent effect based on solvent acidity
parameter ‘‘a’’ indicated that the position of the bands,
particularly their intensity ratio are strongly sensitive to hydrogen
bonding. Increase in the solvent polarity and the formation of
hydrogen bonds produce spectral changes in the opposite
direction: the shift of the band to a shorter wavelength and
the increase in the absorption intensity ratio. This property can be
applied to detect the penetration of polar and protic solvents
such as water into microscopic particles and nanocomposites.


Pentacarbonyl chromium complex 3
This compound also shows two absorption bands in the visible
region: one at �350 nm (l1) and other at �500 nm (l2) (Fig. 5).

Figure 4. Spectrum of Compound 2 in different solvents
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The longest wavelength changes very much with the solvent and
it is visible to naked eye (Fig. 6). The wavelength of maximum
absorption of both bands shifts to shorter wavelengths when the
polarity of the solvent changes from hexane to DMSO (Table 3).
The wavelength change towards blue of approximately 70 nm for
l2 can be explained considering that the absorption band
corresponds to a charge transfer band which is known to show
important negative solvatochromism.[62,63]


We have determined that the changes in the absorption are
not due to ligand exchange because when a solution of the
complex in hexane or methanol is evaporated and then
redissolved in a different solvent, the spectrum obtained is the
same as that obtained directly from the dissolution of the solid
compound.
Both absorption bands correlate with the p* parameter


according to Eqns (7) and (8) but they do not correlate
satisfactorily with ET(30) as expected since ET(30) depends on
a parameter.


ETð3Þ1 ¼ 2:8p� þ 81:4 (7)


r¼ 0.938, n¼ 10


ETð3Þ2 ¼ 7:1p� þ 55:5 (8)


r¼ 0.977, n¼ 10

Figure 5. Spectrum of the chromium complex 3 in different solvents.
Diethyl ether –; acetonitrile – – –; methanol . . .. . .; 2-propanole -..-..-..;


acetone -.-.-; n-hexane — — —
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Figure 6. Picture of solutions of the chromium complex 3 in different
solvents ordered from left to right according to their increasing p* values:


hexane, ether, 2-propanol, ethyl acetate, THF, methanol, acetone, ACN,


DMF, DMSO


Figure 7. Surfactants used in this study


NOVEL SOLVATOCHROMIC DYES

This result is in agreement with our previous results[46] which
indicate that the chromium is bonded to the lone pair of
electrons in the thione group; therefore, the nonbonding
electron pair of sulfur in the thiocarbonyl group is not available
to interact with hydrogen donor solvents.


Studies in micelles


Micelles formed by surfactant molecules are self-assembled
structures that are characterized by a strong gradient of polarity
from polar interface exposed to aqueous solvent to hydrophobic
core formed by hydrocarbon chains. In addition to many
industrial applications, such as micellar catalysis and biocatalysis,
micelles serve as simple models of biomembranes and test
systems for probe development for biomembrane research.
Probes that incorporate into the hydrophobic core of micelles
and biomembranes and report in a two-band waveleng-

Table 3. Maximum wavelength (l1 and l2) and absorbance
(A1 and A2) for Compound 3


Solvent l1 (nm) A1 l2 (nm) A2


n-Hexane 352.1 0.9630 567.3 1.1220
Diethyl ether 346.8 0.6730 529.3 0.7580
2-Propanol 345.6 0.8190 520.5 0.9300
Ethyl acetate 347.1 0.2960 514.9 0.3230
THF 346.6 1.0830 513.9 1.2290
MeOH 344.1 1.1380 508.9 1.3130
Acetone 342.9 0.6890 503.8 0.7830
Acetonitrile 342.4 0.2770 505.3 0.3020
DMF 341.5 0.3240 495.7 0.3530
DMSO 338.2 0.2660 492.1 0.1790
Watera 341.7 N.D.b 503.2 N.D.b


a Value extrapolated from acetonitrile/water solutions.
b Value not determined.
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th-ratiometric manner on polarity and hydration at their binding
sites are in high demand. For this reason we undertook a series of
experiments on the incorporation of synthesized dyes into
micelles formed by a cationic (CTAB), an anionic (SDS), and a
neutral surfactant (Brig 35) (Fig. 7).
In the case of the chromium complex 3 it is noteworthy that


the intensity of the band with maximum around 400 nm is much
stronger than that at 500 nm and this occurs with all types of
detergents (Fig. 8 is representative). On the other hand there is no
significant change in the maximum absorption. The absorbance
ratio decreases as the concentration of the detergent increases.
This new band corresponds to the maximum absorption of the
thione ligand and it might be that at the interface, some part of
the complex decomposes by ligand exchange with the water.
According to the values of absorbance in detergent solutions
(Table 4) we conclude that the polarity of the binding sites of the
micelles is: CTAB> Brig-35> SDS, which probably indicates that
the complex penetrates more deeply in the anionic micelle of
SDS. According to the literature[64] the polarity sensed by the
Reinchart dye is: SDS>CTAB> Brig 35. The different behavior is
reasonable considering that the latter dye is a zwitterion and is
likely to interact with the polar headgroup of SDS and CTAB.
Compound 1a which is also very hydrophobic and so water


insoluble dissolves in the presence of detergents. In this case the
polarity sensed by the probe (Table 4) is: CTAB SDS> Brig 35
which is reasonable considering that the dipolar moment of 1a is
relatively high and so it might interact favorably with the polar
headgroup of the detergents.
In conclusion we found that Compounds 1a and 3 are


convenient probes to determine the polarity of the binding sites

Figure 8. Spectrum of Compound 3 in solutions of different SDS con-


centrations: 1mM –, 10mM ––; 20mM -.-.-.; 40mM . . ....
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Table 4. Effect of surfactants on the absorption spectrum of Compounds 1a and 3


Surfactant Concentration (mM) l1 (nm) l2 (nm) A1/A2


Compound 3
SDS (cmc¼ 8mM) 1 503a


10 517.6
20 518.6
40 518.7


CTAB (cmc¼ 19mM) 0.5
30 508.3
50 506.4


100 507.3
Brij 35 (cmc¼ 0.1mM) 0.5


1 511.5
10 509.8


Compound 1a
SDS (cmc¼ 8mM) 1 334.5 402.3 1.05


10 332.8 410.3 1.257
20 332.5 412.4 1.289
40 332.4 412.5 1.300


CTAB (cmc¼ 19mM) 0.5 334.9 398.6
30 331.9 414.0 1.368
50 332.7 414.2 1.364


100 330.3 414.5 1.415
Brij 35 (cmc¼ 0.1mM) 0.5 334.9 339.7


1 328.9 412.0 1.37
10 328.4 419.1 1.554
20 328.5 419.5 1.555


aThe compound is completely insoluble under these conditions; this value was extrapolated from data in MeOH/water mixtures.
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of organized systems and they have the advantage that are
neutral compounds which will not change the charge distribution
at the interphases.
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Aminolysis and pyridinolysis of O-aryl
S-(4-nitrophenyl) thiocarbonates in aqueous
ethanol. Kinetics and mechanism
Enrique A. Castroa, Margarita Aliagaa and José G. Santosa*

J. Phys. Or

The reactions of O-phenyl S-(4-nitrophenyl) thiocarbonate (PNPTC) and O-(4-chlorophenyl) S-(4-nitrophenyl) thio-
carbonate (ClPNPTC) with a series of secondary alicyclic (SA) amines and pyridines are subjected to a kinetic investigation
in 44wt% ethanol–water, at 25.0-C and an ionic strength of 0.2M. The reactions are followed spectrophotometrically
at 420 nm (4-nitrobenzenethiolate anion appearance). Under amine excess, pseudo-first-order rate coefficients (kobs)
are found. For all these reactions, plots of kobs vs free amine concentration at constant pH are linear, the slope (kN)
being independent of pH. The Brønsted-type plots (log kN vs pKa of the conjugate acid of the amines) for the reactions
of the series of SA amines with PNPTC and ClPNPTC are linear with slopes 0.59 and 0.54, respectively. The values of these
slopes are in accordance with a concerted mechanism. The Brønsted-type plots for the pyridinolysis reactions are
biphasic, suggesting a stepwise mechanism with a change in the rate-determining step, from breakdown to formation of
a tetrahedral intermediate, as the basicity of the pyridines increases. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


The kinetics and mechanisms of the aminolysis of O-alkyl S-aryl
thiocarbonates[1–6] and S-alkyl O-aryl thiocarbonates[7–9] are well
documented. Nevertheless, to our knowledge, there have been
no reports on the kinetics and mechanism of the aminolysis of
O-aryl S-aryl thiocarbonates.
Some of the aminolysis reactions of O-ethyl S-aryl thiocarbo-


nates have been found to be concerted, such as those of O-ethyl
S-(2,4-dinitrophenyl) and O-ethyl S-(2,4,6-trinitrophenyl) thiocar-
bonates (EDNPTC and ETNPTC, respectively) with secondary
alicyclic (SA) amines[1] and quinuclidines[2] and those of the latter
substrate with anilines, all of them in water.[3] Other reactions in
water have been found to be stepwise, through a zwitterionic
tetrahedral intermediate. Among these are those of O-ethyl
S-(4-nitrophenyl) thiocarbonate (ENPTC) with pyridines,[1] SA
amines[1] and quinuclidines,[2] those of EDNPTC with pyridines[1]


and anilines,[3] those of ETNPTC with pyridines[1] and the
reactions of O-ethyl S-(4-X-phenyl) thiocarbonates (X¼MeO,
Me, H, Cl) with SA amines.[4]


On the other hand, the reactions of benzylamines with O-ethyl
S-aryl thiocarbonates in acetonitrile were claimed to be
concerted.[5] In contrast, the same reactions (except for O-methyl
instead of O-ethyl) in methanol were found to be stepwise,
through a zwitterionic tetrahedral intermediate.[6]


Concerning the aminolysis of S-methyl O-aryl thiocarbonates,
concerted as well as stepwise mechanisms have also been found.
For instance, the reactions in water of S-methyl O-(2,4-dinitrophenyl)
thiocarbonate (SMDNPTC) with quinuclidines[7] and SA amines[7]


and those of S-methyl O-(2,3,4,5,6-pentafluorophenyl) thiocarbo-
nate with SA amines[7] are concerted. In contrast, the reactions of
S-methyl O-(4-nitrophenyl) thiocarbonate with SA amines[7] and
pyridines[8] and those of SMDNPTC with pyridines[8] have been
claimed to be stepwise.

g. Chem. 2008, 21 271–278 Copyright �

With the aim to clarify the mechanism of the aminolysis of
thiocarbonates, in this work we report a kinetic investigation of
the reactions of O-phenyl S-(4-nitrophenyl) thiocarbonate
(PNPTC) and O-(4-chlorophenyl) S-(4-nitrophenyl) thiocarbonate
(ClPNPTC) with a series of SA amines and pyridines. By a
comparison between the kinetic results obtained in this work and
those for the aminolysis of related compounds we evaluate the
effect of the amine nature, the non-leaving and the leaving
(S-nitrophenyl vs O-nitrophenyl) groups of the substrate on the
kinetics and mechanism. Also of interest is to assess the influence
of the electrophilic group (carbonyl vs thiocarbonyl), as the site of
nucleophilic attack by the amine, on the kinetics and mechanism
of these reactions.


RESULTS AND DISCUSSION


For all the reactions, pseudo-first-order coefficients (kobs) were
obtained (under amine excess). These were determined by
means of the kinetics software for first-order reactions of the
spectrophotometer. The experimental conditions of the reactions
and the values of kobs are shown in Tables 1–4.

2008 John Wiley & Sons, Ltd.
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Table 1. Experimental conditions and kobs values for the reactions of SA amines with O-phenyl S-(4-nitrophenyl) thiocarbonate
(PNPTC)a


Amine pH FN
b 103 [N]tot (M)c 103 kobs (s


�1) No. of runs


Piperidine 10.65 0.40 1.23–10.5 3.68–21.6 6
10.82 0.50 0.759–7.59 2.30–25.4 7
11.05 0.63 1.12–7.84 7.56–31.6 5


Piperazine 6.80d e 1.15–5.00 0.0142–0.0421 6
7.00d f 3.71–14.9 0.0143–0.102 5
7.25d g 1.23–12.3 0.0346–0.155 5
7.35d h 2.93–11.7 0.0531–0.189 6
7.55d i 6.92–27.7 0.0786–0.365 6
9.41 0.33 2.60–26.0 1.88–16.9 7
9.71 0.50 1.49–14.9 1.30–12.5 7


10.01 0.67 1.16–11.6 1.78–19.7 7
1-(2-Hydroxyethyl)-piperazine 8.79 0.33 1.52–15.2 0.323–3.49 7


9.09 0.50 1.15–11.5 0.302–3.99 6
9.39 0.67 5.00–85.0 2.50–45.5 7


Morpholine 8.19 0.33 1.42–14.2 0.214–2.21 7
8.49 0.50 1.36–13.6 0.456–3.50 7
8.78 0.67 0.941–9.41 0.314–2.61 7


1-Formylpiperazine 7.33 0.33 10.0–85.0 0.0676–1.59 6
7.63 0.50 9.98–99.8 0.214–2.48 7
7.93 0.67 10.0–70.2 0.345–3.01 6


a In 44wt% ethanol–water, at 25.08C, ionic strength 0.2M (KCl).
b Free amine fraction.
c Concentration of total amine (free base plus protonated forms).
d Phosphate buffer 0.01M.
e Free piperazine and piperazinium ion fractions are 0.001184 and 0.96303, respectively.
f Free piperazine and piperazinium ion fractions are 0.0019 and 0.7524, respectively.
g Free piperazine and piperazinium ion fractions are 0.00341 and 0.9836, respectively.
h Free piperazine and piperazinium ion fractions are 0.0043 and 0.9854, respectively.
i Free piperazine and piperazinium ion fractions are 0.00683 and 0.98665, respectively.
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For all the reactions the pseudo-first-order rate constants (kobs),
obtained under amine excess, obey Eqn (1), where k0 and kN are
the rate coefficients for solvolysis and aminolysis of the subs-
trates, respectively. The values of k0 and kN show no dependence
on pH within the pH range employed. These values were
obtained as the intercept and slope, respectively, of linear plots of
kobs against free amine concentration at constant pH.


kobs ¼ k0 þ kN ½free amine� (1)


For the reactions studied the k0 values were much smaller than
the aminolysis term, kN [free amine] in Eqn (1). The values of kN
for the reactions of PNPTC and ClPNPTC with SA amines are
shown in Table 5 and those for the reaction with pyridines are
exhibited in Table 6.
For the reactions of SA amines the kN values, as well as those of


the pKa of the conjugate acids of these amines were statistically
corrected[10] with q¼ 2 for piperazine (q¼ 1 for all the other SA
amines) and p¼ 2 for all the conjugate acids of the amines,
except that for piperazinium ion with p¼ 4. The parameter q is
the number of equivalent basic sites in the free amine and p is the
number of equivalent dissociable protons in the conjugate acid of
the amine.[10] Figure 1 shows the statistically corrected Brønsted-
type plots.

www.interscience.wiley.com/journal/poc Copyright � 2008

The Brønsted plots obtained for the reactions of the series of
SA amines with PNPTC and ClPNPTC (Fig. 1) are linear with slopes
b¼ 0.59� 0.03 and 0.54� 0.06, respectively, suggesting con-
certed mechanisms for these reactions (Scheme 1), since these
slope values are in accordance with the b values found for the
concerted aminolysis of similar compounds. Examples of these
are the aminolysis of EDNPTC and ETNPTC with SA amines
(b¼ 0.56 and 0.48, respectively)[1] and quinuclidines (b¼ 0.54
and 0.47, respectively),[2] and those of the latter compound with
anilines (b¼ 0.54),[3] all of them in water. The aminolyses of
some carbonates have also been proposed to be concerted, with
b values in the range 0.4–0.7, some of them in water[11,12] and
others in aqueous ethanol.[13,14]


The slope values of the Brønsted plots in Fig. 1 are also similar
to those obtained for the concerted reactions of thiocarbonates
in acetonitrile: The benzylaminolysis of O-ethyl S-aryl thiolcarbo-
nates[5] and dithiocarbonates[15] show b values in the range
0.6–0.7.
It is known that the b value alone is not enough to conclude


that a mechanism is concerted. It is also necessary to make sure
that the expected pKa value at the center of the Brønsted
curvature (pK0a) for a hypothetical stepwise mechanism is within
the pKa range used.


[16] If the reactions of SA amines with the title
substrates are stepwise, a pK0a value greater than 11 can be
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Table 2. Experimental conditions and kobs values for the reactions of SA amines with O-(4-chlorophenyl) S-(4-nitrophenyl)
thiocarbonate (ClPNPTC)a


Amine pH FN
b 103 [N]tot (M)c 103 kobs (s


�1) No. of runs


Piperidine 10.65 0.40 1.23–12.3 4.21–46.9 6
10.82 0.50 1.90–7.59 3.62–28.5 7
11.05 0.63 1.12–7.84 6.43–32.8 5


Piperazine 7.25d e 2.93–11.7 0.227–0.510 6
7.60d f 2.93–9.97 0.442–0.817 5
7.85d g 2.79–23.7 0.153–1.83 6
8.00d h 2.54–25.4 0.235–2.60 6
9.41 0.33 2.60–26.0 2.77–33.8 7
9.71 0.50 2.43–24.3 5.88–67.6 7


10.01 0.67 1.16–11.6 2.63–35.0 6
1-(2-Hydroxyethyl)-piperazine 8.79 0.33 1.52–15.2 0.567–7.41 6


9.09 0.50 1.15–11.5 0.737–8.04 7
9.39 0.67 5.00–85.2 4.38–86.2 7


Morpholine 8.19 0.33 1.42–12.1 0.196–2.37 6
8.49 0.50 1.36–13.6 0.756–5.64 7
8.78 0.67 0.941–9.41 0.960–5.16 6


1-Formylpiperazine 7.33 0.33 25.0–85.0 0.333–2.52 5
7.63 0.50 24.9–99.8 1.05–4.05 6
7.93 0.67 10.0–70.2 0.553–3.49 6


a In 44wt% ethanol–water, at 25.08C, ionic strength 0.2M (KCl).
b Free amine fraction.
c Concentration of total amine (free base plus protonated forms).
d Phosphate buffer 0.01M.
e Free piperazine and piperazinium ion fractions are 0.00341 and 0.9836, respectively.
f Free piperazine and piperazinium ion fractions are 0.007657 and 0.9853, respectively.
g Free piperazine and piperazinium ion fractions are 0.01357 and 0.9832, respectively.
h Free piperazine and piperazinium ion fractions are 0.0191 and 0.9786, respectively.
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estimated on the following grounds. (i) The reactions SA amines
with ENPTC in water show a pK0a value of 10.7;[1] the change of
ethoxy by phenoxy as the non-leaving group shifts the pK0a to a
greater value, since the latter group is more electron-
withdrawing than the former.[17–19] (ii) A change of solvent from
water to aqueous ethanol or other less polar solvent also
increases the pK0a value [1,18] The simultaneous contribution of
these two effects can be seen by a comparison of the pK0a values
found in the reactions of SA amines with methyl 4-nitrophenyl
carbonate in water[11] and 4-methoxyphenyl and 4-chlorophenyl
4-nitrophenyl carbonates in ethanol–water:[20,21] the pK0a values
are 9.3, 10.5 and 10.6, respectively. Therefore, the two changes,
MeO by ArO as non-leaving group and water by aqueous
ethanol as solvent increase the pK0a about 1.2 pKa units. If this
result can be extrapolated to the thiocarbonates of this study
a pK0a value of ca. 11.9 (10.7þ 1.2) could be expected for the
reactions of SA amines with the title thiocarbonates, if these
reactions were stepwise.
Although the expected center of curvature for a stepwise


mechanism is outside the pKa range studied (5.4–10.8), and
therefore, it is not possible to confirm the concerted mechanism
this way, we are more inclined to a concerted process because
if the mechanism were stepwise with pK0a about 12, the b


value observed should correspond to that for the breakdown of
the tetrahedral intermediate (T�) to products, which usually is
b¼ 0.8–1.[1,18] Nevertheless, the observed b values for the

J. Phys. Org. Chem. 2008, 21 271–278 Copyright � 2008 John W

reactions of SA amines with the title substrates are 0.54 and 0.59,
which are too small for rate-limiting breakdown of T� in a
stepwise mechanism.
With the kN values found (Table 5), the corrected pKa values for


the nucleophiles and the pKa values for the non-leaving groups
(11.2 and 10.5 for phenol and 4-chlorophenol in 44wt% aqueous
ethanol, respectively), Eqn (2) can be deduced by dual regression
analysis (n¼ 12, R2¼ 0.975). In this expression N and nlg refer
to the nucleophile and the non-leaving group, respectively.
The pKa(N) and pKa(nlg) coefficients (bN and bnlg) are subject to
an error of �0.1 and �0.2, respectively.


log kN ¼ �1:0þ 0:6 pKaðNÞ � 0:4 pKaðnlgÞ (2)


A logarithmic plot (not shown) of the experimental kN vs that
calculated through Eqn (2) is linear with zero intercept and unity
slope. The values of bN and bnlg (0.6 and�0.4, respectively) are in
accordance with those expected for a concerted mechan-
ism.[1,5,13–15,22]


For the pyridinolysis of PNPTC and ClPNPTC the Brønsted-type
plots of Fig. 2 were obtained with the data in Table 6. As can be
observed, the Brønsted-type plots are biphasic. These curves
were calculated by means of a semi-empirical equation, Eqn (3),
based on the existence of a zwitterionic tetrahedral intermediate
(T�) on the reaction pathway (see Scheme 2).[23] A similar
equation has been reported by Gresser and Jencks.[24]
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Table 3. Experimental conditions and kobs values for the reactions of pyridines with O-phenyl S-(4-nitrophenyl) thiocarbonate
(PNPTC)a


Pyridine substituent pH FN
b 103 [N]tot (M)c 103 kobs (s


�1) No. of runs


4-Oxy 8.5d 0.000999 1.49–14.9 0.649–3.13 7
9.1d 0.003979 1.76–17.6 0.841–8.92 6
9.5d 0.0099 1.45–14.5 1.71–16.5 7


3,4-Diamino 9.14 0.33 0.898–8.98 8.19–58.9 7
9.45 0.50 1.25–12.5 12.1–116 7
9.76 0.67 0.887–8.87 19.6–99.7 7


4-Dimethylamino 8.83 0.33 0.740–7.40 3.93–32.5 7
9.14 0.50 1.08–10.8 11.0–87.0 7
9.45 0.67 1.12–9.50 14.6–91.5 6


4-Amino 8.67 0.33 1.27–12.7 7.51–54.2 7
8.98 0.50 1.21–12.1 6.59–59.8 7
9.29 0.67 1.12–9.50 7.48–77.2 6


4-Amino-3-bromo 6.6 0.33 0.728–7.28 0.199–0.835 7
6.9 0.50 0.751–7.51 0.143–1.17 7
7.2 0.67 0.784–7.84 0.158–1.60 7


3,4-Dimethyl 7.5e 0.986 1.72–17.2 0.0523–0.240 7
8.0d 0.995 1.59–15.9 0.0423–0.243 7
9.0d 0.9995 1.92–19.2 0.0343–0.292 7


a In 44wt% ethanol–water, at 25.08C, ionic strength 0.2M (KCl).
b Free amine fraction.
c Concentration of total amine (free base plus protonated forms).
d Borate buffer 0.01M.
e Phosphate buffer 0.01M.


Table 4. Experimental conditions and kobs values for the reactions of pyridines with O-(4-chlorophenyl) S-(4-nitrophenyl)
thiocarbonate (ClPNPTC)a


Pyridine substituent pH FN
b 103 [N]tot (M)c 103 kobs (s


�1) No. of runs


4-Oxy 8.1d 0.000398 2.18–21.8 0.135–2.99 7
8.5d 0.000999 0.728–7.28 0.454–3.43 7
9.0d 0.00315 0.967–9.67 0.846–9.51 7


3,4-Diamino 9.14 0.33 0.656–6.56 6.01–60.7 7
9.45 0.50 0.915–9.15 15.9–142 7
9.76 0.67 0.629–6.29 11.6–121 7


4-Dimethylamino 8.83 0.33 1.17–11.7 17.9–114 7
9.14 0.50 1.29–12.9 16.0–163 7
9.45 0.67 1.06–10.6 24.0–140 7


4-Amino 8.6 0.294 0.671–6.71 4.22–41.4 7
8.9 0.454 1.73–6.93 15.9–67.4 6
9.2 0.624 0.516–5.16 5.86–55.1 7


4-Amino-3-bromo 8.0d 0.9264 0.67–6.7 0.156–1.87 6
8.5d 0.9755 0.59–5.01 0.365–1.65 6
9.0d 0.9921 0.67–6.70 0.209–2.15 6


3,4-Dimethyl 8.0d 0.9952 3.29–32.9 0.106–0.425 7
8.5d 0.9985 5.68–56.8 0.157–0.65 7
9.0d 0.9995 3.02–30.2 0.118–0.496 6


a In 44wt% ethanol–water, at 25.08C, ionic strength 0.2M (KCl).
b Free amine fraction.
c Concentration of total amine (free base plus protonated forms).
d Borate buffer 0.01M.
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Table 5. Values of pKa for the conjugate acids of SA amines and kN values for the reactions of these amines with O-phenyl
S-(4-nitrophenyl) thiocarbonate (PNPTC) and O-(4-chlorophenyl) S-(4-nitrophenyl) thiocarbonate (ClPNPTC)a


Amine pKa


kN (s�1M�1)


PNPTC ClPNPTC


Piperidine 10.82 6.2� 0.5 7.8� 0.6
Piperazine 9.71 1.96� 0.09b 5.3� 0.3b


Piperazine 9.71 1.6� 0.5c 5.1� 0.5c


1-(2-Hydroxyethyl)piperazine 9.09 0.797� 0.005 1.52� 0.02
Morpholine 8.48 0.45� 0.02 0.78� 0.05
1-Formylpiperazine 7.63 0.055� 0.003 0.081� 0.004
Piperazinium ion 5.37 0.006� 0.0006d 0.015� 0.002d


a Both the pKa and kN values were determined in 44wt% ethanol–water, at 25.08C, ionic strength 0.2M (KCl).
b Values for the 9.41–10.01 pH range.
c Values for piperazine, obtained from the kobs values at pH 6.8–8.0, where there is a mixture of piperazine and piperazinium ion (see
‘Experimental’).
d Values for piperazinium ion obtained from the kobs values at pH 6.8–8.0, where there is a mixture of piperazine and piperazinium ion
(see ‘Experimental’).
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Equation (3) contains four parameters: b1 and b2, which are the
Brønsted slopes at high and low pKa, respectively, and k0N and pK0a ,
which are the corresponding values at the center of the Brønsted
curvature.


log ðkN=k0NÞ ¼ b2 ðpKa � pK0
a Þ � log ðð1þ aÞ=2Þ


log a ¼ ðb2 � b1Þ ðpKa � pK0
a Þ


(3)


The Brønsted curves were calculated bymeans of the following
parameters: log k0N ¼ 0.52, pK0a ¼ 8.1, b1¼ 0.37 and b2¼ 1.1 (n¼ 6,
R2¼ 0.9997) for the reactions of PNPTC and log k0N ¼ 0.53,
pK0a ¼ 7.9, b1¼ 0.46 and b2¼ 1.2 (n¼ 6, R2¼ 0.9999) for the
reactions of ClPNPTC. The errors of the slopes are�0.1, and those
of pK0a and log k0N are �0.2 and �0.1, respectively. The curved
Brønsted plots can be explained by the existence of the tetra-

Table 6. Values of pKa for the conjugate acids of pyridines
and kN values for the reactions of pyridines with O-phenyl
S-(4-nitrophenyl) thiocarbonate (PNPTC) and
O-(4-chlorophenyl) S-(4-nitrophenyl) thiocarbonate
(ClPNPTC)a


Pyridine substituent pKa


kN (s�1M�1)


PNPTC ClPNPTC


4-Oxy 11.5 121� 5 302� 9
3,4-Diamino 9.45 17.1� 0.4 30.1� 0.7
4-Dimethylamino 9.14 14.8� 0.5 23.0� 0.8
4-Amino 8.98 11.2� 0.5 18.8� 0.8
4-Amino 3-bromo 6.9 0.262� 0.02 0.31� 0.02
3,4-Dimethyl 5.68 0.0133� 0.0005 0.0107� .0006


a Both the pKa and kN values were determined in 44wt%
ethanol–water, at 25.08C, ionic strength 0.2M (KCl).
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hedral intermediate T� and a change in the rate-determining
step, from that for k2 in Scheme 2, to that for k1, as the amine
becomes more basic.[1,23,24]


The values of b1 and b2 are in accordance with those reported
for other aminolyses governed by stepwise mechanisms:
b1¼ 0.1�0.3 and b2¼ 0.8�1.1.[1,23–25]


Effect of the amine nature


The reactions of the title substrates with SA amines are driven by
a concerted pathway; in contrast to the reactions of the same
substrates with pyridines, which are stepwise. These results
are consistent with those observed in the reactions of
2,4-dinitrophenyl and 2,4,6-trinitrophenyl O-ethyl thiolcarbo-
nates and their corresponding O-methyl carbonates with the
same amines in aqueous solution.[1,7,8,11] The change in
mechanism, from stepwise for pyridines to concerted for SA
amines, was explained by the destabilization of the putative
tetrahedral intermediate formed with the latter amines, due to a

Figure 1. Brønsted-type plots (statistically corrected, see text) for the


reactions of SA amines with PNPTC (O) and ClPNPTC (*) in 44wt%


ethanol–water, at 25.08C, ionic strength 0.2M (KCl)
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Scheme 1.


Figure 2. Brønsted-type plots for the reactions of pyridines with PNPTC


(O) and ClPNPTC (*) in 44wt% ethanol–water, at 25.08C, ionic strength


0.2M (KCl)
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faster leaving ability of these amines from the intermediate
compared with isobasic pyridines.[1,7,8,11]


Effect of the leaving group


The reactions of SA amines with 4-chlorophenyl 4-nitrophenyl
carbonate in aqueous ethanol were found to be stepwise,
showing a biphasic Brønsted plot with the curvature center

Scheme 2.


www.interscience.wiley.com/journal/poc Copyright � 2008

at pK0a ¼ 10.6.[21] The fact that the reactions of the same amines
with the corresponding thiolcarbonate (ClPNPTC, this study) in
the same solvent are concerted shows that the tetrahedral
intermediate T� formed in the former reactions is greatly
destabilized by changing the nitrophenoxy group by 4-
nitrobenzenethio. This result is in accordance with the greater
leaving ability of 4-nitrobenzenethiolate, relative to 4-nitrophenoxide,
from the intermediate T�.[1] Although phenoxides are better
nucleofuges than isobasic benzenethiolates,[26] the above result
can be explained by the rather large difference in basicity of the
groups involved (pKa¼ 4.5 and 7.5 in aqueous ethanol for
4-nitrobenzenethiol and 4-nitrophenol, respectively).


Effect of the non-leaving group


As seen in Figs. 1 and 2, ClPNPTC is more reactive than PNPTC
toward the title amines. This can be explained by the greater
electron-withdrawing effect of Cl than H, which leaves the
carbonyl carbon of ClPNPTC more positive, and therefore, more
prone to nucleophilic attack.
For the reactions with SA amines, the change of the


non-leaving group from phenyl in S-(4-nitrophenyl) thiobenzo-
ate[27] to phenoxy in PNPTC (this study), changes the mechanism
from stepwise to concerted. This result is in agreement with the
fact that the reactions of SA amines with S-(2,4-dinitrophenyl)
acetate are stepwise, in contrast to the reactions of the same
amines with O-ethyl S-(2,4-nitrophenyl) thiocarbonate, which are
concerted.[1] This has been explained by the greater electron
withdrawal (inductively) from ethoxy (or methoxy) thanmethyl in
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the corresponding intermediate T�.[17] This means that the
change of methyl to ethoxy (or methoxy) as the non-leaving
group increases the rate of expulsion of both the amine (k–1) and
the nucleofuge (k2) from T�, destabilizing, therefore, this
intermediate.[1]


The reactions of SA amines with ethyl S-(4-nitrophenyl) thio-
carbonate in water are stepwise,[1] whereas the reactions of the
same amines with PNPTC in aqueous ethanol are concerted (this
study). This means that the replacement of both ethoxy by
phenoxy as non-leaving group, and water by aqueous ethanol as
solvent, destabilize the intermediate T� in such a way that the
mechanism changes from stepwise to concerted. The destabi-
lization of T� caused by the change of non-leaving group can be
attributed to the greater inductive electron-withdrawing ability
of PhO (sI¼ 0.37) than EtO. (sI¼ 0.26).[17] The change of solvent,
from water to aqueous ethanol, should also destabilize the
intermediate in view of its zwitterionic nature.
The pyridinolysis of O-ethyl S-(4-nitrophenyl) thiocarbonate in


water shows a linear Brønsted plot of slope 0.8, with pK0a > 10,
consistent with a stepwise mechanism where breakdown of the
intermediate T� is rate limiting.[1] Instead, the stepwise pyri-
dinolysis of PNPTC shows a biphasic Brønsted plot with pK0a ¼ 8.1
(this work). Although the greater electron withdrawal of OPh than
OEt results in an increase in the values of both k–1 (rate constant
for amine leaving from T�) and k2 (rate constant for nucleofuge
expulsion from T�), see above, the fact that the pK0a value is larger
for the O-ethyl derivative means that the k�1/k2 ratio is also larger
for the latter compound. This is because, according to the
hypothesis of the tetrahedral intermediate, an equation can be
deduced,[8] Eqn (4), that shows that a larger pK0a value means a
larger k�1/k2 ratio.


log ðk�1=k2Þ ¼ ðb2 � b1Þ ðpK0
a � pKaÞ (4)


Effect of the electrophilic group


The reactions of SA amines with O-phenyl S-(4-nitrophenyl)
dithiocarbonate in aqueous ethanol are stepwise.[28] In contrast,
the reactions of the same amines with PNPTC in the same solvent
are concerted (this work). These results indicate that the change
of thiocarbonyl as the electrophilic group by carbonyl destabi-
lizes the tetrahedral intermediate (T�), changing the mechanism
from stepwise to concerted. This destabilization can be attributed
to the greater ability of O� than S� in T� to form the double bond
with carbon due to the stronger p-bonding energy of the C——O
group relative to C——S.[29] This should increase the expulsion rate
of both the amine (k�1) and the nucleofuge (k2) from the putative
tetrahedral intermediate.[1] The same effect of the electrophilic
groupwas found for the SA aminolyses ofO-ethyl S-(2,4-dinitrophenyl)
dithiocarbonate and O-ethyl S-(2,4-dinitrophenyl) thiolcarbonate
in water: the former reactions are stepwise whereas the latter are
concerted.[1]

2


CONCLUDING REMARKS


From the results obtained in this work, several conclusions can be
drawn: (i) The mechanism of the aminolysis (SA amines) of PNPTC
and ClPNPTC is concerted, in contrast to the pyridinolysis of the
same substrates, which is stepwise. (ii) ClPNPTC is more reactive
than PNPTC toward SA amines. (iii) For the SA aminolysis, the

J. Phys. Org. Chem. 2008, 21 271–278 Copyright � 2008 John W

change of the non-leaving group of the substrate, from phenyl in
S-(4-nitrophenyl) thiobenzoate to phenoxy (to give the corre-
sponding thiocarbonate) destabilizes the tetrahedral intermedi-
ate and changes the mechanism from stepwise to concerted. (iv)
For the pyridinolysis, the change of the non-leaving group of the
substrate, from phenoxy to ethoxy, increases the pK0a value. (v) For
the reactions with SA amines, the simultaneous change of ethoxy
in ethyl S-(4-nitrophenyl) thiocarbonate by phenoxy (to yield
phenyl S-(4-nitrophenyl) thiocarbonate) and water to aqueous
ethanol as solvent, destabilizes the tetrahedral intermediate,
changing the mechanism from stepwise to concerted. (vi) For the
SA aminolysis, the change of the electrophilic group, from
thiocarbonyl in O-phenyl S-(4-nitrophenyl) dithiocarbonate to
carbonyl (to yield PNPTC), destabilizes the tetrahedral intermedi-
ate and forces a mechanistic change, from stepwise to concerted.

EXPERIMENTAL


Materials


The substrates, PNPTC and ClPNPTC, were synthesized by the
reaction of the corresponding aryl chloroformate with
4-nitrobenzenethiolate in acetonitrile. The solid products showed
the following characteristics.
PNPTC: 1HNMR (400MHz, CDCl3) 7.17–7.40 (m, 5H); 7.77 (d, 2H,


J¼ 8.9Hz); 8.25(d 2H J¼ 8.9Hz). 13CNMR (200MHz,) dppm 126.78,
122.09, 143.28, 139.67, 119.45, 126.11, 142.2, 155.21, 156.9. MS
anal. Calc. for C13H9NO4S 275.02521; found 275.02537.
ClPNPTC: 1HNMR (400MHz, CDCl3) d ppm 7.04 (d, 2H, J¼


8.9Hz); 7.30(d, 2H, J¼ 8.9Hz); 7.70(d, 2H, J¼ 8.9Hz); 8.12 (d, 2H,
J¼ 8.9Hz);13CNMR (200MHz, CDCl3) d ppm 125.6, 130.1, 133.4,
150.3, 131.4, 120.8, 148.3, 140.4, 159.9. MS anal. Calc. for
C13H8ClNO4S 308.98627; found 308.98768.

Kinetic measurements


The kinetics of the reactions were analyzed through a diode array
spectrophotometer in 44wt% ethanol–water, at 25.0� 0.18C and
an ionic strength of 0.2M (maintained with KCl). The reactions
were followed at 420 nm (appearance of 4-nitrobenzenethiolate
anion).
The reactions were studied under at least 10-fold amine excess


over the substrate, the initial concentration of the latter being
2.5� 10�5M. Under these conditions pseudo-first-order rate
coefficients (kobs) were found throughout, the reactions being
followed for at least five half-lives. In order to prevent the
dimerization of 4-nitrobenzenethiolate,[30] the slower reactions
were studied by the initial rate method.[25,31]


For all the reactions the pH was maintained constant (three pH
values for each amine) either by the buffer formed by partial
protonation of the amine or by the addition of an external buffer.
The reactions of PNPTC and ClPNPTC with piperazine and


piperazinium ion were studied at pH 6.80–7.55 and 7.25–8.00,
respectively, where a mixture of both amines are present. In these
cases the kN values were obtained through Eqns (5) and (6). In
these equations kNobs is a global nucleophilic rate constant
(corresponding to the mixture of nucleophiles), [N]tot is the total
piperazine (piperazineþpiperazinium ion) concentration, FN
and FNH are the molar fractions of piperazine and piperazinium
ion, respectively, and kN and kNH are their corresponding
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nucleophilic rate constants. The values of kNobs were obtained as
the slopes of linear plots of kobs vs [N]tot at constant pH. The
nucleophilic rate constants for the reactions of the title
thiocarbonates with piperazine (kN) and piperazinium ion (kNH)
were determined through Eqn (6), as described.[32]


kobs ¼ k0 þ kNobs½N�tot (5)


kNobs ¼ FN kN þ FNH kNH (6)


The experimental conditions of the reactions are shown in
Tables 1–4.

Product studies


4-Nitrobenzenethiolate ion was identified as one of the products
of the reactions of PNPTC and ClPNPTC. This was carried out by
comparison of the UV–Vis spectra after completion of these
reactions with that of an authentic sample of 4-nitrobenzenethiol,
under the same reactions conditions.
A referee has pointed out that it is also possible that


some C—O cleavage concomitant with C—S breakage can take
place in the two substrates. This would result in a mixture of
4-nitrobenzenethiol (NPSH) and phenol (from PNPTC) or
4-chlorophenol (from ClPNPTC). Although 4-nitrobenzene-
thiolate (NPS�) is a much better leaving group than phenoxide
or 4-chlorophenoxide, we looked for the presence of any phenol
arising from the reactions of SA amines. For this purpose we
chose the reaction of piperidine with PNPTC. For the reaction of
this very basic amine, the aminolysis (kN [amine]) is fast compared
with the hydrolysis of the substrate (k0) and, therefore, little or no
phenol arising from the latter reaction is expected (the hydrolysis
produces both NPSH and phenol). The presence of phenol was
determined by both spectrophotometric as well as HPLC
techniques. No significant amounts of phenol were found.
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6,7-diaza-1-methoxy- 5-methyl-2,
8-dioxabicyclo[3.2.1]oct-6-ene. An unstable
bicyclic precursor of a dioxa carbonyl ylide
and carbenes by ylide ring opening
Wojciech Czardybona, Wojciech Sokolb, John Warkentinb*
and Nick Henry Werstiukb

J. Phys. Or

Synthesis of a bicyclic 2,2-dioxa oxadiazoline (6,7-diaza-1-methoxy-5-methyl-2,8-dioxabicyclo[3.2.1]oct-6-ene) is
reported. Its thermolysis at 27-C is about 200 times as fast as the thermolysis of a monocyclic oxadiazoline model
system. Presumably, a cyclic dioxa carbonyl ylide is formed initially and the ylide then undergoes a bond scission to
afford either a dioxacarbene or a dialkylcarbene or it cyclizes to an oxirane. A small fraction of a dialkylcarbene was
trapped as the product of addition to dimethyl acetylenedicarboxylate (DMAD). Computations of the barriers to the
loss of N2 from the oxadiazolines and to the formation of the carbenes from the carbonyl ylide resulting from
thermolysis of the bicyclic oxadiazoline are compared to corresponding barriers for a similar monocyclic oxadiazoline.
The rate acceleration is accounted for in terms of geometric factors. The complex products from the decomposition of
the bicyclic oxadiazoline were not studied. Copyright � 2007 John Wiley & Sons, Ltd.
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suppmat/0894-3230/suppmat/
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INTRODUCTION


Having studied a variety of 2,2-dialkoxy oxadiazolines, we
decided to attempt the preparation of a bicyclic analogue in
order to determine the effect of structure on the stability of the
starting materials and the intermediates. We were particularly
interested in the stability of the carbonyl ylide (5) that would be
formed by 1,3-dipolar cycloreversion with extrusion of N2,
Schemes 1, 2. A cyclic ylide, such as 5, could be more stable than
an acyclic analogue, such as 2,[1a] because 5 is constrained to be
nearly planar by the other atoms in the ring and might be
trappable as an adduct of a dipolarophile (6), Scheme 2.
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RESULTS AND DISCUSSION


The bicyclic oxadiazoline (4) shown in Scheme 3 was prepared by
oxidative cyclization of a mixture of hydrazones 7 with lead
tetraacetate according to prescribed procedures,[1b] modified to
take into account the unexpected properties of 4. Part of the
starting material 7 probably afforded intermediate 8, which was
not isolated but assumed to be largely converted to 4 by
treatment of the crude cyclization product with catalytic
trifluoroacetic acid.[2]


Co-products of the oxidation of 7 were diastereomers 8,
compound 9 (ca. 9%), and acyclic compound 11. It is unclear
whether the oxidation occurs by coordination of the lead oxidant

g. Chem. 2008, 21 41–46 Copyright � 20

to the oxygen of the hydroxyl group or to the NH function (or
either) of 7. We have postulated intermediates analogous to 10
previously[3] and adherence to that mechanism would have 4, 8
and 11 formed according to Scheme 4. Possible mechanisms of
formation of 9 are discussed below.
Although it is difficult to account for 9 from 10, there is a


rationale based on transfer of the CO2Me group from N onto O of
the alcohol function, Scheme 5. Formation of a cis, 7-membered
ring (12) is reasonable because the Pb(OAc)3 group of 10 is
larger than the CO2Me group, making the structure 12 likely. A
similar, but less likely, process could begin with the lead function
attached to the hydroxyl oxygen (14), Scheme 5. It is less likely
because the favored configuration of 14 is expected to be one
that would keep the CO2Me group remote from the OPb(OAc)3
group but formation of a 7-membered intermediate, such as 15,
from 10 could possibly be involved. The postulated species 13 is
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at the right oxidation state to lead to 9, but the steps that would
take it there are purely speculative, Scheme 5.
Compound 4 was surprisingly unstable. Solutions of 4 in


benzene or in methylene chloride evolved bubbles at room
temperature; a property that we had not observed with a large
number of monocyclic oxadiazolines such as 1.[4] The rate
constant for thermolysis of 4 (Scheme 6) in benzene-D6 was
determined by periodic integration of a 1H signal (from CH2CH2O)
at 2.97d in the NMR spectrum of 4, and the benzene signal, in the
probe of a 200MHz NMR spectrometer operating at 278C.
Standard first order treatment of the ratios obtained by division
of that integral by the benzene integral gave k278C¼ 1.6�
10�5 s�1, with r2¼ 0.996. At 1108C, in benzene in a sealed tube,
the rate constant for thermolysis of the monocyclic oxadiazoline
1 is about 2.4� 10�5 s�1.[1] That makes thermolysis of 4 a factor
of ca. 0.67� 28.3 (or about 200) faster than that of 1, assuming
that each 108 rise in temperature would increase the rate by a
factor of two. We were intrigued by this unexpected rate factor
and decided to look for possible reasons by means of compu-
tation. We also looked for precedents from the literature of the
kinetics of thermolysis of bicyclic azo compounds.

COMPUTATIONAL STUDIES


Calculations were carried out with GAUSSIAN 03[5] at the
B3PW91/6-31þG** level of theory. Vibration analyses were
performed for all structures in order to confirm minima and

Scheme
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transition states and evaluate reaction barriers. The calculated
free energy of activation for thermolysis of 1 to the carbonyl ylide
2 at 383 K (1108C), the usual experimental temperature, was
found to be 32.9 kcalmol�1, Table 1, in good agreement with the
experimental value of 32.6 kcalmol�1, determined from the rate
constant, the temperature and the equation log k¼ log A� Ea/
2.303RT, with log A¼ 14. Most of 1 affords dimethoxycarbene (3)
and acetone.[4] The corresponding calculated free energy of
activation for thermolysis of 4 at 278C (300 K) is 23.7 kcalmol�1,
again in acceptable agreement with the experimental value of
25.8 kcalmol�1, determined with log A¼ 14. Calculated barriers
for thermolysis of 1 and 4 to their respective ylides are likely to be
valid because the reactions are very similar. The calculated free
energies of activation for extrusion of N2 from 1 and 4 to form
their respective carbonyl ylides at 110 and 278C are different by
9.2 kcalmol�1 (32.9–23.7). Experimentally, they are different by
6.8 kcalmol�1 (32.6–25.8). Either difference indicates that, if 4
extrudes N2 slowly at 278C, 1 should appear to be stable at that
temperature, in accord with experiment, Fig. 1.
Inspection of the computed geometric changes that accom-


pany the fragmentations of 4 and 1 suggested a possible reason
for the difference. In 4, the improper dihedral angle, C5N6C1O8
(as in numbering systems in Schemes 1 and 3), is 24.58. In the
transition state leading to the carbonyl ylide, it is 27.08, a change
of less than 38. In 1, the corresponding angle, C5N3C2O1 is 8.78
and at the transition state for its thermolysis to 2 that angle
changes to 23.58, a change of about 188. In short, the nearly
planar 1 is considerably distorted when the transition state for

3.
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Scheme 4.


6,7-DIAZA-1-METHOXY-5-METHYL-2,8-DIOXABICYCLO[3.2.1]OCT-6-ENE

extrusion of N2 is reached whereas in 4, which is farther from
planarity to begin with, the corresponding angle change is less
than 38. In the language of the Principal of Least Motion,[6] there is
a much smaller change of geometry for extrusion of N2 from 4,
compared to the geometric change for extrusion of N2 from 1.
There are other differences, such as strain in 4 (not likely to be
large)[7] between the geometric changes involved for analogous
reactions of 4 and 1, but we have focused on the one that is
probably the largest.
The computations indicate that if carbonyl ylides are real


intermediates in thermolysis of both oxadiazolines, they must be
very short lived. In the case of the ylide from 4, the ylide lies in a
shallow free energy well that is about 12.7 kcalmol�1 below the
transition state leading to it and only about 0.7 kcalmol�1 below
the transition state for its fragmentation to carbene 16 (Fig. 1) and
0.8 kcalmol�1 below the transition state leading to 18, at 300 K. In
the case of 1, the free energy difference between the ylide and
the transition state leading to it is 14.5 kcalmol�1. The free energy
barrier for fragmentation of the ylide to the carbene is only
0.8 kcalmol�1, at 383 K. Although the numbers and the errors in

Scheme
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computational estimates of barriers make it conceivable that
the extrusion of N2 and the fragmentation of the carbonyl ylide
are concerted, a carbonyl ylide is an intermediate in each case
according to IRC calculations. A carbonyl ylide is also likely on
the basis of theory, the reverse reaction (addition of such an ylide to
an alkene) being well known.[8] Smith had concluded earlier, on
the basis of calculations at a lower level of theory, that thermo-
lysis of a compound analogous to 1 can be fully concerted,
affording N2, a dialkoxycarbene, and acetone in a single step.[9]


With higher level calculations on analogous systems, we have
found that a carbonyl ylide is an actual intermediate.[10a–e]


Ylide 5 is of higher free energy than the isomeric carbenes 16
or 18 (Fig. 1). We are not sure of the reasons, but entropy and the
fact that the product of ylide fragmentation has the stable
carbonyl group are probably contributing factors. For example,
ylide 5 and carbene 16 have entropies of 96.9 and 107.3 cal K�1,
respectively.
Precedents from the literature were sought, from the kinetics


of thermolysis of bicyclic azo compounds. The latter are not really
good models; however, because many bicyclic azo compounds

5.
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extrude N2 by a stepwise mechanism[11] and afford singlet
diradical intermediates, whereas 4 affords a carbonyl ylide.[10b]


Azo compounds are therefore not useful compounds for
comparison to 4.
The products from thermolysis of 4 were very numerous.


Capture of either the ylide 5 or the carbenes 16 or 18 by addition
to neat dimethyl acetylenedicarboxylate (DMAD) to afford 19was
successful but the yield was low, as expected (Scheme 7). Either
the ylide 5 or carbene 18, derived from it, could react with DMAD
to afford the product (19) that was isolated, Scheme 7. The ylide
route is unlikely because of the ylide’s short calculated lifetime.
There were many major signals, and numerous minor signals, in
addition to those from excess DMAD, in the 1H NMR spectrum of
the crude. Addition of the ylide to DMAD was clearly not a major
process, in keeping with the calculation of a very small barrier to
fragmentation of the ylide to carbene 16, Scheme 6, or
fragmentation to carbene 18. The reaction of carbene 18 with
DMAD to produce 19 is pictured as concerted, Scheme 7.
Cyclization of carbene 16 (or ylide 5) to oxirane 17, Scheme 6, is


another intramolecular process that should also occur with a
small barrier. We have previously shown that dimethoxycarbene
reacts with an intramolecular carbonyl group to form complex
products.[12] In the case of 4, the numerous products of
thermolysis were not identified. The intermediacy of 18,
suggested by the formation of 19 and by numerous NMR
signals between 5 and 6d in the spectrum of the crude, might
alone lead to three olefinic products from 1,2-migration of
hydrogen.

Scheme
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CONCLUSIONS


A bicyclic oxadiazoline undergoes 1,3-cycloreversion (loss of N2)
about 200 times as fast as a monocyclic analogue. The cyclic
carbonyl ylide produced is not more stable than an acyclic
analogue, but fragments to carbenes over a very small energy
barrier. Ylide 5 probably rearranges to carbenes 16 and 18. The
latter carbene was captured with DMAD to afford cyclopropene
19.

EXPERIMENTAL


General instrumentation


1H NMR spectra were taken with a Bruker AV 200 instrument and
are referenced to residual H in CDCl3 at 7.26 ppm or to residual H
in C6D6 at 7.16 ppm. 13C NMR spectra, acquired with the same
instrument, are referenced to the centerline of the CDCl3 triplet at
77.2 ppm or to the centerline of the C6D6 triplet at 128.1 ppm.
High-resolution mass spectra, with a Micromass GCT, TOF
instrument, were acquired in the CI (NH3) or EI modes. Infrared
spectra were measured on neat samples between NaCl plates,
with a Biorad FTIR spectrometer.


Synthesis of kinetic 7


A 2.6:1 mixture of (E/Z) isomers (the hydrazone of 2-butanone is
78%(E), 22%(Z)[13]) was prepared from the methyl ester of

7.
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Table 1. Temperatures and calculated activation parameters for thermolysis of oxadiazolines to carbonyl ylides and for frag-
mentation of the ylides


Compound Temperature (K)


Calculated parameters for ylide formation (ylide fragmentation)


DG# (kcalmol�1) DH# (kcalmol�1) DS# (cal K�1)


1 383 32.9 (0.8) 37.5 (0.16) 13 (�1.58)
4 300 23.7 (0.7) 29.8 (�0.20) 20 (�2.83)


6,7-DIAZA-1-METHOXY-5-METHYL-2,8-DIOXABICYCLO[3.2.1]OCT-6-ENE

hydrazinecarboxylic acid and 4-hydroxy-2-butanone in 81% yield.
Major isomer (2.6 parts): 1H NMR (200MHz, CDCl3) d: 1.83 (s, 3H),
2.47 (m, 3H)(CH2þOH), 3.74 (s), 3.82 (m) (overlapping with each
other and with signals from the minor isomer); minor isomer (1
part) 1H NMR d: 2.00 (s), 3.74 (s, shoulder on 3.76), 3.82 (m); the
total area of the overlapping signals at 3.74–3.85d agreed well
with the expected value calculated from the singlets at 1.83 and
2.00d; 13C NMR of the composite (50.3MHz, CDCl3) d: 15.7, 23.8,
34.3, 40.6, 52.9, 59.1, 59.3, 152.7, 154.8 (br), 155.5. HRMS (EI) m/z:
calcd for C6H12N2O3, 160.0848 found 160.0852. The minor isomer
isomerized to the major isomer during long storage (ca. 1 year) at
room temperature. Presumably, the mixture obtained initially
reflects kinetic control (at least in part) and the old material is the
thermodynamic product.


Thermodynamic hydrazone 7


Colorless solid, obtained by long storage of kinetic 7, mp
70–718C; 1H NMR (200MHz, CDCl3) d: 1.86 (s, 3H), 2.52 (t,
J¼ 5.5 Hz, 2H), 3.07 (br. t, 1H, OH), 3.81 (s, 3H), 3.83–3.94 (m, 2H),
7.68 (br. s, NH); 13C NMR (50.3MHz, CDCl3) d: 15.9, 40.7, 53.0, 59.4,
152.5, 154.8.


Synthesis of bicyclic oxadiazoline 4


Oxidative cyclization of the thermodynamic hydrazone 7 (2.04 g,
12.74mmol) with lead tetraacetate (6.15 g of 95%, 13.18mmol) in
methylene chloride (44ml) was carried out at 08C during 1 h.
Subsequent addition of trifluoroacetic acid (ca. three drops) at
08C, stirring for 1 h, extraction with aqueous NaHCO3 (2� 25ml),
drying over MgSO4, and very fast chromatography through a
column of silica (2� 8 cm), eluting with 1:1 ether/pentane,

Figure 1. Schematic free energy versus reaction coordinate diagrams for th
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gave 4 (0.28 g, 1.76mmol, 13.8%) as a colorless oil. 1H NMR
(200MHz, C6D6) d: 0.91 (dd, J¼ 5.1 and 13.8 Hz, 1H), 1.25–1.40 (m,
1H), 1.43 (s, 3H), 2.97 (dt, J¼ 5.2 and 11.7 Hz, 1H), 3.34–3.43 (m,
1H). 3.52 (s, 3H); 1H NMR (200MHz, CDCl3) d: 1.62 (dd J¼ 5.1 and
13.8 Hz, 1H), 1.81 (s, 3H), 1.86–2.02 (m, 1H), 3.27 (dt, J¼ 5.1 and
11.8 Hz, 1H), 3.70 (s, 3H), 3.92 (dd, J¼ 7.2 and 11.7 Hz, 1H);
13C NMR (50.3MHz, C6D6) d: 20.0, 27.8, 52.7, 61.3, 113.0, 131.4;
13C NMR (50.3MHz, CDCl3) d: 20.0, 27.8, 52.9, 61.3, 113.0, 130.5;
HRMS (CI, NH3) m/z: calcd for C6H14N3O3 (MþNH4)


þ, 176.1035
found 176.1030. After 4 came a mixture believed to be the
uncyclized diasteriomers 8 (not isolated), then byproduct 9 and
finally, with ether alone as eluent, compound 11, Scheme 4.


Kinetics of thermolysis of 4


Thermolysis of 4 (Scheme 6) (10mg in 0.8ml of C6D6) was
followed by means of NMR spectroscopy. The rate constant was
determined by periodic integration of a 1H signal (from CH2CH2O)
at 2.97d in the NMR spectrum of 4, and the benzene signal, in the
probe of a 200MHz NMR spectrometer operating at 278C.
Standard first order treatment of the ratios obtained by division
of the integral at 2.97d by the benzene integral gave
k278C¼ 1.6� 10�5 s�1, with r2¼ 0.996. At 1108C, in benzene in
a sealed tube, the rate constant for the thermolysis of the
monocyclic oxadiazoline 1 is about 2.4� 10�5 s�1.[1]


Methyl 3-oxobutylcarbonate (9)


Very pale yellow oil. Yield 8.8%, IR (neat, cm�1) 1752 and 1721;
1H NMR (200MHz, CDCl3) d: 2.13(s, 3H), 2.76 (t, J¼ 6.3 Hz, 2H), 3.71
(s, 3H), 4.33 (t, J¼ 6.3 Hz, 2H); 13C NMR (50.3MHz, CDCl3) d: 30.25,
42.06, 54.79, 62.65, 155.54, 205.24; HRMS (CI, NH3) m/z: calcd

ermolysis of 1 and 4
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for C6H14NO4 (MþNH4)
þ 164.0923 found 164.0881; calcd


for C6H11O4 (MþH)þ 147.0657 found 147.0606.


Methyl [1-acetoxy-3-hydroxy-1-methyl]diazenecarboxylate (11)


Yellow oil in 7.1% yield. 1H NMR (200MHz, CDCl3) d: 1.67 (s, 3H),
1.99 (s, 1H), 2.06 (s, 3H), 2.17 (t, J¼ 6.4 Hz, 2H), 3.72 (t, J¼ 6.8 Hz,
2H), 3.94 (s, 3H), although the two CH2 signals appear to be
triplets at 200MHz, the hydrogens are diastereotopic; 13C NMR
(50.3MHz, CDCl3) d: 21.62, 22.29, 40.72, 55.03, 57.39, 102.85,
161.53, 169.22; HRMS (CI, NH3)m/z: calcd for C8H15N2O5 (MþH)þ


219.0981 found 219.0977.


Compound 19


Bicyclic oxadiazoline (49.4mg, 0.3123mmol) and DMAD
(139.3mg (99% purity), 0.970mmol) were placed under nitrogen
in a dry ampoule. The mixture was degassed by means of three
freeze–pump–thaw cycles and the ampoule was sealed under
vacuum. Thermolysis was carried out at 50.0-C for 24 h. The crude
product was chromatographed on silica with ether/pentane (1:1)
to give 9.40mg (0.0345mmol, 11%) of compound 19 as a pale
yellow oil. 1H NMR (500.13MHz, CDCl3) d: 1.41 (s, 3H), 2.06 (t,
J¼ 6.3 Hz, 2H), 3.74 (s, 3H), 3.85 (s, 6H), 4.13 (t, J¼ 6.4 Hz, 2H);
13C NMR (125.76MHz, CDCl3) d: 24.06 (CH3), 32.11 (C), 36.60 (CH2),
52.78 (2 OCH3), 54.74 (OCH3), 65.40 (OCH2), 129.15 (2 C——), 155.71
(O2C——O), 160.21 (2 C——O); IR (Neat, cm�1)[14]: 1839, 1751, and
1722; HRMS (CI, NH3) m/z: calcd for C12H17O7 (MþH)þ 273.0975
found 273.0974.
All of the 13C NMR signals were assigned, based on 2D


correlation spectra. Gradient HMBC spectra were run in CDCl3
with a Bruker AV 500 instrument.
This paper contains supporting information.
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A study on a primitive artificial esterase
model: reactivity of a calix[4]resorcinarene
bearing carboxyl groups
Giorgio Cevascoa, Andrea Galatinia, Necmettin Pirinççioğluby, Sergio Theaa*
and Andrew Williamsbz

The host molecule octacarboxymethyl calix[4]resor

J. Phys. Or

cinarene 1 catalyses the hydrolysis of substituted phenyl N-
methylpyridinium-4-carboxylate esters 3a–f by complexation followed by intracomplex reaction via an anhydride
intermediate. The reactivity in the presence of 1 is higher than that of the background at low pH; at high pH an
inversion of reactivity occurs, the background becomes predominant since the host inhibits hydrolysis of the
esters. The reactivity of esters 3a–f complexed with the host suffers little change in effective charge on the phenolic
oxygen (�0.15 units) in contrast with the changes observed in alkaline hydrolysis (�0.28 units) and in the hydrolysis
of themodelmonoaryl glutarate esters (-1.02 units). The less negative effective charge in the transition state for host 1
catalysis compared with that in the glutarate case is ascribed to stronger solvation by water molecules in the complex
compared with that due to water molecules in the bulk solvent. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Carboxylate ions, in aqueous solution, catalyse the hydrolysis of
substituted phenyl esters via an anhydride intermediate or by
general base catalysis (Scheme 1).[1–7]


Since carboxylate ions can be readily incorporated into
macrocycles possessing cavities suitable as hosts, the system
would be interesting to study as a primitive model of an enzyme.
Calix[4]resorcinarenes would be particularly useful because they
have a binding site, and the rim of the macrocycle can be
functionalized easily to possess carboxylate ions which would be
suitable for reaction with aryl esters as in Scheme 1. Previous
work has shown that resorcinarenes bearing aliphatic chains
terminated by (CH3)2N groups at their upper rim can be good
catalysts for ester hydrolysis.[8] In this study, we investigate the
effect of a carboxy containing resorcinarene 1 on the hydrolysis
of some selected substituted phenyl esters.
Esters derived from N-methylpyridinium-4-carboxylic acid are


particularly useful in a preliminary study because they bear a
positive charge and therefore are expected to complex more
efficiently than neutral esters to a host possessing carboxylate
anion groups. Moreover, the reactivity of such esters is higher
than that of corresponding neutral aliphatic esters and the
effective charge characteristics of acyl group transfer reactions
with these positively charged esters have been elucidated
previously.[9,10]


The purpose of this work is to investigate the selectivity and
influence of the host molecule 1 on the reactivity of some
carboxylic acid esters, either neutral (2a–c) and positively
charged (2d and 3a–f ), as shown in Chart 1. Linear free energy
relationships giving rise to effective charge distributions[11–13] will
also provide information about the micro-environment of the
guest ester (substituted phenyl N-methylpyridium-4-carboxylate
tosylate salts 3) in the complex with resorcinarene derivative 1.

g. Chem. 2008, 21 498–504 Copyright �

RESULTS


Kinetics of hydrolysis of the esters nicely fit first-order rate laws up
to 90% of the full reaction. Addition of 1 inhibits the hydrolysis of
both neutral and charged esters at pH 7.05 and above (Fig. 1 and
Fig. 2, respectively).
On the other hand, the hydrolysis of the ester 3a at lower pH’s


is catalysed by the addition of 1 (Figure 2). Rate constants (kobs)
depend on the concentration of the host and follow the rate law
of Eqn (1), derived from Scheme 2, where kb is the background
rate constant, KS is the dissociation constant of the host–guest
complex and kc is the rate constant for the complexed ester.


kobs ¼
kb � Ks þ kc � ½host�ð Þ


Ks þ ½host�ð Þ (1)


Rate constants for the hydrolysis of esters 2a–d in the absence
or presence of varying concentrations of host 1 are given in
Table 1.

2008 John Wiley & Sons, Ltd.







Figure 1. Dependence of rate constants on host 1 concentrations for the
hydrolysis of 2a (&, curve A, pH 10.38, 0.02M borate, F¼ 102) and 2b (*,


curve B, pH 12.05, 0.10M phosphate, F¼ 102), and the ethanolaminolysis
of 2b (&, curve C, pH 8.32, 0.5M ethanolamine, F¼ 103) at 25 8C. Data are
from Table 1 and lines are calculated from Eqn (1) using parameters from


Table 1


Figure 2. Dependence on pH of the hydrolysis of ester 3a in the


presence of 5� 10�3M host 1 (solid line, closed squares) or in its absence


(dashed line) at 25 8C. Data are from Table 3 and the solid line is calculated
from Eqn (2); dashed line is calculated from k¼ 3.24� 104� [OH�] (from


Table 4)


Scheme 2.


Scheme 1. Mechanisms for the carboxylate ion-catalyzed hydrolysis of esters


Chart 1. Structures of macrocyclic host 1 and carboxylates 2 and 3


REACTIVITY OF CALIX[4]RESORCINARENE
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The reaction of 4-nitrophenyl benzoate 2b with the nucleo-
phile ethanolamine was also examined to see if the inhibition
could be simply due to electrostatic repulsion between ionized 1,
which is negatively charged, and hydroxide ion (see Fig. 1 and
Table 1). The rate constants for the hydrolysis of the charged
esters 3a–f in the absence and in the presence of increasing
concentrations of the host are recorded in Table 2 together with
the derived kinetic parameters KS (the dissociation constant of
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Table 1. Dependence of the rate constant kobs and the derived constants kb, kc and Ks, on the concentration of host 1 for the
hydrolysis of some 4-nitrophenyl esters at 25 8C in water solventa


[1]/M(� 103)


102� kobs/s
�1


2ab 2bc 2bd 2ce 2df


0.00 4.42 3.42 0.420 0.710 0.343
1.00 4.00 2.82 0.645 (0.005)e 0.317
2.00 3.63 2.42 0.278 0.610 (0.010)e 0.267
4.00 3.08 1.85 0.198 0.558 (0.020)e 0.230
6.00 2.65 1.45 0.137 0.540 (0.025)e 0.210
8.00 2.33 1.18 0.089 0.527 (0.030)e 0.192
10.0 2.02 1.00 0.078 0.182
20.0 0.148
pH 10.38 12.05 8.32 10.95 7.05
kb/s


�1(� 103) 44.0� 0.5 34.1� 0.1 4.21� 0.08 7.10� 0.04 3.48� 0.06
kc/s


�1(� 103) —g —g —g 4.51� 0.16 1.01� 0.14
KS/M (�103) 10.8� 6.0 5.51� 0.20 5.71� 0.84i 3.03� 0.47 4.68� 0.80


a The initial concentration of esters is 1� 10�5M and the wavelength for kinetics is 400 nm.
b 0.02M borate.
c 0.1M K2HPO4.
d Reaction of ester 2b with 0.10M ethanolamine.
e Borate (0.02M); the numbers within the brackets show the concentration of the host.
f K2HPO4 (0.05M) and the host concentration is in the range of 0–10�3M.
g Zero within experimental errors.


Table 2. Dependence of rate constants on the concentration of host 1 for the hydrolysis of tosyl salts of substituted phenyl
N-methylpyridinium-4-carboxylates at pH 7.05 (0.05M KH2PO4) and 25 8Ca


[1]/M (�103)


102� kobs/s
�1


3a 3b 3c 3d 3e 3f


0.00 1.54 0.790 0.466 1.44 1.57 3.28
0.20 1.12 0.530 0.305 0.891 1.08 2.00
0.40 0.850 0.410 0.241 0.681 0.821 1.45
0.60 0.770 0.376 0.225 0.582 0.729 1.24
0.80 0.671 0.327 0.206 0.511 0.630 1.04
1.00 0.641 0.319 0.201 0.473 0.601 0.972
2.00 0.515 0.259 0.182 0.366 0.449 0.709
pKa


b 7.14 8.35 9.19 7.75 7.26 6.36c


kb/s
�1 (�103)d 15.5� 0.2 7.91� 0.09 4.67� 0.05 14.4� 0.4 10.5� 0.2 33.0� 0.3


kc/s
�1 (�103)e 3.33� 0.39 1.94� 0.12 1.54� 0.06 2.41� 0.05 2.78� 0.26 3.87� 0.34


KS/M (�104)f 3.30� 0.37 2.47� 0.21 1.73� 0.16 2.35� 0.04 3.11� 0.23 2.43� 0.12
kc/KS (s


�1M�1)g 10.9 7.85 8.9 10.2 8.94 15.9


a Tosyl salt of substituted phenyl N-methylpyridinium-4-carboxylate. Concentrations of substrates and wavelengths for kinetic
studies: 3a (4� 10�5M, lmax¼ 400 nm); 3b (2.5� 10�4M, lmax¼ 340 nm); 3c (4� 10�5M, lmax¼ 325 nm); 3d (2.5� 10�4M, lmax¼
340 nm); 3e (2.5� 10�4M, lmax¼ 370 nm) and 3f (4� 10�5M, lmax¼ 410 nm).
b The ionizations constants of leaving groups are from Reference[14], unless stated otherwise.
c pKa value from Reference[15].
d First-order rate constant for the reaction of esters in the buffer (including buffer and hydroxide ion terms).
e First-order rate constant for the ester complex with host 1.
f Dissociation constant of esters from their complex with host 1.
g Apparent second-order rate constant for the reaction of substituted phenyl N-methylpyridinium-4-carboxylate esters with free host 1.
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Table 3. The effect of pH on the hydrolysis of 3a in the presence of host 1 (5� 10�3M) at 25 8C. The host molecule itself provides
buffering capacity


pH 4.35 4.47 4.62 4.80 4.80 5.19 5.50 6.05 6.35 7.00 7.96
kobs� 104/s�1 3.37 3.83 4.45 4.72 5.35 5.93 7.30 8.03 9.07 8.55 21.2


REACTIVITY OF CALIX[4]RESORCINARENE

the ester–host complex) and kc/KS (the apparent second-order
rate constant for the reaction of N-methylpyridinium
4-carboxylates through the ester–host complex).
The pH-dependence of the reactivity of 1 with the ‘charged’


4-nitrophenyl ester 3a was determined for a 5mM constant
concentration of host (higher concentrations were not attainable
due to insufficient solubility of host 1 at low pH’s); although this
concentration does not completely complex the ester, a
significant part of the reaction flux is via the complex and if
KS is insensitive to pH, the pH-dependence will be a reasonably
good reflection of that for kc. The rate constants possess a plateau
region between pH’s 5 and 7 which falls off at low pH and
increases at higher pH. The rate constants fit Eqn (2) (see Table 3),
where kmax


c is the first-order rate constant for the host-mediated
reaction, kOH is the second-order rate constant for alkaline
hydrolysis of the anionic form of the complexed ester, and Ka and
KW are the ionization constants of the host and water,
respectively.


kobs � kc ¼
kmax
c þ KOH � KW � 10pH


� �


1þ 10�pH=Kað Þ
(2)


The derived parameters in Eqn (2) are as follows: pKa¼
4.51� 0.05, kmax


c ¼ (7.96� 0.18)� 10�4 s�1, kOH¼ (1.42� 0.15)�
103M�1 s�1 with pKW¼ 14.0. The value of the apparent pKa is
lower than that determined titrimetrically for the host in a
different solvent system (5.95, see Section ‘Experimental’), but
this is not significant as change in the solvent is likely to change
the pKa substantially.
With reference to the reactivity of 3a in the presence of host 1,


the pH (7.05) of the measurements (Table 2) is within the plateau
region as shown in Fig. 2, and hence the parameters kc actually
can be taken as kmax


c (in Eqn (2), the term kOH� KW� 10pH can be

Table 4. Effect of phosphate (HPO2�
4 ) and hydroxide ion on the hyd


esters at pH 7.00 and 25 8Ca,b


Esters Nc kHPO4 � 10�2/M�1 s�1d


3a 4 36.7� 3.0
3b 4 11.5� 1.0
3c 5 7.28� 0.4
3d 4 31.4� 2.9
3e 4 26.1� 1.0
3f 4 136� 10


a Ester concentration and wavelengths for kinetic studies given in
b Concentration range of phosphate buffer between 0.02 and 0.1M
cNumber of data points not including duplicates.
d Second-order rate constants for HPO2�


4 -catalyzed hydrolysis of sub
e Calculated from the intercept of the plot of kobs against [HPO


2�
4 ]
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assumed as negligible in comparison with kmax
c ). Rate constants


for the hydrolysis of substituted phenyl N-methyl pyridinium-4-
carboxylates are linearly related to phosphate (HPO2�


4 ) concen-
trations (kobs ¼ kHPO4 ½HPO


2�
4 � þ kOH ½OH��) and the derived


second-order rate constants for phosphate and hydroxide
catalyzed reactions are shown in Table 4 (it is assumed that
the contribution of water to the overall rate is negligible), where
kHPO4 and kOH are second-order rate constants for HPO2�


4 and
hydroxide ion catalyzed hydrolysis of 4-nitrophenyl N-methylpyri-
dinium-4-carboxylates. The dependence of the rate and equi-
librium parameters on the pKa of the leaving phenolate ion for
the hydrolysis of substituted phenyl N-methylpyridinium-
4-carboxylate in the absence and in the presence of the host
molecule 1 fit Eqns (3–6).


log kHPO4 ¼ � 0:42� 0:07ð ÞpKArOH
a þ 2:7� 0:5ð Þ (3)


log kOH ¼ � 0:28� 0:03ð ÞpKArOH
a þ 0:31� 0:19ð Þ (4)


log kmax
c ¼ � 0:15� 0:01ð ÞpKArOH


a � 1:47� 0:09ð Þ (5)


log KS ¼ � 0:068� 0:037ð ÞpKArOH
a � 3:1� 0:3ð Þ (6)


A small difference is found between the bLG in Eqn (4) (�0.28)
and that previously reported (�0.35)[10] for a set of esters bearing
(partly) different substituents. In this work we used the presently
assessed value.
The rate constants for hydrolysis of the ester 3a in acetate


buffers at pH 5.85 vary linearly as a function of acetate ion
concentration (0–0.050 M) yielding a second-order rate constant
of 1.09� 10�3


M
�1 s�1 for attack of acetate ion on 3a.


A trapping experiment was carried out by reacting 1 (5.0mM)
with 0.02 M tosyl 4-nitrophenyl N-methylpyridinium-4-carbo-
xylate 3a at pH 8.36 in the presence of excess morpholine

rolysis of substituted phenyl N-methylpyridinium-4-carboxylate


pKArOH
a


kOH� 10�4 /M�1 s�1e


7.14 3.24� 0.2
8.35 1.68� 0.1
9.19 0.90� 0.02
7.75 3.61� 0.15
7.26 2.00� 0.08
6.36 7.79� 0.07


Table 1.
.


stituted esters calculated from the slope of kobs against [HPO
2�
4 ].


assuming Kw¼ 10�14.
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(0.4 M). After completion of the reaction (as judged by monitoring
the release of 4-nitrophenol) the solution was brought to pH 2
with dilute HCl and the resultant precipitate was isolated by
filtration and washed with water (to remove the residual
unreacted amine as well as all products derived from the ester
which are soluble in water at acidic pH’s). The 1H NMR spectrum
of the carefully dried residue was analysed, revealing that an
aliquot of the trapping agent had undergone incorporation into
1, consistent with a final mixture of host modified as the
monoamide 1a (as shown in Scheme 3) and the starting material
1 in a ratio of 1:3.

DISCUSSION


The pH-dependence of the hydrolysis of 4-nitrophenyl N-methyl
pyridinium-4-carboxylates (shown in Figure 2) is consistent with
the involvement of a carboxyl group of the host molecule
(pKapparent


a ¼ 4:51� 0:05) in the reaction. The second-order rate
constant for the acetate-catalyzed reaction of 4-nitrophenyl
N-methylpyridinium-4-carboxylate is 1.09� 10�3


M
�1 s�1 and this


is probably an upper limit because previous studies on
acetate-catalyzed hydrolysis of 4-nitrophenyl esters indicate that
the 4-nitrophenyl esters possess both general base and
nucleophilic components.[1–7] This value can be directly
compared with the value of the parameter kmax


c /Ks for 3a
(10.9 M


�1 s�1), which indicates a significant catalytic effect even if
the number of carboxylic groups in 1 is taken into account
ð½kmax


c =KSÞ=8�=knuc ¼ 1250Þ.
Figure 2 shows that the host acts as a catalyst for ester


hydrolysis at low pH’s but as an inhibitor at higher pH’s; this
observation results from the hydroxide ion-catalyzed hydrolysis
of the ester being low at low pH’s but increasing at high pH until it
takes the majority of the reaction flux. This change in reactivity
from catalysis to inhibition is of interest from a practical point of
view; theoretically the value of kc determined under conditions of
inhibition reflects the reactivity of the ester in the ester–host

Scheme 3. The mechanism of action of host 1 for the intramolecular cleav
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complex and is independent of the accelerative or inhibitory
nature of the system.
Tables 1 and 2 indicate that host 1 complexes with


4-nitrophenyl N-methyl pyridinium-4-carboxylate (KS¼ 0.33mM)
better than with 4-nitrophenyl N-methylpyridinium-3-carbo-
xylate (KS¼ 4.7mM), possibly due to a more favourable structure
of the ester enabling it to be accommodated within the cavity of
the host. The improved binding (as expressed by 1/KS) of charged
esters compared with that of the neutral ones (Table 1) may be
attributed to favourable electrostatic interactions between
carboxylate and N-methyl residue of the pyridine ring. Electro-
static interactions are often weak in bulk water as charges are
dispersed by solvation. In this system it is likely that the aromatic
rings provide a hydrophobic micro-environment, thus strength-
ening the electrostatic interaction between the carboxylate
groups of the host and the positive charge of the ester. As a result,
the positively charged esters are bound to the host more strongly
than are neutral esters. Benzoate ester associates with the host
twofold better than acetate, which may be attributed to a more
favourable interaction of benzoate within the cavity by means of
p–p interactions between the phenyl component of the
benzoate and the aromatic cavity of 1.
Addition of host 1 induces complete inactivation of the


benzoate and acetate esters (kc¼ 0), whereas esters of hexanoic
acid and of the charged acids retain a significant reactivity.
Chawla and Pathak[16] report that derivatives of calix[n]arenes
(n¼ 4, 5, 6 and 8) slow down the release of phenol of p- and
m-substituted phenyl benzoates. This is ascribed by these authors
to the encapsulation of the released phenoxide ion into the cavity
of the host during the reaction. Ionic repulsion may not be the
reason for the rate inhibition because reaction of benzoate ester
with ethanolamine (Figure 1 and Table 1) in the presence of the
host molecule also suffers complete inhibition; since at the pH of
the experiment ethanolamine is not negatively charged, it will
not be electrostatically repelled by the host and therefore
hindrance of negatively charged nucleophiles (e.g., buffer and
hydroxide ions) ensuing from electrostatic repulsion may not
simply account for the rate retardation. Thus, it is more likely that

age of 4-nitrophenyl esters
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benzoate and acetate moieties are located in the cavity so
that their reaction centres are entirely blocked from intermole-
cular attack (buffer, hydroxide and water) or intramolecular
nucleophilic attack by the carboxylate groups of the host.
The parent calix[4]resorcinarene, with all eight phenolic groups


of the host ionized, shows similar saturation kinetics in the
hydrolysis of acetylcholine where a 10-fold rate retardation is
observed.[17]


If carboxylate groups participate intramolecularly in the
reaction via an anhydride (see Scheme 3), the intermediate
could be trapped by an amine to give an amide which could then
be analysed.
The trapping of the intermediate in the hydrolysis reaction of


4-nitrophenyl N-methylpyridinium-4-carboxylate in the presence
of the host 1 with morpholine confirms that the reaction involves
intramolecular nucleophilic attack of carboxylate of the host with
the guest ester. The 1H NMR analysis of the host isolated after
catalysis is consistent with asymmetrical bond cleavage (a and b)
yielding host-amide 1a and N-methylpyridinium-4-carboxamide
4. The preference for the pathway (b) with respect to (a) could be

Scheme 4. Effective charge map[11] for the reaction of host 1 with N-methy
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rationalized on the basis of the different reactivity of the two
moieties of the asymmetric anhydride, the less reactive one being
that on the side of the host, due to electronic and (possibly) steric
reasons. An additional pathway contributing (in part) to the
formation of amide 1a could be that indicated as pathway (c),
where the ‘internal’ anhydride 5 is formed which then reacts with
morpholine to give host-amide. Since the product analysis shows
that just ca. 25% of the host has been converted to the
host–amide product, the pathways (a) and (b) must lie along the
reaction path, otherwise the host would be converted exclusively
to 1a.
The effective charge map of the reaction of host 1with esters 3


can be derived from the Brønsted correlations (Eqns 3–6) and is
shown in Scheme 4, compared with those of model reactions. It is
interesting to note that the aryl oxygen of the ester has slightly
more positive effective charge in the complex (þ0.62) than in the
free ester (þ0.55).
The transition structure of the reaction exhibits an effective


charge on the ether oxygen of the ester (þ0.47) which is
significantly more positive than that found in the transition state

lpyridinium-4-carboxylate esters compared with those of model reactions
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Scheme 5. Cartoon of the transition structure of the intramolecular


reaction of ester with host 1 illustrating the electrophilic interaction
via solvation with water molecules in the host–guest complex
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of the reaction with hydroxide ion of the uncomplexed substrate
(þ0.27), and is dramaticallymore positive than those observed for
nucleophilic catalysis by carboxylate ion in the model reactions
(intramolecular,�0.32[7] and intermolecular,�0.09[6]). In both the
latter model reactions, the transition structure is likely to possess
substantial ArO—C bond fission and to reflect a concerted
displacement by the carboxylate anion because the carboxylate
ion is a weak nucleophile. The reaction of carboxylate ion in the
ester complex is unlikely to differ markedly in its fundamental
mechanism from the model; the most plausible explanation of
the substantially more positive effective charge is that there is
solvation of the developing negative charge (on the aryl oxygen)
by groups or solvent molecules residing in the host complex.
There is no electrophilic group in the host’s structure which could
be responsible for such a solvation process but water molecules
present in the host–guest complex (Scheme 5) could solvate the
developing negative charge.
Since the water molecules would not be the part of a water


structure, the solvation interaction could be stronger than that
which occurs in bulk solution. This would have a greater effect on
the developing negative charge in the transition state compared
with that in the bulk solvent where the solvating power of a water
molecule would be reduced by its interaction with other water
molecules. A similar positive effective charge was observed in the
ester hydrolysis catalyzed by the structurally related resorcinar-
ene derivative with eight N,N-dimethylamino functions attached
to its upper rim.[8]

EXPERIMENTAL


Materials


All materials for buffer solutions were of analytical reagent grade.
Water was double-distilled from glass and degassed in vacuo.
4-Nitrophenyl acetate and benzoate were from previous work
from these laboratories. 4-Nitrophenyl hexanoate was purchased
from the Sigma company. Tosylate salts of substituted phenyl
N-methylpyridinium-3-carboxylate and N-methylpyridinium-4-

www.interscience.wiley.com/journal/poc Copyright � 2008

carboxylate were synthesized as described previously.[9] The
macrocycle, octacarboxymethyl calix[4]resorcinarene (1) was
prepared from the corresponding octaethyl ester.[8] The octaethyl
ester (5 g, 50mmol) was dissolved in THF (50ml) and mixed with
KOH (1 M, 50ml). The solution was stirred for 24 h, then
evaporated in vacuo, diluted with water (100ml) and neutralized
with HCl to give a precipitate (1) which was recrystallized from
water/ethanol to yield needles, m. p.> 3008. Found C, 53.62; H,
5.14% Formula C48H48O24�4H2O requires C, 53.34; H, 5.22%.
1H NMR (200MHz, DMSO-d6, ppm): d¼ 6.43 (s, 8H, Ar—H),
4.57–4.55 (q, 4H, J¼ 7Hz, —CHCH3), 4.52 (s, 8H, —O—CH2—
CO2H), 4.31 (b, 8H, —O—CH2CO2H) and 1.42–1.39 (d, 12H,
J¼ 7Hz—CHCH3). Owing to the low solubility of neutral host 1 in
pure water, the pKa was determined by pH-titration in 40/60 v/v
water/DMF at 258 and is 5.95� 0.04, suggesting that no
significant interaction among the carboxy groups is taking place
during ionization. Equivalent weight from the pH-titration: 128.3;
Formula C48H48O24�4H2O requires: 135.1.


Methods


The kinetic methods employed in this study have been described
previously.[8]
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Ultrasonic detection of hydrophobic
interactions: a quantitative approach
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Kinetic effects of sonication on ester hydrolysis and
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tert-butyl chloride solvolysis, studied in ethanol–water binary
solvent, are discussed in terms of quantitative relationships between their magnitude and the hydrophobicity of
reagents. A number of conclusions were drawn from the observed linear free-energy (LFE) relationships. Independent
of reaction mechanism, the decrease in reaction rates with increasing ethanol content in the solvent is mainly due to
hydrophobic stabilization of the ground state. While hydrophobic species can be hidden in the ethanol clusters
present in the region XEtOH > 0.15, at lower ethanol contents hydrophobic reagents are weakly solvated and the
hydrophobic stabilization can be easily overcome by sonication. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Hydrophobic effects play an important role in many chemical
processes in aqueous solutions. Two phenomena can be
distinguished: hydrophobic hydration and hydrophobic inter-
action (HI). Hydrophobic hydration denotes how apolar solutes
affect the organization of water molecules in their immediate
vicinity. The HI is the tendency of apolar species to aggregate in
aqueous solutions to reduce their contact surface with water. HI
can lead to pairwise interactions, known as encounter complexes,
to well-defined host–guest complexes, to the formation of small
clusters of molecules, or to large aggregates.[1–5]


HI between apolar molecules or apolar parts of molecules in
water are important noncovalent driving forces for inter- and
intramolecular binding and assembly processes, taking place in
aqueous chemistry and biochemistry.[1–5] In aqueous systems
these interactions can strongly influence chemical equilibria and
reaction rates.[3–9] For example, in the hydrolysis of esters, HIs (the
formation of hydrophobically stabilized encounter complexes or
clusters with co-solutes) make the ester less reactive.[10–14] On
the other hand, the Diels–Alder reaction[15] and the benzoin
condensation[16] are dramatically accelerated when carried out
in water rather than in organic solvents. Such rate enhancements
mostly result from the packing of hydrophobic surfaces of these
reagents in the transition state, whose energy is lowered as
hydrocarbon–water contacts are minimized.[2–5]


Although HI can be studied by a large variety of experimental
and computational techniques, the determination of chemical
reactivity has a special position among them.[4,5,17,18] Indeed, rate
constants can usually be determined with so high a precision,
that small hydrophobic effects can thus be detected.
Our contribution to HI studies consists in applying power


ultrasound to kinetic investigation of polar (ionic) homogeneous
reactions in solutions, mainly in ethanol–water binary mix-
tures.[19–23]


Ultrasonic acceleration effects on chemical processes are
widely exploited both in the laboratory and industrial prac-
tice.[24–26] Sonication mostly affects reaction rates, yields, and in
some cases the ratios of reaction products. Besides bringing

g. Chem. 2008, 21 1002–1006 Copyright

about mechanical effects, cavitation induced by sonication can
promote many homogeneous and heterogeneous reactions by
generating free radicals which give rise to chain reactions in
solution.
Sonication studies of solvolysis/hydrolysis reactions in aqueous–


organic binary solvents have brought to light specific solute–
solvent interactions and hydrophobic effects that are not
manifested in conventional kinetic investigations.[19–23,27–29] It
was concluded that in these cases the sonochemical effects may
be related to the perturbation of the molecular structure of the
solvent and, more critically, to the destruction of hydrophobic
solute–solvent interactions.
However, conclusions drawn so far have been merely


qualitative deductions based on observed sonication effects in
reaction kinetics. In this paper, we show that a quantitative
correlation of kinetic sonication effects with substrate hydro-
phobicity reveals novel details of solvation phenomena and HI in
solutions.

RESULTS AND DISCUSSION


A comprehensive investigation of sonication effects on polar
homogeneous reactions was first performed by Mason’s
group.[27,28] An unexpectedly complicated dependence of the
effect (kson/k) on the composition of ethanol–water binary
solvent was found for the solvolysis reaction of tert-butyl chloride.
The authors concluded that the application of ultrasound to the
reaction disrupted the binary solvent structure, thus permitting a

� 2008 John Wiley & Sons, Ltd.







Figure 1. Linear free-energy relationships between sonication effects for
ester hydrolyses and the hydrophobicity parameter log P. (A) XE¼ 0.28,


(B) XE¼ 0.09, and (C) XE¼ 0.04.
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better solvation of the substrate and resulting in enhanced
reaction rates.
That pioneering work inspired us to extend the investigation to


amechanistically different reaction, viz. to the hydrolysis of esters.
For the acid-catalyzed hydrolysis of ethyl acetate we observed a
similar dependence of the sonication effect on solvent
composition.[19,20] These results initially led us to think that
sonication effects were merely related to a perturbation of
the solvent system. However, on replacing ethyl acetate with
more hydrophobic esters, we observed a dramatic change in the
dependence of the sonication effect on solvent composition,
which obliged us to revise our early point of view. Solute–solvent
interactions in these complicated systems proved to be
particularly important in clarifying the matter.[20,23]


Recent spectroscopic, X-ray diffraction, and mass spectro-
metric investigations have shed light on the structure of
ethanol–water solutions.[30–32] It has been concluded that small
additions of ethanol in the range of 0< XE< 0.08 (XE being the
ethanol molar ratio) exert a strong structure-making effect
accompanied by an increase in the self-association of water.
Further addition of alcohol begins to prevent water from
organizing into 3D structures. Observations suggested that an
ethanol polymer structure evolves and the bulk water structure
breaks down at XE> 0.1. In mixtures at XE> 0.15 a large number
of ethanol–water hydrogen bonds are formed at the expense of
water–water bonds. The resulting structure is described by a
cluster model, envisaging a stacked ethanol core and a thin water
shell.[30–32]


This model allowed a straightforward interpretation of our
results: a hydrophobic reagent could be hidden inside the
clusters and thus made unavailable for the reaction. If ultrasound
is capable of breaking the reagent’s interaction with the
hydrophobic interior of the cluster, it will accelerate the reaction.
Ethyl, n-propyl, and n-butyl acetates were used as probes of the


postulated inclusion of a reagent within clusters. Indeed,
sonication effects measured in the region 0.2< XE< 0.3 matched
in reverse order the hydrophobicity of the esters. n-Butyl acetate
should be the most powerfully held by clusters, and sonication
was found to be least efficient in this case.
To obtain quantitative proof of the above conclusions we


related the sonication effects (Table 1, comprising experimental
data from References [20,21,27,33]) to the Hansch–Leo hydropho-
bicity parameter log P, where P is the partition coefficient of the
substrate between 1-octanol and water.[34,35]

Table 1. Sonication effects (kson/k) for the substrates at various m


Substrates


kson/k


0.04 (10)a 0.09 (20)a


EtOAc 1.13c 1.05c


PrOAc 1.59 1.21
BuOAc 2.67 2.24
4-NO2-PhOAc 1.43 1.61
tert-BuCl — 1.22


aMolar fraction of ethanol in ethanol–water binary mixture. In par
b Experimental values from Reference [35].
c Interpolated values.
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In Fig. 1 the LFE relationships[36] show how kinetic sonication
effects are related to the HI of reagents with the solvent system.
Plot 1A represents the relationship at XE¼ 0.28 in the region of
ethanol clusters, providing a convincing quantitative proof of the
conclusions made intuitively. Plots of sonication effects at
XE¼ 0.04 and XE¼ 0.09 against hydrophobicity parameters
(Fig. 1B, C) also reveal linear relationships. Statistical character-
istics of the correlations are collected in Table 2.
The observed sonication effect for the hydrolysis of


4-nitrophenyl acetate appeared to be systematically smaller
compared to those for the alkyl ester hydrolyses due to the lower

olar fractions of ethanol, and the hydrophobicity parameters


Reference log Pb0.25 (45)a


2.43 [20] 0.73
1.73 [33] 1.24
1.38 [20] 1.78
1.09 [21] 1.50
2.50 [27] 2.20


entheses w/w% of ethanol.
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Table 2. Statistical characteristics of correlations between sonication effects for ester hydrolysis, log(kson/k), and hydrophobicity
parameters, log P


XE
a Regression coefficient Correlation coefficient, R2 Standard error


0.04 0.357� 0.025 0.995 0.019
0.09 0.356� 0.123 0.807 0.095
0.28 �0.209� 0.034 0.951 0.026


aMolar fraction of ethanol in ethanol–water binary mixture.
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sonication intensity used in kinetic measurements (as shown in
the Experimental Section). As we have experimentally found for
the ethanol–water solvent system[20] that the calorimetric
sonication effect depends insignificantly on the solvent compo-
sition, the equal deviations at different XE values can be definitely
assigned to the difference in the applied sonication intensity.
Indeed, when points for 4-nitrophenyl acetate were shifted
upward by 0.16 log units, they laid equally well on the correlation
lines in all panels of Fig. 1. Some important conclusions follow
from the LFE relationships presented in Fig. 1.
Proceeding from the fact that the points for 4-nitrophenyl


acetate and the alkyl acetates lay on common lines in Fig. 1, the
formal LFE test asserts that the mechanism of the sonication
effect is the same for the esters independent of the hydrolysis
reaction mechanism (base-catalyzed vs. acid-catalyzed reactions).
It is certain that sonochemical effects cannot be caused by direct
impact of the acoustic field on the reacting molecules or on the
transition states of reactions since the energy of ultrasound is too
low to alter their electronic, vibrational, or rotational states.[24,25]


However, as discussed above, ultrasonication can readily disturb
weak solvent–solute interactions, including the hydrophobic
stabilization of reagents. Thus, in light of the sonication effects
one can admit now that independent of the reaction mechanism,
the esters interact similarly with the solvent system. Furthermore,
one can conclude that the regular decrease in the rate of ester
hydrolysis with increasing alcohol content of aqueous binary
solvents is mainly caused by the ground-state hydrophobic
stabilization by the solvent system. In the region XE< 0.15 (Fig. 1
B, C) sonication effects vary linearly with the hydrophobicity
parameters; the order of the dependence, however, is the reverse
of that found for the cluster region. This unexpected finding can
be attributed to the weak solvation of esters in this region. While
greater hydrophobicity leads to stronger ground-state stabiliz-
ation, hence to a greater reactivity decrease, ultrasound breaks
down HIs almost entirely, resulting in larger sonication effects for
more hydrophobic esters.
Our recent experimental data[28] corroborate this conclusion


straightforwardly. We have began investigating hydrophobic
effects of small amounts of aliphatic alcohols on ester hydrolysis
in water, and started with the neutral hydrolysis of 4-nitrophenyl
chloroacetate, using the spectrophotometric method. This
enabled us to work with a very low ester concentration
(10�5M) and to avoid resorting to the internal standard used
in the GLC method (cf. References [19,20]).
While the hydrolysis rate, measured in the presence of 1mol%


of aliphatic alcohols, decreased with increasing hydrophobicity of
the co-solvent, reaction rates under ultrasound were almost the
same, thus providing a dependence of apparent sonication

www.interscience.wiley.com/journal/poc Copyright � 2008

effects similar to those shown in Fig. 1 B, C. In other words,
ultrasound appeared to destroy the ester–co-solvent encounter
complexes regardless of the hydrophobicity of these compounds.
For the solvolysis of tert-butyl chloride the points fall away from


the line in both A and B panels of Fig. 1 (For XE¼ 0.04 no
experimental data are available). Although relative sonication
intensities applied in the experiments cannot be estimated, it is
evident that, in comparison with the hydrolysis reactions, at
XE¼ 0.28 solvolysis is largely susceptible to sonication, while at
XE¼ 0.09 its rate is little affected by ultrasound.
In a recent paper[23] we extensively discussed the effects of


sonication on the solvolysis reaction in the ethanol–water binary
solvent. We concluded that in this system ethanol causes an
effective hydrophobic stabilization of the ground state of
tert-butyl chloride, leading to a dramatic decrease in the reaction
rate. Sonication effects[27,28] are large and increase with
increasing ethanol content in the binary solvent. However, the
reaction rate observed under ultrasound is only slightly
dependent on solvent composition. This indicates that sonication
suppresses the prevalent hydrophobic ground-state stabilization,
leaving little room for speculation about other medium effects.
Extrapolation of these data to pure water resulted in an almost
negligible sonication effect, in accordance with the highly
destabilized ground state of tert-butyl chloride in water.[37]


According to our LEF tests, the mechanism of ultrasound
interaction with the reacting system might be different for the
solvolysis of tert-butyl chloride and the ester hydrolysis. This can
be inferred from the observed sonication effects for tert-butyl
chloride solvolysis incompatible with the hydrophobicity of the
reagent in terms of the Hansch–Leo parameter.[35] However, if to
question the tabulated log P value for tert-butyl chloride, equal
shifts of the points in panels A and B of Fig. 1 place them well on
the correlation lines and the same reduced log P value provides a
reasonable sonication effect from the line in panel C.
In Fig. 2 data for an ester hydrolysis and for the solvolysis of


tert-butyl chloride are presented. For the base-catalyzed
hydrolysis of esters, sonication data for 4-nitrophenyl acetate[21]


are plotted together with the activation enthalpy for the reaction
of structurally similar ethyl 4-hydroxybenzoate.
In the case of the highly hydrophobic esters under


consideration here, the plot of the sonication effect versus
solvent composition shows a reversed trend by comparison with
the corresponding curve of the activation enthalpy. Relatively
great sonication effects and lower values of the activation
enthalpy indicate a weak interaction of the esters with the solvent
framework in the region 0.04< XE< 0.15. Further additions of
ethanol (XE> 0.15) lead to formation of clusters,[32] that are
capable of holding ester molecules more effectively; that leads to
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Figure 2. Sonication effects (kson/k) and activation enthalpies (DH 6¼) in
ethanol–water binary solvents. (A) Base-catalyzed hydrolysis of ethyl


4-hydroxybenzoate (data from Reference [38], sonication data for


4-nitrophenyl acetate from Reference [21]); (B) solvolysis of tert-
butylchloride (data from Reference [39], sonication data from
Reference [27]).


ULTRASONIC DETECTION OF HYDROPHOBIC INTERACTIONS

decreasing sonication effects and increasing activation enthal-
pies. However, in the case of weakly hydrophobic esters the
sonication effect increases in this region[19,20] (cf. Table 1).
The sonication effect for tert-butyl chloride increases with the


increase in ethanol content. The increase in sonication effect
reverse to that for highly hydrophobic esters and a parallelism
with the activation enthalpy are obvious for the solvolysis of
tert-butyl chloride providing additional support for discrediting
the log P value of this compound.

1


CONCLUSIONS


Ultrasonic irradiation has become a useful tool for physico-
chemical investigations. It can reveal subtle HIs that remain
hidden in conventional kinetic studies. Relation of kinetic
sonication effects to the quantitative measure of substrate
hydrophobicity, log P, has shed light on details of the solvation of
reagents in the ethanol–water binary solvent.
An analysis of sonication data showed that independent of the


reaction mechanism, the decrease in reaction rates with
increasing ethanol content in the solvent system is mainly due
to ground-state stabilization, which is largely of hydrophobic
origin. While hydrophobic species can be hidden in the ethanol
clusters present in the region of XE> 0.15, at lower ethanol

J. Phys. Org. Chem. 2008, 21 1002–1006 Copyright � 2008 Joh

contents hydrophobic reagents are weakly solvated and
hydrophobic stabilization can be readily suppressed by soni-
cation.
Correlation of kinetic sonication effects with quantitative


hydrophobicity parameters not only affords a better under-
standing of sonication effects on homogeneous polar reactions,
but also opens perspectives for broader investigation into these
solvation phenomena and reaction mechanisms.

EXPERIMENTAL


Data for sonication effects published in former papers were used
in this work. For experimental details corresponding articles
should be addressed. The most important features are the
following:


Alkyl acetates.[19,20] Acid-catalyzed hydrolysis of esters was
followed by gas–liquid chromatography determinations of the
ester concentration in 1M HCl solutions at 18.3 8C (at 20 8C for
propyl acetate[33]). Sonication was performed with an immersed
titanium horn at 22 kHz. Sonication intensity was 55W/80ml.
4-nitrophenyl acetate.[21] Base catalyzed hydrolysis at pH¼ 8.0
was followed spectrophotometrically at 20 8C. Sonication was
performed with an immersed quartz horn at 21.1 kHz. Sonication
intensity was 9.4W/100ml.
4-nitrophenyl chloroacetate.[33] Neutral hydrolysis of the ester in
water and in the presence of 1 mol% amounts of alcohols was
followed spectrophotometrically at 20 8C. Sonication was
performed with a cleaning bath at 25 kHz. The sonication
intensity in the reaction cell was 8.1W/100ml.
tert-Butyl chloride.[27,28] The solvolysis was followed conductome-
trically at different temperatures. Data for 20 8C are used in this
work. Sonication was carried out in a cup horn reactor operating
at 20 kHz with an acoustic intensity of �1Wcm�2. The authors
believe they worked in the region of stable cavitation.[28]
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Solvent influence on reaction mechanism of
the nucleophilic substitution of b-substituted
alkoxyvinyl trifluoromethyl ketones
with piperidine
Sergey I. Vdovenkoa* and Igor I. Gerusa

J. Phys. Or

Multiple linear regressions of solvent effects on reactivity of b-substituted b-alkoxyvinyl trifluoromethyl ketones
R1O—CR2——CH—COCF3 (1a, b) [(1a), R1——R2——CH3; (1b), R


1——C2H5, R
2——C(CH3)3] with piperidine (2) [(CH2)5NH] in


nine aprotic and six protic solvents were obtained. Values of ln k in dimethyl sulfoxide are out of the regression in view
of electrophilic solvent catalysis. For 1a (E-s-Z-o-Z) and 1b (Z-s-Z-o-Z), single regressions were obtained for all studied
solvents, whereas for 1b (E-s-Z-o-Z) and 1b (E-s-Z-o-E) protic and aprotic solvents form separate correlations. In the first
two cases, the rate retardation due to nucleophile protonation by alcohols is compensated by the rate acceleration via
electrophilic solvent assistance whereas in the second two cases the rate retardation predominates and protic
solvents form separate correlations with Reichardt’s solvent parameter ENT . Hence, in those cases the reaction rate
depends mostly on the solvent’s hydrogen-bond donor (HBD) acidity (a). The poor proton-donating ability of enones
1a, b accounts for the negligible effect of solvent’s basicity (b) on the reaction rate. For systems for which a single
regression is observed, the main influence on the reaction rates comes from the solvent’s dipolarity/polarizability (p*).
Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


It has been long recognized[1] that solvents often affect chemical
reactivity, this involving, for example, shifts of the position of
chemical equilibria (thermodynamic aspect) as well as significant
changes in reaction rate constants (kinetic aspect).
For many years, most studies of solvent effect on reaction rates


were limited to simple correlations of rate constants (as log k)
with some particular solvent parameters, such as dielectric
constants (er), dipole moments (m), viscosities (h), solubility
parameters (d), and spectroscopically determined parameters
such as Z and ET (empirical parameters considered to reflect sol-
vent polarity, acidity, basicity, etc.). Several reviews on this subject
have been published.[1–4]


In general, solvent properties can be divided into acidity,
basicity, and polarity; of these, solvent polarity has attracted the
most attention and is the most difficult to deal with.[5] According
to Reichardt’s determination of solvent polarity, it is determined
by the solvent’s solvation capability (or solvation power) for
reactants and activated complexes as well as for molecules in
their ground and excited states. This in turn depends on the
action of all possible, specific, and nonspecific, intermolecular
forces between solvent and solute molecules. Only those
interactions leading to definite chemical alterations of the solute
molecules through protonation, oxidation, reduction, complex
formation, or other chemical processes are excluded.[1]


It is obvious that there is no single solvent parameter that will
satisfactorily correlate log k values for a variety of different
reactions.[6] Therefore, multiple linear regression is a versatile
procedure, especially for interpreting solvent effects.[1,7,8] Kamlet,

g. Chem. 2008, 21 279–285 Copyright �

Abboud, and Taft (KAT) developed a new generalized relationship
for studying linear free-energy relationships (LFER) of solute/
solvent interactions.[9] Termed the linear solvation energy
relationship (LSER), it has the form:


Solute property ¼ solvent dipolarity=polarizability


þ solvent hydrogen� bond acidity


þ solvent hydrogen� bondbasicity


þ solvent bulk=cavity formation (1)


When the KAT Eqn (1) is applied to a given reaction in a number
of solvents, Eqn (1) takes form (2):


ln k ¼ ln k0 þ sp� þ aaþ bbþ hd2H (2)


in which logarithms of rate constants (k) are related to the
following solvent properties: solvent’s dipolarity/polarizability
(p*), hydrogen-bond donor (HBD) acidity or electrophilicity (a),
H-bond acceptor basicity or nucleophilicity (b), and the
Hildebrand solubility parameter (d2H). Multiple linear regression
gives optimized values of the coefficients s, a, b, and h, as well as

2008 John Wiley & Sons, Ltd.
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for the intercept ln k0 term, which refers to the reaction in
cyclohexane (p*¼a¼b¼ 0.00), if d2H is excluded.
Earlier[10] we investigated the solvent influence on reaction of


b-ethoxyvinyl a-trifluoromethyl ketones with diethylamine in six
aprotic and four protic solvents and revealed that ln k gives good
correlations with 1/er (er¼ relative permittivity of a solvent). This
fact enabled us to conclude that this reaction occurs through the
formation of a highly dipolar activated complex, which is
stabilized by polar solvents. Continuing the study of solvent
influence on the reaction mechanism of nucleophilic substi-
tutions of b-substituted alkoxyvinyl trifluoromethyl ketones with
secondary amines, we chose two b-substituted trifluoromethyl
ketones, namely (3E)-1,1,1-trifluoro-4-methoxy-pent-3-en-2-one
(1a) and (3E,Z)-1,1,1-trifluoro-4-ethoxy-5,5-dimethylhex-3-en-
2-one (1b) as model substrates of the reaction with the
secondary amine piperidine, having a high pKa (11.1) and a
relatively small bulkiness.[11]

EXPERIMENTAL


Materials


(3E)-1,1,1-Trifluoro-4-methoxy-pent-3-en-2-one (1a) and (3E,Z)-1,
1,1-trifluoro-4-ethoxy-5,5-dimethylhex-3-en-2-one (1b) were syn-
thesized as described earlier[11] and stored under dry N2.
Compound 1a exists presumably as (E)-isomer [91–92% of
the (E-s-Z-o-Z) form and 8–9% of the (E-s-Z-o-E) form],[12]


whereas compound 1b consists of the (E)-isomer [26–46% of
the (E-s-Z-o-Z) conformer] and the (Z)-isomer [54–74% of the
(Z-s-Z-o-Z) conformer, depending on the solvent used],[12] as in
Fig. 1.
The solvents used were analytically pure (Aldrich) and were


further purified by published methods,[13] stored under N2, and
distilled prior to use. Piperidine was purified by standard method
and stored under N2 in darkness.


Kinetic measurements


Kinetic measurements were carried out under pseudo-first-order
conditions by adding 10ml of a 10�2M (if not stated otherwise,
refer footnote for Table 1) solution of the substrate (1a,b) to 2ml
of the piperidine solution in thermostated 1.0 cm quartz cells
(Hellma) at a temperature of 258C (with accuracy �0.28C). The
kinetic measurements were followed by UV–Vis spectropho-

Figure 1. Existing conformations of the enones 1a,b in solvents of differen
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tometry at fixed wavelengths (l¼ 303–332 nm, depending on
the product absorption). The product accumulation kinetics was
recorded by registration of the optical density changes at the
analytical wavelength. All kinetic runs were followed at least for
three to four half-lives. The reaction rate constants were
calculated by the Guggenheim method using


lnðDtþDt � DtÞ ¼ �kt þ lnðD1 � D0Þð1� e�kDtÞ (3)


where D0 is the initial optical density of the substrate, Dt and
DtþDt are the optical densities of the product at time t and
(tþDt), respectively (Dt being a constant time increment), D1 is
the final optical density of product, and k is the rate constant.
Equation (2) describes a straight line whose slope yields the rate
constant k. Guggenheim’s method was selected as more
reliable[11] in comparison with the traditional ‘infinity’ method.
The observed second-order coefficients (kobsd) were obtained by
dividing the pseudo-first-order coefficients by the amine
concentration.
The investigated systems possess some peculiarities. Firstly, in


many cases (as in Table 1) the observed second-order constant
kobsd increases linearly with the increase in amine concentration
according to


kobsd ¼ k0 þ k00½Piperidine� (4)


In systems where kobsd is independent of the amine
concentration, the second-order rate constants were determined
as the average of at least 10 experiments. Secondly, b-substituted
alkoxyvinyl trifluoromethyl ketones form various stereoisomeric
forms due to the hindered rotation around the C——C double
bond, Csp2—Csp3 single bond, and the Csp2—O single bond.[11,12]


To elucidate the labeling of the existing stereoisomers of the
enones studied (Fig. 1), we denote the C——C double bond
configuration of 1a,b with the first capital letter (E) or (Z). The
conformational possibilities of 1a,b are given by the hindered
rotation of the trifluoroacetyl group around the Csp2—Csp3 single
bond with the carbonyl group oriented away or toward the
double C——C bond. This orientation is denoted by the second
capital letter (-s-E) or (-s-Z), respectively. In a similar manner, we
denote the conformers due to rotation of the alkoxy group. Thus,
the third capital letter (-o-E) or (-o-Z) stands for the cis- or
trans-orientation of that group relative to the C——C double bond.
It is known[12] that enone 1a in aprotic solvents exists


presumably as the (E-s-Z-o-Z) stereoisomer (Fig. 1) with a
percentage of 91% (in n-hexane) and 92% (in acetonitrile),

t polarity (according to Reference [12])
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Table 1. Kinetic data for the reaction of the enones (1a,b) with piperidine (2) at 258C


Enone Solvent
Concentration
of amine (M)a


Stereoisomeric
form


‘Uncatalyzed’
processb (k0)


‘Catalyzed’
processcd (k00)


1ae n-Hexane (1–8)� 10�3 E-s-Z-o-Z 1.04� 10�1 0.00
c-Hexane (1–8)� 10�3 E-s-Z-o-Z 1.31� 10�1 0.00
Di-n-butyl ether (1–8)� 10�3 E-s-Z-o-Z 2.75� 10�1 0.00
1,4-Dioxane (1–8)� 10�3 E-s-Z-o-Z 7.15� 10�1 31.16
Tetrahydrofuran (1–8)� 10�3 E-s-Z-o-Z 9.51� 10�1 0.00
Ethyl acetate (0.5–4.5)� 10�3 E-s-Z-o-Z 8.41� 10�1 33.59
Acetonitrile (0.5–1.15)� 10�3 E-s-Z-o-Z 3.79 783.50
N,N-Dimethyl acetamide (0.5–1.0)� 10�3 E-s-Z-o-Z 3.99 852.63
Dimethyl sulfoxide (0.5–1.0)� 10�3 E-s-Z-o-Z 21.59 0.00
Acetonitrileþdimethyl sulfoxide (0–1)� 10�2f E-s-Z-o-Z 3.71 15.70
t-Butanol (1–4.5)� 10�3 E-s-Z-o-Z 1.51 0.00
n-Butanol (0.5–4)� 10�3 E-s-Z-o-Z 1.56 0.00
i-Propanol (0.5–4)� 10�3 E-s-Z-o-Z 1.75 0.00
n-Propanol (0.5–3)� 10�3 E-s-Z-o-Z 2.04 0.00
Ethanol (0.8–1.5)� 10�3 E-s-Z-o-Z 1.54 0.00
Methanol (0.8–1.5)� 10�3 E-s-Z-o-Z 1.19 0.00


E-s-Z-o-E 0.02 449.64
1b n-Hexane 0.5–1.0 Z-s-Z-o-Z 1.93� 10�3 7.58� 10�4


0.5–1.0 E-s-Z-o-Z 3.08� 10�4 1.40� 10�4


c-Hexane 0.2–0.8 Z-s-Z-o-Z 2.33 � 10�3 8.80� 10�4


0.2–0.8 E-s-Z-o-Z 2.77� 10�4 0.00
Di-n-butyl ether 0.1–0.8 Z-s-Z-o-Z 6.08� 10�3 0.00


0.1–0.8 E-s-Z-o-Z 4.09� 10�4 0.00
1,4-Dioxane 0.1–0.8 Z-s-Z-o-Z 1.33� 10�2 1.72� 10�4


0.1–0.8 E-s-Z-o-Z 1.01� 10�3 0.00
Ethyl acetate 0.05–0.3 Z-s-Z-o-Z 1.55� 10�2 7.02� 10�3


0.05–0.3 E-s-Z-o-Z 9.59� 10�4 0.00
Methanol 0.05–0.4 Z-s-Z-o-Z 6.69� 10�3 �6.15� 10�3


0.05–0.4 E-s-Z-o-E 0.00 4.58� 10�3


0.05–0.4 E-s-Z-o-Z 6.77� 10�4 7.96� 10�3


Ethanol 0.10–0.45 Z-s-Z-o-Z 3.64� 10�3 �2.33� 10�3


0.10–0.45 E-s-Z-o-E 0.00 5.20� 10�3


0.10–0.45 E-s-Z-o-Z 9.13� 10�4 �9.06� 10�4


i-Propanol 0.15–0.50 Z-s-Z-o-Z 3.66� 10�3 �4.70� 10�3


0.15–0.50 E-s-Z-o-E 3.20� 10�4 5.574� 10�3


0.15–0.50 E-s-Z-o-Z 1.29� 10�3 �1.29� 10�4


n-Butanol 0.20–0.50 Z-s-Z-o-Z 4.09� 10�3 �5.62� 10�3


0.20–0.50 E-s-Z-o-E 5.53� 10�6 5.16� 10�3


0.20–0.50 E-s-Z-o-Z 1.06� 10�3 2.40� 10�3


t-Butanol 0.20–0.50 Z-s-Z-o-Z 2.09� 10�3 �1.87� 10�3


0.20–0.50 E-s-Z-o-E 7.94� 10�4 6.16� 10�3


0.20–0.50 E-s-Z-o-Z 1.92� 10�3 �5.89� 10�4


n-Propanol 0.20–0.45 Z-s-Z-o-Z 4.40� 10�3 �4.86� 10�3


0.20–0.45 E-s-Z-o-E 1.08� 10�4 5.25� 10�3


0.15–0.45 E-s-Z-o-Z 1.04� 10�3 2.46� 10�3


Acetonitrile 0.05–0.12 Z-s-Z-o-Z 3.51� 10�2 9.92� 10�2


0.05–0.12 E-s-Z-o-Z 7.23� 10�3 �7.33� 10�3


N,N-Dimethyl acetamide 0.04–0.10 Z-s-Z-o-Z 7.39� 10�2 7.22� 10�2


0.04–0.10 E-s-Z-o-Z 7.25� 10�3 0.00
Dimethyl sulfoxide 0.01–0.07 Z-s-Z-o-Z 6.57� 10�2 0.371


0.01–0.07 E-s-Z-o-Z 5.76� 10�2 �0.620


a Concentration range of the amine used for establishing the second-order kinetics.
b Lmol�1 s�1.
c L2mol�2 s�1.
d Negative values are due to adding of the less polar 2 to more polar solvents.[11]
e Enone concentration is 1� 10�4M.
f Concentration of dimethyl sulfoxide in acetonitrile; piperidine concentration is fixed, 5.5� 10�4M.
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Figure 2. Kinetics of the reaction of 1a with piperidine 2
(c¼ 1.01� 10�3M) in acetonitrile at 258C
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whereas the (E-s-Z-o-E) form has only 9 and 8%, respectively.
According to Eqn (4), the kinetic curve is a straight line the slope
of which gives kobsd(E-s-Z-o-Z) (as in Fig. 2). In alcohols, the
percentage of the (E-s-Z-o-E) form of 1a increases slightly
(10–12%), but in methanol the percentage of the (E-s-Z-o-E)
conformer increases significantly (up to 40%, evaluated from the
intensities of the ~n (C——O) band in the IR spectra of 1a in
methanol). Correspondingly, the kinetic curve of the reaction of
1a with 2 in methanol consists of two straight-line sections: the
slope of line I (Fig. 3) is the sum of the rate coefficients of
the (E-s-Z-o-Z) and the (E-s-Z-o-E) form. The difficulty is to deter-
mine to which conformer, (E-s-Z-o-Z) or (E-s-Z-o-E), belongs the
slope of line II. As it follows from our previous investigations,[11]

Figure 3. Kinetics of the reaction of 1a with piperidine (c¼ 1.27�
10�3M) in methanol at 258C: slope s1¼ kobsd (E-s-Z-o-Z)þ
kobsd(E-s-Z-o-E); slope s2¼ kobsd(E-s-Z-o-Z)
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the intermediate 3a (Scheme 1) of the (E-s-Z-o-Z) form
decomposes presumably via an ‘uncatalized’ route, whereas
for the (E-s-Z-o-E) conformer the ‘catalyzed’ route predominates.
The rate constant kobsd obtained from the slope of line II does not
depend on the piperidine concentration (k0 ¼ 1.19, k00 ¼ 0.00;
Table 1). Hence, that slope we attribute to the rate coefficient of
the (E-s-Z-o-Z) form. The rate coefficient of the (E-s-Z-o-E)
conformer is the difference between the slopes of lines I and II
and depends strongly on the piperidine concentration (k0 ¼ 0.02,
k00 ¼ 450). Hence, in this case the ‘catalyzed’ route dominates. The
ratio kobsd(E-s-Z-o-Z)/kobsd(E-s-Z-o-E) is 2.53 (in methanol at
[2]¼ 1� 10�3M), thus indicating that the (E-s-Z-o-Z) conformer
is more reactive than the (E-s-Z-o-E) form.
Earlier,[12] we showed that in aprotic solvents there exist two


stereoisomeric forms of the enone 1b, namely the (Z-s-Z-o-Z) and
the (E-s-Z-o-Z) conformers. The corresponding kinetic curve
consists of two straight-line sections from which we can evaluate
the individual rate constants for each isomer. In previous work,[12]


we concluded that in systems with multiple stereoisomeric forms
the rate coefficient of each configuration (ki) can be evaluated
from


ki ¼
Xi


1


k �
Xi�1


1


k (5)


In alcohols, additional ~n (C——O) and ~n (C——C) bands appear in
the region of double bond vibrations in the IR spectra of 1b. On
the basis of the D~n criteria[12] [D~n¼ ~n(C——O)�~n(C——C)], we
attribute these bands to the (E-s-Z-o-E) conformer. Accordingly, a
third straight-line section appears on the kinetic curve
(not shown). Using Eqn (5), we estimated all three rate constants
kobsd and attributed them to separate stereoisomeric forms in
the following way. First, it is known[11] that the (Z)-isomers
are more reactive in comparison to the (E)-isomers. Therefore, we
attributed the largest kobsd to the (Z-s-Z-o-Z) form. Here again
we had to decide to which conformer belongs each residuary rate
constant. We ascribe the rate constant which is independent of
the piperidine concentration to the (E-s-Z-o-Z) conformer. The
rate constant kobsd, strongly dependent on the piperidine con-
centration, is attributed to the (E-s-Z-o-E) conformer. The ratio
kobsd(E-s-Z-o-Z)/kobsd(E-s-Z-o-E) is 3.20 (in methanol at [2]¼ 0.1M)
close to that obtained for the respective conformers of the enone
1a (vide supra). It should be emphasized that the enones 1a, b do
not react with alcohols at all or react only very slowly (e.g., the
reaction of 1a with methanol endured several days at ambient
temperature).
Since the reaction rates of the enones 1a, b depend strongly


on the medium polarity (vide infra), addition of less polar
piperidine to highly polar solvents such as alcohols, acetonitrile,
etc., decreases the relative permittivity of the solution, thus
reducing kobsd. At high amine concentrations, the apparent k00


values can be even negative provided the true value is close to
zero.[11] Negative k00 values were observed earlier[11] for the
reaction of various b-substituted alkoxyvinyl trifluoromethyl
ketones with secondary amines at high concentrations. The
same trend is found for the reaction of 1,1,2-tricyano-2-
(4-dimethylaminophenyl)ethene with piperidine.[18] In Table 1,
all these apparent k00 values are enclosed in brackets. It should be
noted that at the piperidine concentrations lower than that in
Table 1 the reaction of the enone 1b with 2 is too slow to be
followed. Therefore, we were not able to investigate the reactions
at lower amine concentrations.
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Scheme 1. Mechanism of the reaction of the alkoxyvinyl trifluoromethyl ketones 1a,b with piperidine 2
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Recently,[11] we have shown that during all kinetic measure-
ments we did not observe any changes in the band shape of
products (4) in their UV-spectra which contained only one
isobestic point. Bluntly speaking, no (E)Ð (Z) isomerization of
enaminones 4 was observed during the reaction. In other words,
the (E)/(Z) ratio is established at the moment of product
formation.[11] In b-ethoxy vinyl ketone, the barrier of hindered
rotation around the Csp2—O bond, which has significant partial
double bond character due to the conjugation between the p


electrons of the alternating double bonds and the lone pairs of
the oxygen atom, was estimated[16] as large as to 8.2 kcal/mol.
In the fluorinated enones 1a, b, this barrier should be even
higher due to the increased contribution of resonance
structure B. Therefore, at ambient temperature the equilibrium
E-s-Z-o-ZÐ E-s-Z-o-E establishes only very slowly.


In view of the fact that the investigated reaction proceeds
through decomposition of the highly dipolar zwitterionic
intermediate 3 (Scheme 1), which occurs presumably via an
‘uncatalyzed’ route[10] (i.e., k0 � k00[piperidine]), we used the
intercepts k0 for the multiple regression (Eqn (1)). Exceptions are
the system (1aþ 2) in methanol and (1bþ 2) in studied alcohols,
where the decomposition of 3 through the ‘catalyzed’ route
dominates. For this reason, we used in these cases ln k00 in the KAT
correlations. The solvatochromic parameters and the Hildebrand
solubility parameters dH used for multiple linear regressions were
taken from reviews.[14,15]

2


RESULTS AND DISCUSSION


As it was mentioned before that in some cases kobsd depends on
the piperidine concentration, pointing out a complex depen-
dence of kobsd on the rate constants of elementary reaction
steps.[17] Steady-state treatment of Scheme 1 gave Eqn (6) for the
observed second-order rate constant ([A] – amine concen-
tration)[16] according to which kobsd¼ k1 when k�1< (k2þ k3[A]),
and the reaction is overall second order. When the ‘uncatalyzed’
reaction is faster than the ‘catalyzed’ reaction but slower than the
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reverse reaction, that is,


kobsd ¼ k1ðk2 þ k3½A�Þ
k�1 þ k2 þ k3½A�


(6)


k�1� k2� k3[A], kobsd is a composite but is still a second-order
constant:


kobsd ¼ k1k2=k�1 (7)


For the ‘catalyzed’ reaction, when k�1� (k2þ k3[A]), kobsd is
given by the sum of the second- and third-order terms and it
increases linearly with the increase of the amine concentration:


kobsd ¼ ðk1k2=k�1Þ þ ðk1k3=k�1Þ½A� (8)


In this case, the reaction follows two competing routs: an
‘uncatalyzed’ route whose rate constant k0 is given by k1k2/k�1,
and a ‘catalyzed’ route whose constant k00 is given by k1k3/k�1.
Hence, the k00/k0 values are identical with the k3/k2 ratios and this
ratio is a measure of the relative importance of the two routes
starting from a common intermediate (Scheme 1). In previous
work,[10,11] we showed that the last is the case for alkoxyvinyl
trifluoromethyl ketones in reaction with secondary amines. As it
follows from Table 1 for the system (1aþ 2) in apolar solvents,
k00 is near zero (and ratio k00/k0 ¼ 0), whereas in polar solvents k00


increases and the ratio k00/k0 becomes significant (e.g., k00/k0 ¼ 214
in N,N-dimethylacetamide). For comparison, the ratio k00/k0 for the
reaction of 1,1-dicyano-2-(4-dimethylaminophenyl)-2-trifluoro-
ethoxyethene with the piperidine equals to 514 (in acetonitrile
at 308C).[17]


Nevertheless, in highly polar dimethyl sulfoxide as solvent the
rate constant of the ‘catalyzed’ process, k00, is unexpectedly equal
to zero, thus indicating the absence of a ‘catalyzed’ route for the
decomposition of the intermediate 3. Since there are no signs of a
reaction of enones 1a, b with dimethyl sulfoxide, we assumed
that the DMSO molecule participates in the reaction as catalyst
(as in Scheme 1). In additional experiments, we revealed a
concentration dependence of the rate constant kobsd on the
DMSO concentration in acetonitrile (at fixed concentrations of
the enone 1a and piperidine 2, refer footnote of Table 1). Thus, we
obtained a dependence of kobsd¼ 3.71þ 15.70� [DMSO] for
which k00/k0 ¼ 4.23, indicating the presence of DMSO catalysis.
The concentration of dimethyl sulfoxide in this system is too small
to raise the overall polarity.[11] Hence, in this system amolecule of
DMSO participates in the reaction withdrawing a proton from the
ammonium moiety and transferring it to the alkoxy group. In
other words, in this mixed solvent (acetonitrileþDMSO) an
electrophilic catalysis via a specific base-general acid catalysis
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Scheme 2. Mechanism of the electrophilic catalysis of the reaction of 1a,b with 2 by dipolar dimethyl sulfoxide
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(Scheme 2, transition state 6) occurs and kobsd¼ k1k2/
k�1þ k1k4k5[DMSO]/k�1k�4, whereas in pure dimethyl sulfoxide
the catalyzed process becomes so fast that k�1< (k2þ k4k5
[DMSO]) and the reaction becomes of an overall second order,
and kobsd¼ k1.
The observed rate constants of the overall reaction (1aþ 2) in


protic polar solvents (alcohols) is presented exclusively by the
reaction rate of an ‘uncatalyzed’ process [for the (E-s-Z-o-Z)
conformer], Eqn (7). In protic solvents, it should be taken into
consideration an interaction of the solvent molecules not only
with piperidine but with the enone too. The H-bonds between
the alcohol molecules and piperidine apparently reduce k1 (due
to reduction of the piperidine nucleophilicity) more than they
affect k�1 and k2 in kobsd¼ k1k2/k�1. On the other hand, H-bonds
between solvent and enone (electrophilic solvent assistance) lead
to the expulsion of the nucleofuge (via structure 7, Fig. 4) thus
increasing k2. The overall result depends on the concurrent
effects of these two processes. In t-butanol, n-butanol, i-propanol,
and n-propanol these effects mutually compensate one another,
whereas in methanol and ethanol the reduction of the piperidine
nucleophilicity prevails over the effect of electrophilic solvent
assistance (vide infra). Moreover, as stated before the percentage
of the (E-s-Z-o-E) conformer increases significantly in methanol,
enabling us to estimate rate constants of the ‘uncatalized’ and
‘catalyzed’ processes for this conformer. It can be easily seen from
Table 1 that k00 � k0 (ratio k00/k0 ¼ 2.25� 104), indicating that the
reaction occurs almost completely through the ‘catalyzed’ route.
For the (E-s-Z-o-Z) conformer of 1a, we find a good correlation


of ln k0 with the solvatochromic parameters of KAT (excepting
dimethyl sulfoxide, ethanol, and methanol):


ln k0 ¼ ð�2:56 � 0:30Þ þ ð3:57 � 0:40Þp�


þ ð0:97 � 0:29Þa� ð0:32 � 0:35Þbþ ð0:73 � 0:42Þd2H
R ¼ 0:992; SE ¼ 0:194; Fð4; 7Þ ¼ 102:88


(9)


The largest contribution to this regression makes p*, and this
conclusion is in agreement with results obtained earlier.[10] The

Figure 4. Molecular structure of the intermediate 7
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sensitivity of 1a, (E-s-Z-o-Z) to a is positive and moderately high,
whereas the coefficient b for b is negative and close to zero (with
regard to standard error of estimation 0.35). In dimethyl sulfoxide,
the experimental value of a rate constant of an ‘uncatalyzed’
process (k0 ¼ 21.59) is much higher than the value calculated with
Eqn (9) (viz. 6.17), so the excessive k0 value is the consequence of
the rate acceleration via an electrophilic catalysis (vide supra). On
the other hand, k0 obtained for ethanol andmethanol are also out
of the correlation, but these k0 values are smaller than the ones
calculated with Eqn (9) (cf. 1.54 and 3.19 in ethanol; 1.19 and 6.11
in methanol, respectively). The evident rate retardation with
decreasing alcohol pKa we explained by the sharp decrease of k1
with slight k2 increase in Eqn (7). Therefore, the overall kobsd
lowers abruptly in ethanol and methanol as compared with other
alcohols. Moreover, in the highly ‘acidic’ trifluoroethanol the
enones 1a, b do not react with the amine 2 at all.
The influence of H-bonding between the piperidine and the


alcohols is more pronounced in the system (1bþ 2), where protic
solvents give separate correlations for the conformers (E-s-Z-o-Z)
and (E-s-Z-o-E). The ENT scale for alcoholic solvents measures
primarily their HBD acidity,[5,19] therefore we correlated ln k0 with
Reichardt’s solvatochromic parameter[1] ENT . From Fig. 5 and
Eqn (10), it follows that


ln k0 ¼ �2:82 ENT � 5:14
R2 ¼ 0:997


(10)

Figure 5. Plot of ln k0 versus ENT (30) for the (E-s-Z-o-Z) conformer of


enone 1b.
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The slope of the correlation is negative, thus revealing the
dominating role of the nucleophilicity decrease in the process
due to the formation of H-bonds between 2 and the alcohols. In
other words, here again the increase in k2 does not compensate
the k1 retardation.
As it was mentioned in the Experimental part that in all protic


solvents the (E-s-Z-o-E) conformer of 1b appears in a quantity
which is sufficient for a kobsd estimation. It is worth to note that
the decomposition of intermediate 3 occurs presumably via a
‘catalyzed’ process: k00/k0 changes from 10 for t-butanol toþ1 for
methanol and ethanol. According to data of Rappoport (as in
References [17,18] and references therein) for reactions of various
substituted ethenes with amines a genuine base catalysis is
present when k00/k0 � 5. Similarly to k0 of 1b (E-s-Z-o-Z), the rate
constant k00 of 1b (E-s-Z-o-E) decreases with the increase of
solvent HBD acidity, therefore we correlated ln k00 with ENT ,
according to


ln k00 ¼ �0:77 ENT ð30Þ � 4:78
R2 ¼ 0:963


(11)


It is clear from this correlation the slope of which is negative
that there is a partial compensation between k1, k�1, and k3; the
increase in solvent acidity stimulates the k1 retardation in greater
extent than the acceleration of k3 and k�1.
For the (E-s-Z-o-Z) form of 1b, the multiple regression


according to Eqn (12) is insignificant, as standard errors of the
regression coefficients are too high, making it difficult to interpret
this correlation.


ln k0 ¼ ð�7:61 � 21:63Þ þ ð6:18 � 114:80Þp�


þ ð1:34 � 6:03Þa� ð8:44 � 10:06Þb
� ð2:06� 2:21Þd2H R ¼ 0:960; SE ¼ 0:22; Fð4; 1Þ ¼ 2:90


(12)


Therefore, we excluded dimethyl sulfoxide (in view of the
electrophilic catalysis as it was stated before) and acetonitrile
(possessing a> 0) from the consideration and obtained then a
good multiple regression, according to


log k0 ¼ ð�5:58 � 1:23Þ þ ð4:23 � 1:13Þp�


þ ð1:91 � 1:12Þb� ð4:07 � 1:89Þd2H
R ¼ 0:987; SE ¼ 0:30; Fð3; 2Þ ¼ 30:17


(13)


It is evident that p* exerts the largest influence on reaction rate
k0. The coefficient b is slightly positive, but taking into account the
standard error it is clear that its influence on k0 is minimal.
A multiple linear regression for the (E)-isomer of 1b [viz. the


(Z-s-Z-o-Z) conformer] joins together the data for protic and
aprotic solvents, according to


ln k0 ¼ ð�6:16 � 0:22Þ þ ð3:67 � 0:47Þp�


� ð1:40 � 0:34Þa� ð0:34 � 0:39Þb� ð0:19 � 0:30Þd2H
R ¼ 0:992; SE ¼ 0:20; Fð4; 8Þ ¼ 113:48


(14)


A repulsion between the OEt and carbonyl C——O group in the
(Z-s-Z-o-Z) conformer of 1b promotes the expulsion of the
nucleofuge, [11] thus increasing noticeably k2 which compensates
the decrease in k1. As a consequence, the influence of a on rate
constant is relatively small. At the same time, the sensitivity of ln
k0 to solvent electrophilicity (b) is negligible and both protic and
aprotic solvents give a single regression, in which the largest
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contribution makes p*. A comparison of Eqns (9) and (14)
demonstrates that in both cases, 1a (E-s-Z-o-Z) and 1b (Z-s-Z-o-Z),
the maximal influence on the reaction rate has p*. The
coefficients a of the a are almost equal, but opposite in sign:
in Eqn (9) a is positive (þ0.97) whereas in Eqn (14) this coefficient
is negative (�1.40). We suppose that this is the consequence of a
difference in steric factors in these conformers. The (E-s-Z-o-Z)
stereoisomeric form is more preferable as compared with the
(Z-s-Z-o-Z) form for H-bond formation between the enone and
protic solvent: H-bonding increases the partial positive charge
on Cb, which raises the electrophilicity of the enone[10] and,
hence, increases k1. The negligible effect of the solvent’s basicity
on the reaction rate in all cases (Eqns (9), (13), and (14)) is
evidence of the small proton-donating ability (presumably
Ca—H) of the enones 1a, b.
In conclusion, we can state that the largest solvent influence on


the rate constant has p* whereas b has only a negligible effect. In
highly polar solvents like dimethyl sulfoxide, electrophilic
catalysis via specific base-general acid catalysis accelerates the
reaction additionally, changing the reaction mechanism. An
overall influence of the acidity of protic solvents on the reaction
rate depends on the interactions with both the substrate (enone)
and the amine. H-bonding of protic solvents with amine reduces
its nucleophilicity, thus lowering the rate of the preequilibrium
attack k1, whereas H-bonding with the carbonyl group and alkoxy
group (via intermediate 7) increases k1 and k2 (with the aid of
electrophilic solvent assistance). For 1a (E-s-Z-o-Z) and 1b
(Z-s-Z-o-Z), these effects compensate one another, while for 1b
(E-s-Z-o-Z) and the 1b (E-s-Z-o-E) the influence of the amine
nucleophilicity reduction predominates, and the reaction rate
depends mostly on the a of protic solvents. The poor
proton-donating ability of the enones 1a, b accounts for the
negligible influence of b on the reaction rate.
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Microwave-assisted facile synthesis of
liquid crystalline non-symmetrical
hexaalkoxytriphenylenes containing a
branched chain and their characterization
Hari Krishna Bisoyia and Sandeep Kumara*

J. Phys. Or

Two novel series of liquid crystalline non-symmetrical hexaalkoxytriphenylenes containing a branched alkyl chain
have been prepared using microwave dielectric heating. Series 1 contains 2-ethyl hexyloxy group as the branched
chain whereas series 2 contains 3,7-dimethyl octyloxy as the branched chain along with five normal alkoxy chains. The
number of carbon atoms varies from four to eight in the normal alkoxy chains. Mesophase behaviour of the
compounds has been characterized by polarizing optical microscopy, differential scanning calorimetry and meso-
phase structure has been characterized by X-ray diffractometry. All the compounds show enantiotropic mesophase
transitions with columnar hexagonal structure. In series 1 (4a–e) the mesophase range and transition temperatures of
all the compounds are lowered as compared to the parent compounds whereas in series 2 (5a–e) the transition
temperatures of all the compounds are lowered, mesophase range for lower members are decreased, however, higher
members show more mesophase stability. Both melting and clearing temperatures of series 2 (5a–e) show strong
odd–even effect. The intercolumnar distance increases as expected for compounds of both the series with increase in
alkyl chain length with some degree of interdigitation of the alkyl chains. The intercolumnar distances for the
compounds of the series 2 are slightly higher than the compounds of the series 1. Compound 4c displays homeotropic
alignment without using any special technique for alignment of the columnar phase or application of any external
force. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Soon after the realization of thermotropic mesomorphism in pure
disc-like molecules,[1] triphenylene emerged as a potential novel
discotic core.[2] The non-covalent hierarchy, which leads to the
formation of columnar mesophase, of the disc-like molecules is
not only interesting to study energy and charge migration in
self-organized molecular systems but also acts as potential
functional material for many device applications such as
one-dimensional conductors, photoconductors, light-emitting
diode, photovoltaic solar cell, field effect transistor and gas
sensors.[3] Hitherto, triphenylene derivatives are probably the
most widely synthesized and well-studied materials in the family
of discotic liquid crystals (DLCs).[4] This could be because
triphenylene derivatives are thermally and chemically stable,
their chemistry is fairly accessible and they show diverse
mesophases such as helical, plastic, lamellar, columnar and
nematic having interesting electronic properties.[4]


Microwave-assisted high-speed chemical synthesis has
attracted a considerable amount of attention in the past decade.
This is not only due to the fact that almost all organic reactions
proceed significantly faster and more selective than under
thermal conditions but also because of the operational simplicity,
high yield of products and cleaner reactions with easier work up.
Though a large variety of organic molecules have been prepared
using microwave dielectric heating, this technique has not been
much explored for the synthesis of liquid crystalline materials.

g. Chem. 2008, 21 47–52 Copyright � 20

A large number of review articles provide extensive coverage of
the subject.[5]


Since for any practical applications, discotic compounds should
have lower melting points and wide mesophase range, there
have been efforts to bring down the transition temperatures
and stabilize the mesophases. In hexaalkoxytriphenylenes the
strategy has been to use alkyl chains of different chain length.
Tinh et al.,[6] Allen et al.[7] and Paraschiv et al.[8] prepared
hexaalkoxy-substituted triphenylenes with different alkyl chain
lengths to understand the effect of unsymmetrical chains on
mesomorphism. They found that introduction of dissymmetric
side-chains does not affect the nature of the columnar phase but
results in reduction of mesophase stability by lowering the
isotropic transition temperature. Similar results have been found
in hepta-substituted triphenylenes.[9] A number of research
groups have recently demonstrated that when branching points
are introduced into the aliphatic side chains of DLCs, the
temperature range of the mesophase was widened and the
transition temperatures were lowered without altering the nature
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of the mesophase.[10] A similar strategy has been applied to
phthalocyanines,[11] hexabenzocoronenes,[12] tricycloquinazo-
lines,[13] alkynylbenzenes[14] and discotic transition metal com-
plexes.[15] In some of the cases, it has been possible to obtain
room temperature DLCs with very broad range of meso-
phase.[12–14] The decrease in the transition temperature could
be due to the disorder caused by branched chains and stereo-
heterogeniety. Here, we report microwave-assisted synthesis and
characterization of two novel series of non-symmetric hexaalk-
oxytriphenylenes containing a branched alkyl chain (2-ethyl hexyl
or 3,7-dimethyl octyl).

Scheme 1. Synthetic route of asymmetric hexaalkoxy triphenylenes

EXPERIMENTAL


General information


Microwave irradiation was performed in an unmodified house-
hold microwave oven. (LG, MS-192W). Column chromatographic
separation was performed on silica gel (100–200mesh). 1H NMR
spectra and 13C NMR spectra were recorded in CDCl3 on a
400MHz (Bruker AMX 400) spectrometer. All chemical shifts are
reported in d (ppm) units down field from tetramethylsilane and
J values are reported in Hz. UV spectra were recorded in
chloroform on a Hitachi U-3200 spectrophotometer. IR spectra
were recorded as KBr discs on Shimadzu FTIR-8400. Elemental
analysis was performed on Carlo-Erba Flash 1112 analyser.
Transition temperatures were measured using a Mettler FP82HT
hot stage and FP90 central processor in conjunction with an
OLYMPUS BX51 polarizing microscope as well as by differential
scanning calorimetry (Perkin-Elmer Model Pyris 1D). X-ray
diffraction measurements were carried out using Cu-Ka radiation
(l¼ 1.54 Å) generated from a 4 kW rotating anode generator
(Rigaku Ultrax-18) equipped with a graphite crystal monochro-
mator. Samples were filled in Hampton research capillaries
(0.5mm diameter), sealed and held on a heater. Samples were
cooled 108C below the isotropic phase and diffraction patterns of
the mesophase were recorded on a two-dimensional image plate
(Marresearch). The synthesis of different triphenylene derivatives
is outlined in Scheme 1. Compounds 1–3 and branched chain
alkyl bromides were prepared as reported.[11,16]


Synthesis of 4a–e and 5a–e


Monohydroxy-pentaalkoxytriphenylenes were prepared as
reported.[16] To a mixture of monohydroxy-pentaalkoxytri-
phenylene (0.15mmol), cesium carbonate (0.3mmol) and
appropriate branched chain alkyl bromide (0.3mmol) in a small
glass vial was added few drops of NMP (0.2ml). The vial was
loosely covered with a rubber septum (Aldrich) and then
irradiated under microwave for 30 seconds. The vial was taken
out and again kept back after about 1min. The process was
continued 6–8 times until the reaction gets completed
(monitored by TLC). The reaction mixture was cooled and
worked up by adding water followed by extraction with dichloro-
methane. The crude product was purified by column chroma-
tography (silica gel, ethyl acetate–petroleum ether 1:20) and
crystallized from methanol in about 79–87% yield.


UV–Vis data


lmax (CHCl3) 4a: 344, 305, 277, 266 nm; 5a: 344, 304, 278, 269 nm.
All the other derivatives give similar spectra.

www.interscience.wiley.com/journal/poc Copyright � 2007

IR data


(nmax) 4a: 3101, 2956, 2931, 2868, 2742, 1616, 1517, 1438, 1263,
1172, 1070, 1033, 960, 835, 599 cm�1. 5a: 3101, 2956, 2927, 2868,
1616, 1518, 1438, 1386, 1263, 1172, 1070, 1033 962, 835,
599 cm�1. All other derivatives give similar spectra.

1H NMR data


4a: dH 7.84 (s, 6H, ArH), 4.25 (t, 10H, J¼ 6.2, ArOCH2), 4.12 (d, 2H,
J¼ 5.7, ArOCH2), 1.9 (quintet, 12H, J¼ 6.5, CH2CH2CH2), 1.7–1.4
(m, 17H, CH, CH2), 1.1 (m, 18H, CH3), 0.9 (t, 3H, J¼ 7, CH3); 5a: d
7.84 (s, 6H, ArH), 4.24 (t, 12H, J¼ 6.4, ArOCH2), 1.9 (quintet, 12H,
J¼ 6.7, CH2CH2CH2), 1.8–1.2 (m, 18H, CH, CH2), 1.0 (m, 18H, CH3),
0.9 (d, 6H, J¼ 6.6, CH3). All other compounds give similar spectra
having more number of hydrogens in the aliphatic region.

13C NMR data


4a: dC 149.1, 123.7, 107.6, 72.3, 69.5, 39.7, 31.5, 30.8, 29.2, 24.1,
23.1, 19.4, 13.9, 11.3. 5a: 149.0, 123.7, 107.5, 69.4, 68.1, 39.3, 37.5,
36.4, 31.5, 30.0, 28.0, 24.8, 22.6, 19.8, 13.9. All other compounds
give similar spectra.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 47–52
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Elemental analysis


4a, Found: C, 76.6; H, 9.7. C46H68O6 requires C, 77; H, 9.6%: 4b,
Found: C, 77.5; H, 9.8. C51H78O6 requires C, 77.8; H, 9.9%: 4c,
Found: C, 78.1; H, 10.6. C56H88O6 requires C, 78.5; H, 10.4%: 4d,
Found: C, 78.7; H, 11.0. C61H98O6 requires C, 79.0; H, 10.7%: 4e,
Found: C, 79.1; H, 10.9. C66H108O6 requires C, 79.5; H, 10.9%: 5a,
Found: C, 77.0; H, 9.75. C48H72O6 requires C, 77.4; H, 9.74%: 5b,
Found: C, 77.7; H, 10.5. C53H82O6 requires C, 78.1; H, 10.1%: 5c,
Found: C, 78.3; H, 10.9. C58H92O6 requires C, 78.7; H, 10.5%: 5d,
Found: C, 79.0; H, 11.2. C63H102O6 requires C, 79.2; H, 10.7%: 5e,
Found: C, 79.2; H, 11.1. C68H112O6 requires C, 79.6; H, 11.0%.

Figure 1. Optical texture of the compound 5d under crossed polarizer at
758C (magnification�200)

RESULTS AND DISCUSSION


Synthesis


Scheme 1 shows the general synthetic route of hexaalkoxy-
triphenylenes. Monohydroxy-functionalized pentaalkoxytriphe-
nylenes were prepared as reported.[16] The branched chain alkyl
bromides were prepared from their corresponding alcohols
using N-bromosuccinimide and triphenylphosphine.[11] The
non-symmetric hexaalkoxytriphenylenes have been prepared,
as described in the Experimental Section, in very good yield
within 3–4min by using microwave dielectric heating which is
simple, efficient, rapid and economic.

Thermal behaviour


The phase transition temperatures of all the compounds were
initially established from the polarizing optical microscopy and
then measured accurately by differential scanning calorimetry
along with their associated enthalpy changes (Table 1). All the
compounds exhibit enantiotropic liquid crystalline behaviour.
These materials display characteristic defect textures for the
columnar hexagonal mesophase, example of which is shown in
Fig. 1. As a typical example the DSC thermogram of compound
(5c) is shown in Fig. 2. The Cr-Colh and Colh-I transitions upon
heating and I-Colh transition upon cooling are seen. As can be
seen from the Table 1, both the melting and clearing tem-
peratures of all these materials are lower than their symmetrical
counterparts.[17] On an average about 158C lowering in melting
point and 258C lowering in isotropic temperature was found for
the compounds of series 1 (4a–e). In series 2 (5a–e) the melting

Table 1. Phase transition temperatures (8C, peak temperatures) an
4a–e and 5a–e. Cr¼ crystal, Colh¼ hexagonal columnar, I¼ isotro


Compound Heating scan


4a Cr 71.6 (28.8) Colh 95(8.4
4b Cr 54.3 (32.5) Colh 88.1(6
4c Cr 53.3 (37.4) Colh 74.5 (4
4d Cr 48.7 (51.5) Colh 68.8 (4
4e Cr 51 (43.5) Colh 58.5 (3.
5a Cr 51.8 (28.9) Colh 80.1 (6
5b Cr 39.7 (30.8) Colh 88.6 (6
5c Cr 44 (36.8) Colh 84.4 (5.
5d Cr 42.7 (47.2) Colh 86.3 (5
5e Cr 51.7 (57) Colh 80.5 (4.
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points of the compounds are lowered by about 258C. This could
be because of the disordering introduced by the branched alkyl
chain into the periphery. The crystal to mesophase transition
enthalpy increases as the chain length is increased in both the
series. This could be due to the fact that with increase in chain
length the molecules become more symmetric in shape and
hence more favourable packing in the crystalline phase. The
compounds 4c and 5e show sharp crystallization while cooling. It
may be due to their symmetrical molecular shape but other
members show slow crystallization. It should be noted that 5e is
the only member of that series which crystallizes but other
members exhibit columnar mesophase down to room tempera-
ture. The transition enthalpies for mesophase to isotropic
transition decreases with increase in chain length, this could
be due to the extra steric crowding of the branched alkyl chains.
Both 4b and 5b exhibit the highest mesophase range in their
respective series where as H4TP exhibits the highest mesophase
range in the symmetrical hexaalkoxytriphenylenes. This is due to
the fact that H4TP forms a highly ordered plastic columnar
phase.[18] It is interesting to note that both melting and clearing
temperatures for the compounds 5a–e show very strong
odd–even effect (Fig. 3). The members containing odd number
of carbon atoms in their periphery (except the branched chain)

d enthalpies (kJ/mol, in parentheses) of triphenylene derivatives
pic


Cooling scan


) I I 93.5 (8.4) Colh 40.2 (22.6) Cr
.4) I I 86.7 (6.3) Colh 29.8 (27) Cr
.7) I I 72.6 (4.6) Colh 35.1 (36.3) Cr
.4) I I 67.2 (4.4) Colh 32 (45.2) Cr
2) I I 56.6 (3.3) Colh 33.5 (46.8) Cr
.1) I I 78.4 (6.2) Colh
.8) I I 86.7 (6.5) Colh
5) I I 82.9 (5.4) Colh
.3) I I 84.4 (4.9) Colh
9) I I 78.1 (4.6) Colh 32.8 (50.3) Cr
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Figure 2. DSC thermogram of the compound 5c on heating and cooling


cycles (scan rate 58C/min)


Figure 3. Variation ofmelting and clearing temperatures with number of


carbon atoms in the alkyl chains. (a) Melting (&) and clearing (&)
temperatures of the series 1. (b) Melting(&) and clearing(&) tempera-


tures of the series 2
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exhibit lower melting points then having even number of carbon
atoms in their periphery which is reverse to the clearing
temperatures. This could be due to favourable packing of the
molecules containing even number of carbon atoms in their
crystalline state where as the packing of the molecules is
favourable in the mesophase in case of the members containing
odd number of carbon atoms in the alkoxy chains. The members
5c–e display broader mesophase range than their symmetrical
counter parts though their clearing temperatures are less than
the symmetrical ones. This is because the melting transition
temperatures are lowered more as compared to the clearing
temperatures for these compounds and hence resulting broad
mesophase range. The mesophase stability for the series 4a–e is
less than the series 5a–e (Fig. 3). This could be because of the
more proximity of the ethyl group to the aromatic core of
the discotic molecules and hence making unstacking of the
molecules in the columns easy.


X-ray diffraction studies


X-ray diffraction patterns for all the compounds were recorded in
the columnar phase 108C below the isotropic temperature while
cooling from the isotropic phase. A representative diffraction
pattern obtained for the compound 4a (Fig. 4) and its one-
dimensional intensity vs. 2u profile obtained by integrating over
the entire x (0–3608) range are shown in Fig. 5. Qualitatively
similar patterns were obtained for the other compounds. The
overall features observed are consistent with the structure of the
colh phase. In the low-angle region, four sharp peaks, one very
strong and three weak reflections are seen whose d-spacings are
in the ratio of 1:1/H3:1/H4:1/H7. Identifying the first peak with
the Miller index 100, the ratios conform to the expected values
from a two-dimensional hexagonal lattice. In the wide-angle
region two diffuse reflections are seen. The broad one centred at
4.66 Å corresponds to the liquid-like order of the aliphatic chains.
The relatively sharper one seen at higher 2u value and well
separated from the broad one is due to the staking of the

Figure 4. X-ray diffraction pattern of the compound 4a
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Figure 5. Intensity-2u graph derived from the above pattern of the


compound 4a


Table 2. Layer spacing and intercolumnar distances for the
mesophase of series 4a–e and 5a–e, deduced from X-ray
measurements


Compound d-Spacing (Å)
Intercolumn
distance (Å)


Interdisc
distance (Å)


4a 16.68 19.26 3.64
4b 17.65 20.38 3.67
4c 18.01 20.79 3.67
4d 19.31 22.29 3.67
4e 20.01 23.10 3.66
5a 17.10 19.74 3.64
5b 17.72 20.46 3.65
5c 18.73 21.62 3.66
5d 19.57 22.59 3.63
5e 20.33 23.47 3.64
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molecular cores one on top of the other. As it is a diffuse peak it
suggests that the staking of the discs within each column is
correlated over short distances only. The average staking distance
(core–core separation) was found to be 3.64 Å and falls in the
range observed for a number of materials exhibiting the
columnar phase. It should be noted here that H4TP forms a
highly ordered plastic columnar phase[18] but the compounds 4a
and 5a form normal hexagonal columnar phase. The inter-
columnar distance for H4TP is 18.59 Å[19] where as this distance is
19.26 and 19.74 Å, respectively for 4a and 5a. This could be
because of the interdigitation of the long branched chain alkoxy
groups which restricts the molecular rotation within the column
and hence destroy the plastic columnar phase. The hexagonal
columnar structure of the compounds is corroborated by the
appearance of six symmetrically positioned spots (Fig. 6) in the
diffraction pattern of the compound 4c without any pretreat-
ment for alignment of the columnar phase or application of any
external force. This type of pattern can be obtained from aligned
samples by passing the X-ray beam along the column axis in the

Figure 6. X-ray diffraction pattern of the compound 4c. Note that no
special technique was used for the alignment of the sample. This figure is


available in colour online at www.interscience.wiley.com/journal/poc


J. Phys. Org. Chem. 2008, 21 47–52 Copyright � 2007 John Wil

columnar mesophase. So, this could be because of formation of
large homeotropic domains by branched chain discotic com-
pounds as found earlier.[11] The miller indices of 100 reflections
(d100) and the corresponding intercolumnar distances along with
the interdisc distances (intracolumnar) for all the compounds are
listed in Table 2. The intercolumnar spacing for a hexagonal
lattice is obtained by division of d100 by (cos 308). As can be seen
from Table 2, for compounds of both the series the intercolumnar
distances increase monotonically with increase in the chain
lengths. As expected the compounds of the series 2 show slightly
higher intercolumnar distances (Fig. 7) than the compounds of
the series 1 because the 3, 7-dimethyl octyloxy chain is longer
than the 2-ethyl hexyloxy chain. The intercolumnar distances are
intermediate between their symmetrical counterparts and their
fully extended all-trans structure which suggests some degree of
interdigitation of the alkyl chains.[20] The compounds 4c (20.79 Å)
and 5e (23.47 Å) have intercolumnar distances similar to H6TP
(21.17 Å)[8] and H8TP (23.4 Å)[20] suggesting there is little
interdigitation of the alkyl chains in this two compounds. This

Figure 7. Variation of intercolumnar distances with number of carbon


atoms (&) intercolumnar distance of the series 1 (�) intercolumnar


distance of the series 2
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could be due to their relatively more symmetrical structure than
the other compounds.

CONCLUSIONS


In summary, we have prepared two novel series of triphenyle-
ne-based DLCs having a branched-alkyl chain and five normal
alkyl chains using microwave dielectric heating. Mesophase
behaviour of the compounds has been characterized by
polarizing optical microscopy, differential scanning calorimetry
and mesophase structure has been characterized by X-ray
diffractometry. The introduction of branched-alkyl chain pro-
duces materials having low clearing temperature (<1008C) and
wide mesophase range. From X-ray studies, it was observed that
these compounds have a tendency of homeotropic alignment
without any pretreatment for alignment of the columnar phase
or application of any external force. The manipulation of the
molecular architecture provides the opportunity to obtain
homeotropically aligned films of self-assembled materials with
low clearing temperature and wide mesophase range which is
essential for the implementation of these kinds of materials in
electronic devices like organic light-emitting diodes, photovoltaic
solar cells, gas censors, etc. We are looking forward to study
charge transport in the columnar mesophase and the fabrication
of devices incorporating these materials.
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INTRODUCTION


The fundamental importance of oligosaccharides in a plethora of
vital biological processes is now extremely well recognised.[1,2]


Consequentially, oligosaccharides have attracted the attention of
synthetic chemists, not only for use as biological tools and
probes, but also as challenging targets for total synthesis, the
complexities of which have necessitated the development of
significant new synthetic methodologies.
Central to the synthesis of any oligosaccharide are the


glycosylation reactions by which the constituent monosacchar-
ide building blocks are assembled into the highly complex
oligosaccharide architecture. Extremely notable developments in
the field of glycosylation over the past century have led to the
establishment of useful and relatively robust methodologies[3]


particularly with respect to the variety of anomeric leaving
groups and activationmethods available, ranging from the classic
Koenigs–Knorr reaction[4] to the Schmidt trichloroacetimidate
approach.[5] Other recent developments have focussed on the
improvement of the speed of assembly of complex structures
from monosaccharide building blocks, for example by reactivity
tuning[6–14] or programmable solid phase synthesis,[15–18] whilst
others have attempted to improve the stereo control of
glycosylation for the formation of ‘difficult’ anomeric lin-
kages.[19–29] However, despite these impressive developments
no one particular method of glycosylation appears to be
universally superior to the others, or even applicable in all
situations. The net result is that the development of newmethods
for the formation of the glycosidic bond still remains an
interesting challenge, particularly in terms of development of
new ‘green chemistry’ techniques that avoid the use of toxic and
expensive reagents, and which facilitate the rapid and
straightforward assembly of glycoside building blocs into
oligosaccharide structures in a regio- and stereoselective fashion.
In particular circumstances electrochemically mediated synthesis


can represent an attractive and more environmentally benign
synthetic technique which may display marked advantages,
particularly where the traditional chemical reagents required are

g. Chem. 2008, 21 516–522 Copyright �

toxic and/or expensive. In the context of oligosaccharide synthesis,
electrochemically mediated glycosylation has over the recent
years been successively investigated by Noyori,[30] Sinaÿ and
Amatore,[31–33] Lubineau,[34–36] Yoshida,[37–39] ourselves[40,41] and
Torii.[42] These extensive studies have in many cases facilitated the
synthesis of di- and oligosaccharides without recourse to the use of
toxic, expensive or sensitive activators. However recent investi-
gations into electrochemical glycosylation of a variety of
aryl-substituted thio-mannosides[43] revealed the strong tendency
for ester-protecting groups to migrate from the glycosyl donor to
the glycosyl acceptor under the reaction conditions. Consequently
yields of glycosylation were markedly decreased when ester-
protected glycosyl donors were used, and it was also observed that
reactions were particularly sluggish in most of these cases. These
general findings contrast disfavourably with the ready and high
yielding glycosylation of thioglycosides by chemical activation
methods, which in particular are not plagued by donor-protecting
groups limitations.
During the course of their investigations into electrochemical


glycosylation, Sinaÿ and Amatore[44,45] and latterly Pinto[46] reported
the activation of thioglycosides by the use of stoichiometric
quantities of the salt tris-(4-bromophenyl) ammoniumyl hexachlor-
oantimonate 1 (BAHA, Fig. 1). Although efficient, the use of at least a
stoichiometric amount of this hazardous antimony-based activator
was required in order to achieve successful glycosylation,
unfortunately representing little significant advance over alternative

2008 John Wiley & Sons, Ltd.







Figure 1. Catalysis of electrochemical glycosylation of a thioaryl glycoside donor in the presence of a sub-stoichiometric quantity of BAHA 1
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toxic stoichiometric activators of thioglycosides. However in one
publication Sinaÿ and Amatore referred to the possible use of
catalytic quantities of BAHA in conjunction with electrochemical
regeneration of the radical cation in situ; they suggested that such a
process might be used for the synthesis of disaccharides, although
further details were not provided.[44] In fact both Steckhan and
coworkers[47,48] had already described the similar use of catalytic
quantities of electrochemical mediators both for the low potential
anodic decarboxylation of carboxylates and for the electrochemical
removal of 1,3-dithiane-protecting groups. However, since the initial
suggestion from Sinaÿ and Amatore there have been no further
reports in this area. An investigation into whether the more general
advantages of electrochemistry as a means of activation of thiogly-
cosides could in fact be combined with the use of a catalytic
quantity of BAHA was therefore considered worthwhile. Such an
approachmay allow one to ‘have the best of bothworlds’ in so far as
avoiding the need for stoichiometric chemical activator, whilst in
addition possibly avoiding some of the more general limitations of
electrochemical glycosylation, particularly in terms of donor-
protecting group identity, and speed and efficacy of glycosylation.


EXPERIMENTAL


General


Melting points were recorded on a Kofler hot block. Proton
nuclear magnetic resonance (dH) spectra were recorded on Varian
Gemini 200 (200MHz), Bruker AC 200 (200MHz), Bruker DPX 400
(400MHz), Bruker AV 400 (400MHz) or Bruker AMX 500 (500MHz)
spectrometers. Carbon nuclear magnetic resonance (dC) spectra
were recorded on a Bruker DPX 400 (100.6MHz) or a Bruker AMX
500 (125.75MHz) spectrometer. Multiplicities were assigned
using APTor DEPT sequence. All chemical shifts are quoted on the
d-scale. Infrared spectra were recorded on a Perkin-Elmer 150
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Fourier Transform spectrophotometer. Mass spectra were
recorded on VG Micromass 30F, ZAB 1F, Masslab 20–250,
Micromass Platform 1 APCI or Trio-1 GCMS (DB-5 column)
spectrometers, using desorption chemical ionisation (NH3 DCI),
electron impact (EI), electron spray ionisation (ESI), chemical
ionisation (NH3 CI), atmospheric pressure chemical ionisation
(APCI) and fast atom bombardment (FAB) techniques as stated.
Optical rotations were measured on a Perkin-Elmer 241
polarimeter with a path length of 1 dm. Concentrations are
given in g/100ml. Microanalyses were performed by the
microanalytical services of the Inorganic Chemistry Laboratory,
Oxford. Thin layer chromatography (t.l.c.) was carried out on
Merck glass backed sheets, pre-coated with 60F254 silica. Plates
were developed using 0.2% w/v cerium (IV) sulfate and 5%
ammonium molybdate in 2M sulfuric acid. Flash chromato-
graphy was carried out using Sorbsil C60 40/60 silica. Solvents
and available reagents were dried and purified before use
according to standard procedures.


General procedure for electrochemical glycosylation with/
without mediator


Electrochemical glycosylation was achieved using a conventional
three-electrode potentiostatic system by means of a working
electrode (Pt), an auxiliary electrode (Pt) (dimensions of both,
25mm� 25mm� 0.198mm) and a pseudo-reference electrode
(Ag). The cell volume was 25ml. Under an atmosphere of argon,
donor (�70–150mg, 1.0 equiv.), acceptor (�30–70mg, 1.2
equiv.), n-Bu4NClO4 (�650mg) and 3 Å molecular sieves were
suspended in anhydrous acetonitrile (20ml), and the reaction
mixture was stirred at 25 8C for 30 min. For reactions in the
presence of mediator, the required quantity of (4-BrC6H4)3NSbCl6
(�10mg, 0.1 equiv.) was then added. Electrolysis was carried out
at the stated potential (þ1.5 to þ2.2 V) until the required charge
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was reached (typically 2.5 Fmol�1). The mixture was then filtered
through Celite1, concentrated under reduced pressure, and the
residue was dissolved in diethyl ether. Any remaining solid was
removed by filtration through Celite1, and the filtrate was
concentrated in vacuo. The residue was purified by flash column
chromatography on silica (petroleum ether/ethyl acetate, 9:1) to
afford the desired disaccharide.


General procedure for glycosylation mediated by
stoichiometric (4-BrC6H4)3NSbCl6 (BAHA) alone


Under an atmosphere of argon, donor (�30–90mg, 1.0 equiv.),
acceptor (�20–50mg, 1.2 equiv.) and 3 Å molecular sieves were
suspended in anhydrous acetonitrile (10ml) and the reaction
mixture was stirred at room temperature for 30 min prior to
addition of (4-BrC6H4)3NSbCl6 (�120–340mg, 1.2–3.0 equiv.).
After the reaction was complete as monitored by t.l.c. (90–150
min), the mixture was filtered and then concentrated under
reduced pressure. The residue was purified by flash column
chromatography on silica (petroleum ether/ethyl acetate; 9:1) to
afford the desired disaccharide.


6-O-(2,3,4,6-Tetra-O-benzyl-a, b-D-mannopyranosyl)-(1!6)-
1,2:3,4-di-O-isopropylidene-a-D-galactopyranoside 4a


4-Methoxyphenyl 2,3,4,6-tetra-O-benzyl-1-thio-a-D-mannopy-
ranoside 2a (112mg, 0.17 mmol), 1,2:3,4-diacetone-a-D-galac-
topyranoside 3 (44mg, 0.17mmol) and n-Bu4NClO4 (700mg,
2.05mmol), anhydrous acetonitrile (24ml),þ 1.5 V, 40 C (5 h) gave
disaccharide 4a (118mg, 89%, a:b, 73:27); 4aa: 73%; yellowish oil;
t.l.c. (petroleum ether/ethyl acetate, 7:3) Rf 0.6; ½a�22D -48 (c, 1.7 in
CHCl3) (lit.,


[49,50] ½a�20D -2.6 (c, 2.3 in CHCl3)); dH (400MHz, CDCl3)
1.34 (2� 3H, s, 2�CH3), 1.45 (3H, s, CH3), 1.52 (3H, s, CH3), 3.71
(1H, dd, J 10.5 Hz, J 6.5 Hz, CH), 3.75 (1H, dd, J 4.5 Hz, J 12.5 Hz, CH),
3.78–3.88 (5� 1H, m, 5 H), 3.92 (1H, dd, J 9.5 Hz, J 3.0 Hz, CH), 3.98
(1H, dat, J 5.5 Hz, J 7.0 Hz, CH), 4.17 (1H, dd, J 1.5 Hz, J 8.0 Hz, H-2b),
4.33 (1H, dd, J 2.5 Hz, J 5.0 Hz, H-2a), 4.51–4.79 (8H, m,), 4.88 (1H,
dd, J 10.5 Hz, CH2Bn), 5.04 (1H, d, J 1.5 Hz, H-1b), 5.54 (1H, d, J
5.0 Hz, H-1a), 7.10–7.42 (20� 1H, m, 20�ArH); dC (100MHz,
CDCl3) 24.6 (CH3), 24.9 (CH3), 26.0 (CH3), 26.2 (CH3), 65.3 (CH), 65.4
(CH2), 69.3 (CH2), 70.8 (CH), 70.9 (CH), 71.1 (CH), 72.3 (CH), 72.3
(CH2), 72.5 (CH2), 73.5 (CH2), 74.7 (CH), 75.0 (CH), 75.3 (CH2), 80.2
(CH), 96.5 (C-1a), 97.4 (C-1b), 108.8 (Cq), 109.5 (Cq), 127.6 (CH),
127.7 (ArCH), 127.7 (ArCH), 127.8 (ArCH), 127.8 (4�ArCH), 128.0
(4�ArCH), 128.2 (4�ArCH), 128.5 (4�ArCH), 138.5 (ArC), 138.6
(ArC), 138.7 (ArC), 138.8 (ArC); m/z (ESIþ) 800.44 ([MþNH4]


þ,
100%), 841.49 ([MþCH3CNþNH4]


þ, 92%), 1583.64 ([2Mþ
NH4]


þ, 10%), 1624.04 ([2MþCH3CNþNH4]
þ, 3%); 4ab: 27%;


yellowish oil; t.l.c. (petroleum ether/ethyl acetate, 7:3) Rf 0.4; ½a�23D
-52 (c, 0.6 in CHCl3) (lit.,


[49,50] ½a�20D -72.6 (c, 2.7 in CHCl3)); dH
(400MHz, CDCl3) 1.33 (3H, s, CH3), 1.34 (3H, s, CH3), 1.45 (3H,
s, CH3), 1.48 (3H, s, CH3), 3.44 (1H, ddd, J 2.5 Hz, J 5.0 Hz, J 9.5 Hz,
CH), 3.47 (1H, dd, J 3.0 Hz, J 9.5 Hz, CH), 3.62 (1H, dd, J 8.5 Hz, J
11.0 Hz, CH), 3.76–3.81 (2� 1H, m, 2�CH), 3.90 (1H, at, J 9.5 Hz,
CH), 4.01 (1H, d, J 3.0 Hz, CH), 4.10 (1H, dat, J 2.0 Hz, J 2.0 Hz, J
8.5 Hz, CH), 4.22 (1H, dd, J 2.0 Hz, J 6.0 Hz, CH), 4.23–4.25 (1H, m,
CH), 4.33 (1H, d, J 12.0 Hz, CH2Bn), 4.34 (1H, dd, J 2.5 Hz, J 5.0 Hz,
H-2a), 4.43–4.63 (4H, m, 3H CH2Bn, CH), 4.46 (1H, d, J 2.0 Hz, H-1b),
4.60 (1H, dd, J 10.0 Hz, CH2Bn), 4.90 (1H, d, J 10.5 Hz, CH2Bn), 4.93
(1H, d, J 12.5 Hz, CH2Bn), 5.02 (1H, d, J 12.5 Hz, CH2Bn), 5.60 (1H, d,
J 5.0 Hz, H-1a), 7.14–7.52 (20� 1H, m, 20�ArH); dC (100MHz,
CDCl3) 24.4 (CH3), 25.1 (CH3), 25.9 (CH3), 26.0 (CH3), 68.0 (CH), 69.5
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(CH2), 69.9 (CH2), 70.5 (CH), 70.8 (CH), 71.0 (CH2), 71.6 (CH), 72.5
(CH), 73.5 (CH), 74.7 (CH2), 75.1 (CH2), 75.8 (CH), 77.2 (CH2), 81.8
(CH), 96.4 (C-1a), 102.4 (C-1b), 108.7 (Cq), 109.5 (Cq), 127.6
(4�ArCH), 127.9 (2�ArCH), 128.0 (4�ArCH),128.1 (4�ArCH),
128.3 (4�ArCH), 128.7 (2�ArCH) 138.1 (ArC), 138.4 (ArC), 138.6
(ArC); m/z (ESIþ) 800.57 ([MþNH4]


þ, 70%), 841.57 ([Mþ
CH3CNþNH4]


þ, 100%), 1624.47 ([2MþCH3CNþNH4]
þ, 2%).


6-O-(3,4,6-Tri-O-benzyl-2-O-pivaloyl-a,b-D-mannopyranosyl)-
(1!6)-1,2:3,4-di-O-isopropylidene-a-D-galactopyranoside 4b


4-Methoxyphenyl 3,4,6-tri-O-benzyl-2-pivaloyl-1-thio-a-D-manno-
pyranoside 2b (93mg, 0.14mmol), 1,2:3,4-diacetone-a-D-galacto-
pyranoside 3 (44mg, 0.17mmol), n-Bu4NClO4 (575mg, 0.70mmol),
acetonitrile (15ml), 1.5 V, 17C (3h), gave disaccharide 4b (66mg,
60%, a:b, 76:24); 4ba: 76%; yellowish oil; t.l.c. (petroleum ether/
ethyl acetate, 7:3) Rf 0.8; ½a�20D -6 (c, 1.2 in CHCl3); nmax (film) 1732 (s,
nC——O), 1371 (s, nC—O) cm�1; dH (500MHz, CDCl3) 1.21 (3� 3H, s,
(CH3)3C), 1.33 (3H, s, CH3), 1.35 (3H, s, CH3), 1.43 (3H, s, CH3), 1.52 (3H,
s, CH3), 3.72 (1H, dd, J5a,6a 6.5Hz, J6a;60a 10.5Hz, H-6a), 3.72–3.74 (1H,
m, H-6b), 3.80 (1H, dd, J5;60a 6.5Hz, J6a;60a 10.5Hz, H-6


0a), 3.78–3.82
(1H, m, H-60b), 3.83–3.87 (1H, m, H-5b), 3.91 (1H, at, J3b,4b 9.5Hz,
J4b,5b 9.5Hz, H-4b), 3.95 (1H, dat, J4a,5a 1.5Hz, J5a,6a 6.5Hz, J5a;60a
6.5Hz, H-5a), 3.99 (1H, dd, J2b,3b 3.0Hz, J3b,4b 9.5Hz, H-3b), 4.22 (1H,
dd, J3a,4a 8.0Hz, J4a,5a 1.5Hz, H-4a), 4.31 (1H, dd, J1a,2a 5.0Hz, J2a,3a
2.5Hz, H-2a), 4.49 (1H, d, J 11.0Hz, CH2Bn), 4.50 (1H, d, J
11.0Hz, CH2Bn), 4.51 (1H, d, J 13.0Hz, CH2Bn), 4.60 (1H, dd, J2a,3a
2.5Hz, J3a,4a 8.0Hz, H-3a), 4.68 (1H, d, J 12.0Hz, CH2Bn), 4.69 (1H, d, J
11.0Hz, CH2Bn), 4.82 (1H, d, J 11.0Hz, CH2Bn), 4.88 (1H, d, J1b,2b
2.0Hz, H-1b), 5.40 (1H, dd, J1b,2b 2.0Hz, J2b,3b 3.0Hz, H-2b), 5.51 (1H,
d, J1a,2a 5.0Hz, H-1a), 7.15–7.36 (15� 1H, m, 15�ArH); dC (126MHz,
CDCl3) 24.5 (CH3), 24.9, (CH3), 25.0 (CH3), 26.1 (CH3), 27.1 ((CH3)3C),
38.9 (CqPiv), 65.8 (C-5a), 65.9 (C-6), 68.1 (C-2b), 68.8 (C-6), 70.6 (C-3a),
70.7 (C-2a), 70.8 (C-4a), 71,4 (CH2Bn), 71.5 (C-5b), 73.1 (CH2Bn), 74.1
(C-4b), 75.1 (CH2Bn), 78.3 (C-3b), 96.3 (C-1a), 97.8 (C-1b), 108.6 (Cq),
109.3 (Cq), 107.4 (ArCH), 127.4 (2�ArCH), 127.6 (ArCH), 127.9
(2�ArCH), 128.1 (2�ArCH), 128.2 (2�ArCH), 128.2 (2�ArCH),
128.3 (2�ArCH), 138.3, 138.3, 138.4 (ArC), 138.4 (ArCH), 177.6 (C——
O); (HRMS (ESIþ) Calcd. For C44H56NaO12 (MþNaþ) 799.3664.
Found 799.3662); 4bb: 24%; colourless oil; t.l.c. (petroleum ether/
ethyl acetate, 7:3) Rf 0.5; ½a�20D -39 (c, 0.2 in CHCl3); dH (400MHz,
CDCl3) 1.24 (3� 3H, s, (CH3)3C), 1.29 (3H, s, CH3), 1.32 (3H, s, CH3),
1.42 (3H, s, CH3), 1.52 (3H, s, CH3), 3.46 (1H, dat, J4b,5b 3.5Hz, J5b,6b
3.5Hz, J5b;6b0 9.5Hz, H-5b), 3.65 (1H, dd, J2b,3b 3.0Hz, J3b,4b 9.5Hz,
H-3b), 3.69 (1H, dd, J5a,6a 10.5Hz, J6a;6a0 4.0Hz, H-6a), 3.74–3.79
(3� 1H, m, H-6b, H-60b, H-60a), 3.97 (1H, ddd, J4a,5a 1.5Hz, J5a,6a
10.5Hz, J5a;6a0 4.0Hz, H-5a), 4.02 (1H, dd, J3b,4b 9.5Hz, J4b,5b 3.5Hz,
H-4b), 4.20 (1H, dd, J3a,4a 8.0Hz, J4a,5a 1.5Hz, H-4a), 4.28 (1H, dd, J1a,2a
5.0Hz, J2a,3a 2.5Hz, H-2a), 4.46 (1H, d, J 11.5Hz, CH2Bn), 4.50 (1H, d, J
10.5Hz, CH2Bn), 4.55 (1H, d, J 12.0Hz, CH2Bn), 4.56 (1H, dd, J2a,3a
2.5Hz, J3a,4a 8.0Hz, H-3a), 4.63 (1H, brs, H-1b), 4.68 (1H, d, J
12.0Hz, CH2Bn), 4.74 (1H, d, J 11.5Hz, CH2Bn), 4.83 (1H, d, J
11.0Hz, CH2Bn), 5.50 (1H, d, J1a,2a 5.0Hz, H-1a), 5.61 (1H, d, J2b,3b
3.0Hz, H-2b), 7.10–7.40 (15� 1H, m, 15�ArH); dC (100MHz, CDCl3)
24.3 (CH3), 25.0 (CH3), 25.9 (CH3), 26.0 (CH3), 27.2 ((CH3)3C), 39.0
(CqPiv), 67.5 (C-2b), 67.8 (CH), 68.8 (C-6), 69.0 (C-6), 70.5 (C-3a), 70.6
(C-2a), 70.9 (CH2Bn), 71.2 (C-4a), 73.2 (CH2Bn), 74.2 (CH), 75.1
(CH2Bn), 75.4 (CH), 80.3 (C-3b), 96.2 (C-1a), 99.3 (C-1b), 108.7 (Cq),
109.2 (Cq), 127.4 (ArCH), 127.6 (2�ArCH), 127.6 (ArCH), 127.6
(ArCH), 128.0 (2�ArCH), 128.1 (2�ArCH), 128.2 (2�ArCH), 128.2
(2�ArCH), 128.3 (2�ArCH), 176.6 (C——O), 137.9 (ArC), 138.5
(2�ArC).
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6-O-(3,4,6-Tri-O-benzoyl-2-O-benzyl-a,b-D-mannopyranosyl)-
(1!6)-1,2:3,4-di-O-isopropylidene-a-D-galactopyranoside 4c


4-Methoxyphenyl 3,4,6-tri-O-benzoyl-2-O-benzyl-1-thio-a-D-
mannopyranoside 2c (123mg, 0.17mmol), 1,2:3,4-diacetone-a-D-
galactopyranoside 3 (65mg, 0.25mmol), n-Bu4NClO4 (685mg,
2.00mmol), acetonitrile (20ml), 2.2 V, 156 C, gave disaccharide 4c
(59mg, 41%, a:b, 86:14); 4c a: 86%; yellow oil; t.l.c. (petroleum
ether/ethyl acetate, 7:3) Rf 0.5; ½a�24D -14 (c, 0.9 in CHCl3); nmax (film)
3020 (w, nCHAr), 2934 (w, nCH), 1725 (s, nC——O), 1601, 1598, 1500,
1452 (m, nC——CAr), 1270, 1069 (s, nCO), 711 (m, dCH) cm-1; dH
(500MHz, CDCl3) 1.34 (6H, s, 2�CH3), 1.44 (3H, s, CH3), 1.58 (3H,
s, CH3), 3.81 (1H, dd, J5a,6a 6.5 Hz, J6a;60a 10.5 Hz, H-6a), 3.94 (1H, dd,
J5a;60a 6.5 Hz, J6a;60a 10.5 Hz, H-6


0a), 4.07 (1H, dat, J4a,5a 1.5 Hz, J5a,6a
6.5 Hz, J5a;60a 6.5 Hz, H-5a), 4.13 (1H, dd, J1b,2b 1.5 Hz, J2b,3b 3.0 Hz,
H-2b), 4.26 (1H, dd, J3a,4a 8.0 Hz, J4a,5a 1.5 Hz, H-4a), 4.34 (1H, dd,
J1a,2a 5.0 Hz, J2a,3a 2.5 Hz, H-2a), 4.45 (1H, dd, J4b,5b 10.0 Hz, J5b,6b
5.0 Hz, J5b;60b 2.5 Hz, H-5b), 4.48 (1H, dd, J5b,6b 5.0 Hz, J6b;60b 12.0 Hz,
H-6b), 4.57 (1H, dd, J5b;60b 2.5 Hz, J6b;60b 12.0 Hz, H-60b), 4.64 (1H,
dd, J2a,3a 2.5 Hz, J3a,4a 8.0 Hz, H-3a), 4.65 (1H, d, J 12.0 Hz, CH2Bn),
4.69 (1H, d, J 12.0 Hz, CH2Bn), 5.11 (1H, d, J1b,2b 1.5 Hz, H-1b), 5.55
(1H, d, J1a,2a 5.0 Hz, H-1a), 5.69 (1H, dd, J2b,3b 3.0 Hz, J3b,4b 10.0 Hz,
H-3b), 6.06 (1H, at, J3b,4b 10.0 Hz, J4b,5b 10.0 Hz, H-4b), 7.15–7.38
(11� 1H, m, 11�ArH), 7.45–7.53 (3� 1H, m, 3�ArH), 7.92–8.10
(6� 1H, m, 6�ArH); dC (126MHz, CDCl3) 24.7 (CH3), 25.1 (CH3),
26.1 (CH3), 26.2 (CH3), 63.6 (C-6b), 66.2 (C-5a), 66.7 (C-6a), 67.4
(C-4b), 69.1 (C-5b), 70.7 (C-2a), 70.8 (C-3a), 71.1 (C-4a), 72.4 (C-3b),
73.1 (CH2Bn), 75.7 (C-2b), 96.5 (C-1a), 97.9 (C-1b), 108.8 (Cq), 109.5
(Cq), 127.6, 128.4, 128.5, 129.9 (16�ArCH), 127.7 (ArCH), 29.4
(ArC), 129.5 (ArC), 130.0 (ArC), 132.9 (ArCH), 133.3 (2� 1ArCH),
137.8 (ArC), 165.5 (C——O), 165.9 (C——O), 166.4 (C——O); (HRMS
(ESIþ) Calcd. For C46H52NO14 (MþNHþ


4 ) 842.3382. Found
842.3422); 4cb: 14 %; colourless oil; t.l.c. (petroleum ether/
ethyl acetate, 7:3) Rf 0.4; ½a�24D -7 (c, 0.2 in CHCl3); dH (500MHz,
CDCl3) 1.33 (6H, s, 2� CH3), 1.42 (3H, s, CH3), 1.55 (3H, s, CH3), 3.75
(1H, dd, J5a,6a 6.5 Hz, J6a;60a 10.5 Hz, H-6a), 3.89 (1H, dd, J5a;60a
6.5 Hz, J6a;60a 10.5 Hz, H-6


0a), 4.00 (1H, dd, J1b,2b 1.5 Hz, J2b,3b 3.5 Hz,
H-2b), 4.02 (1H, dat, J4a,5a 2.0 Hz, J5a,6a 6.5 Hz, J5a;60a 6.5 Hz, H-5a),
4.09 (1H, ddd, J4b,5b 10.0 Hz, J5b,6b 2.0 Hz, J5b;60b 4.0 Hz, H-5b), 4.23
(1H, dd, J3a,4a 8.0 Hz, J4a,5a 2.0 Hz, H-4a), 4.25 (1H, at, J3b,4b 10.0 Hz,
J4b,5b 10.0 Hz, H-4b), 4.32 (1H, dd, J1a,2a 5.0 Hz, J2a,3a 2.5 Hz, H-2a),
4.58 (1H, dd, J5b,6b 2.0 Hz, J6b;60b 12.0 Hz, H-6b), 4.62 (1H, dd, J2a,3a
2.5 Hz, J3a,4a 8.0 Hz, H-3a), 4.63 (1H, d, J 12.0 Hz, CH2Bn), 4.68 (1H, d,
J 12.0 Hz, CH2Bn), 4.79 (1H, dd, J5b,6b 4.0 Hz, J6b;60b 12.0 Hz, H-6b),
5.05 (1H, d, J1b,2b 1.5 Hz, H-1b), 5.43 (1H, dd, J2b,3b 3.5 Hz, J3b,4b
10.0 Hz, H-3b), 5.53 (1H, d, J1a,2a 5.0 Hz, H-1a), 7.16–7.31 (5� 1H,
m, 5�ArH), 7.36–7.47 (6� 1H, m, 6�ArH), 7.53–7.61 (3� 1H, m,
3�ArH), 8.01–8.11 (6�H, m, 6�ArH); dC (126MHz, CDCl3) 24.7
(CH3), 25.1 (CH3), 26.1 (CH3), 26.3 (CH3), 64.1 (C-6b), 66.2 (C-5a),
66.2 (C-4b), 66.4 (C-6a), 70.7 (C-2a), 70.8 (C-3a), 71.1 (C-4a), 71.6
(C-5b), 73.1 (CH2Bn), 74.7 (C-3b), 76.2 (C-2b), 96.5 (C-1a), 97.8
(C-1b), 108.9 (Cq), 109.5 (Cq), 127.6, 128.4, 128.5, 128.6, 130.0
(16�ArCH), 127.8 (ArCH), 129.7 (2�ArC), 130.0 (ArC), 133.2
(ArCH), 133.4 (2�ArCH), 138.0 (ArC), 166.9 (C——O), 167.2
(2�C——O).


6-O-(2,3,4,6-Tetra-O-benzoyl-a,b-D-mannopyranosyl)-(1!6)-
1,2:3,4-di-O-isopropylidene-a-D-galactopyranoside 4d


4-Methoxyphenyl 2,3,4,6-tetra-O-benzoyl-1-thio-a-D-mannopy-
ranoside 2d (104mg, 0.14mmol), 1,2:3,4-diacetone-a-D-galacto-
pyranoside 3 (48 mg, 0.18 mmol), n-Bu4NClO4 (658 mg,
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1.92mmol), acetonitrile (20ml), 2.2 V, 39 C, gave disaccharide
4d (59mg, 49%, a:b, 80:20); 4d a: 80%; colourless oil; t.l.c.
(petroleum ether/ethyl acetate, 7:3) Rf 0.4; ½a�19D -61 (c, 0.3 in
CHCl3); nmax(film) 3010 (w, nCHAr), 2988 (w, nCH), 1728 (s, nC——O),
1601, 1595, 1500, 1452 (m, nC——CAr), 1263, 1060 (s, nCO) cm�1; dH
(500MHz, CDCl3) 1.36 (6H, s, 2�CH3), 1.43 (3H, s, CH3), 1.63 (3H,
s, CH3), 3.89 (1H, dd, J5a,6a 6.5 Hz, J6a;60a 11.0 Hz, H-6a), 3.97 (1H, dd,
J5a;60a 6.5 Hz, J6a;60a 11.0 Hz, H-6


0a), 4.12 (1H, dat, J4a,5a 2.0 Hz, J5a,6a
6.5 Hz, J5a;60a 6.5 Hz, H-5a), 4.34 (1H, dd, J3a,4a 8.0 Hz, J4a,5a 2.0 Hz,
H-4a), 4.35 (1H, dd, J1a,2a 5.0 Hz, J2a,3a 2.5 Hz, H-3a), 4.50 (1H, dd,
J5b,6b 3.0 Hz, J6b;60b 12.0 Hz, H-6b), 4.59 (1H, brdat, J4b,5b 10.0 Hz,
J5b,6b 3.0 Hz, J5b;60b 3.0 Hz, H-5b), 4.67 (1H, dd, J2a,3a 2.0 Hz, J3a,4a
8.0 Hz, H-3a), 4.69 (1H, dd, J5b;60b 3.0 Hz, J6b;60b 12.0 Hz, H-6


0b), 5.16
(1H, d, J1b,2b 2.0 Hz, H-1b), 5.57 (1H, d, J1a,2a 5.0 Hz, H-1a), 5.74 (1H,
dd, J1b,2b 2.0 Hz, J2b,3b 3.0 Hz, H-2b), 5.91 (1H, dd, J2b,3b 3.0 Hz, J3b,4b
10.0 Hz, H-3b), 6.14 (1H, at, J3b,4b 10.0 Hz, H-4b), 7.25–7.28 (2� 1H,
m, 2�ArH), 7.33–7.45 (7� 1H, m, 7�ArH), 7.48–7.53 (1H, m,
ArH), 7.55–7.62 (2� 1H, m, 2�ArH), 7.84 (2� 1H, dd, J 8.5 Hz, J
1.5 Hz, 2�ArH), 7.96 (2� 1H, dd, J 8.5 Hz, J 1.5 Hz, 2�ArH), 8.06
(2� 1H, dd, J 8.5 Hz, J 1.5 Hz, 2�ArH), 8.12 (2� 1H, dd, J 8.5 Hz, J
1.5 Hz, 2�ArH); dC (126MHz, CDCl3) 24.6 (CH3), 25.1 (CH3), 26.1
(CH3), 26.4 (CH3), 63.0 (C-6b), 66.8 (C-5a), 67.0 (C-4b), 67.7 (C-6a),
69.0 (C-5b), 70.4 (C-3b), 70.5 (C-2b), 70.8 (C-3a), 71.0, 71.1 (C-2a,
C-4a), 96.5 (C-1a), 98.0 (C-1b), 108.9 (Cq), 109.6 (Cq), 128.4
(2�ArCH), 128.5 (2�ArCH), 128.6 (2�ArCH), 128.7 (2�ArCH),
129.2 (ArC), 129.3 (ArC), 129.5 (ArC), 129.8 (2�ArCH), 129.9
(2�ArCH), 129.9 (2�ArCH), 130.0 (2�ArCH), 130.1 (ArC), 133.1
(ArCH), 133.3 (ArCH), 133.5 (ArCH), 133.6 (ArCH), 165.5 (C——O),
165.5 (C——O), 165.6 (C——O), 166.4 (C——O); (HRMS (ESIþ) Calcd.
For C46H50NO15 (MþNHþ


4 ) 856.3175. Found 856.3167).

RESULTS AND DISCUSSION


The general concept underlying the potential use of a catalytic
quantity as a chemical mediator for electrochemical glycosylation
of a thioglycoside is outlined in Fig. 1. Cyclic voltammetry of
BAHA in acetonitrile at 50mV�s�1 previously revealed[51] an
electrochemically reversible couple with a formal oxidation
potential ofþ0.78 V. Therefore at applied potentials aboveþ0.8 V
fast oxidation of the reduced form of themediator would occur at
the anode to provide the BAHA radical cation in situ. Oxidation of
the thioglycoside by the BAHA radical cation could then occur,
probably more rapidly than direct oxidation of the thioglycoside
at the anode, allowing catalysis of thioglycoside oxidation.
Subsequent fragmentation would provide an intermediate
glycosyl cation, which would then undergo glycosylation with
the glycosyl acceptor R’OH. The consequential formation of the
reduced form of the mediator during oxidation of the thioglyco-
side would complete the cycle; the catalytic mediator could then
be rapidly electrochemically re-oxidised in order to promote
further glycosylation sequences (Fig. 1).
Electrochemical glycosylation of the thiophenyl mannoside


donors 2a–2d was undertaken in the presence of diacetone
galactose 3 as a glycosyl acceptor (Scheme 1). A second series of
electrochemical glycosylation reactions was also performed in
which a catalytic amount (0.1 equivalents) of BAHA was added to
the mixtures of donors and acceptor as a chemical mediator
before the external potential was applied. Finally, for the purpose
of comparison, glycosylation of the donors 2a–2d and acceptor 3
was also performed simply by using an excess of BAHA in the
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Scheme 1. Glycosylation reactions of donors 2a–d with diacetone galactose 3
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absence of any applied external potential. The results of these
three series of glycosylation reactions are reported in Table 1.
Direct electrolysis of benzylated donor 2a at þ1.5 V for 5 h in


the presence of DAG 3 afforded the disaccharide 4a in 89% yield
as a diastereomeric mixture of anomers (a:b, 73:27) (Table 1, entry
1(i)). Alternatively when the electrolysis was undertaken at the
higher potential of þ2.2 V for 15 h, the disaccharide 4a was
formed in 80% yield, again as a diastereomeric mixture (a:b,
73:27) (Table 1, entry 1(ii)). Interestingly when the electroglyco-
sylation was performed at þ1.5 V in the presence of a catalytic
amount of BAHA (0.1 equiv.), the disaccharide 4a was formed in
87% yield, but with a much shorter reaction time (30 min),
indicating that the presence of the mediator had significantly
increased the reaction rate. On this issue a referee suggested that
the rate of reaction is in fact determined by the current, and not
the other way around. Since these reactions are performed at
constant potential, the flow of current and the rate of reaction are
indeed linked; it is our view that it is the rate of reaction which is
accelerated by the addition of the BAHA, which then has the
corresponding effect that the required charge is passed over a
shorter period of time; that is the increased rate of reaction
increases the current, and not the other way around. When the
glycosylation was performed simply using a significant excess of
BAHA (3.0 equiv.) the reaction was complete after 90 min, but 4a

Table 1. Glycosylation reactions of thioaryl glycosyl donors 2a–d w
alone, by electrochemical activation in the presence of catalytic B


Entry Donor


Electrochemical activation
alone [potential, (time)%
yield, anomeric ratio]


Electrochemi
by catalytic B


yield,


1 2a (i) þ1.5 V (5 h) 4a 89%
(a:b, 73:27)


(ii) þ2.2 V (15 h) 4a 80%
(a:b, 73:27)


þ1.


2 2b (i) þ1.5 V (4 h) 4b 60%
(a:b, 76:24)


(ii) þ2.2 V (15 h) 4b 55%
(a:b, 82:18)


þ1.5


3 2c þ2.2 V (15 h) 4c 41%
(a:b, 86:14) 5 30%


þ1.5


4 2d þ2.2 V (15 h) 4d 49%
(a:b, 4:1) 5 30%


þ1.


a Chemical activation with BAHA performed in the absence of any
b Chemical activation with BAHA performed in the presence of 1 M
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was only produced in 64% yield, again as a diastereomeric
mixture (a:b, 53:47). However, when this reaction was repeated in
the presence of supporting electrolyte (n-Bu4NClO4, 1M),
glycosylation occurred more efficiently giving the disaccharide
4a in 95% yield and with an improved diastereomeric ratio (a:b,
73:27), suggesting a significant influence of the electrolyte salt on
the diastereoselectivity of the glycosylation reaction.
Since it has been widely demonstrated that ester-protecting


groups on the glycosyl donor can be problematic for electro-
chemical glycosylation purposes, attention then turned to the
use of a variety of ester-protected donors. In this respect
optimum results had previously been obtained by the use of
2-O-Piv protected donors, such as 2b, and thioglycoside 2b was
therefore selected as the next donor for comparative purposes.
Direct electrolysis of 2b at þ1.5 V for 4 h led to the formation of
the expected disaccharide 4b in 60% yield, as a diastereomeric
mixture (a:b, 76:24) (Table 1, entry 2(i)). When the electrolysis
was repeated at þ2.2 V for 15 h the disaccharide 4b was
obtained in 55% yield (a:b, 82:18) (Table 1, entry 2(ii)).
Contrastingly electrolysis of the donor 2b in the presence of
a catalytic amount of BAHA (0.1 equiv.) at þ1.5 V gave the
desired disaccharide 4b in 53% yield only after 45 min, again as
a diastereomeric mixture (a:b, 9:1) (Table 1, entry 2). Finally
the use of an excess of BAHA alone (1.7 equiv.) afforded the

ith diacetone galactose 3 mediated by electrochemical means
AHA, and by chemical activation with an excess of BAHA


cal activation mediated
AHA [potential, (time)%
anomeric ratio]


Chemical activation with
stoichiometric BAHA [(time),%


yield, anomeric ratio]


5 V (0.5 h) 4a 87%
(a:b, 73:27)


(1.5 h)
4a 64%


(a:b, 53:47)a


4a 95%
(a:b, 73:27)b


V (0.75 h) 4b 53%
(a:b, 9:1)


(2.5 h) 4b 96%
(a:b, 88:12)a


V (0.75 h) 4c 60%
(a:b, >20:1)


(2 h) 4c 68%
(a:b, >20:1)a


5 V (0.9 h) 4d 49%
(a:b, >20:1)


(1.5 h) 4d 59%
(a:b, 87:13)a


electrolyte.
n-Bu4NClO4.
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ELECTROCHEMICAL GLYCOSYLATION

desired disaccharide 4b in 96% yield (a:b, 88:12) after 2.5 h
(Table 1, entry 2).
Ester-protecting group lability and tendency to migrate to the


acceptor hydroxyl during electrochemical glycosylation is not
limited to ester protection of the 2-position of the glycosyl donor.
Investigation of glycosylation of 2-O benzyl donor protected
donor 2c bearing benzoate protection of the hydroxyls at
positions 3-, 4- and 6- was undertaken next. Direct electrolysis of
2c atþ2.2 V produced the desired disaccharide 4c in 41% yield, as
a diastereomeric mixture (a:b, 86:14). However in addition to
glycosylation, transesterification also occurred and the 6-benzoyl
protected acceptor 5 was produced in 30% yield (Table 1, entry
3).[43] Notable also was the fact that glycosylation was particularly
sluggish at þ1.5 V, and the significant over-potential of þ2.2 V
was required to make the reaction go to completion. However,
pleasingly, the use of the catalytic amount of the mediator BAHA
improved the electrochemical glycosylation process. In this case
the desired disaccharide 4c was obtained in 60% yield as
predominantly a single anomer (a:b, >20:1) after only 45 min
at the lower oxidation potential of þ1.5 V (Table 1, entry 3).
Moreover, importantly no migration of benzoyl-protecting
groups occurred, and thus compound 5 was not observed. In
this instance chemical activation using BAHA (1.5 equiv.) as a
stoichiometric oxidant afforded 4c in 68% yield, again effectively
as a single anomer (a:b, >20:1) after 2 h (Table 1, entry 3).
Finally investigations turned to the use of the per-benzoylated


thioglycoside donor 2d. Electrolysis of donor 2d in the presence
of 3 could only be achieved at the higher potential ofþ2.2 V, and
afforded the corresponding disaccharide 4d in 49% yield (a:b,
4:1), along with the trans-esterification product 5 (30% yield)
(Table 1, entry 4). Electrochemical activation in the presence of a
catalytic amount of BAHA (0.1 equiv.), at the lower potential of
þ1.5 V, furnished the desired disaccharide 4d in a similar yield of
49% (a:b, >20:1) after 0.9 h (Table 1, entry 4); notably although
the yield of disaccharide product was similar to electrochemical
glycosylation alone, once again the benzoylated acceptor 5 was
not observed. Finally it was noted that chemical glycosylation
using stoichiometric BAHA (1.2 equiv.) gave a slightly better yield
of disaccharide 4d (59%, a:b, 87:13) after 1.5 h (Table 1, entry 4).
Overall these results taken together indicate that not only is


the use of a catalytic quantity of BAHA beneficial to the
electrochemical glycosylation reaction in terms of rate and
efficiency, but also in particular that the use of catalytic BAHA
stops trans-esterification of the glycosyl acceptor when glycosyl
donors bearing labile ester-protecting groups are used. Although
electrochemical activation in the presence of catalytic BAHA is
not always superior in terms of product yield to the use of excess
BAHA alone, the advantages of the use of this material in catalytic
form, not least of which are cost and impact by the reduction in
the use of toxic antimony salts, are significant.

5


CONCLUSIONS


Although ‘direct’ electrochemically mediated glycosylation has
been demonstrated as a feasible synthetic technique, its
widespread applicability, particularly for the assembly of complex
oligosaccharides, remains undemonstrated. Limitations of the
methodology in comparison with more conventional chemical
glycosylation are the lengthier reaction times required, the low
yields of disaccharide often produced, and, in particular, the
problems associated with use of ester-protecting groups. Herein

J. Phys. Org. Chem. 2008, 21 516–522 Copyright � 2008 John W

we have demonstrated the potential advantages of the use of a
catalytic quantity of BAHA as a mediator for the electrochemical
activation of a series of aryl thiomannosides. On comparison, the
desired disaccharides were obtained in generally improved
yields, and in all cases more rapidly and at lower potentials than
that obtained by the use of electrochemical activation alone.
Additionally electrochemical glycosylation mediated by BAHA
was not accompanied by the migration of benzoyl-protecting
groups from donor to acceptor as was invariably the case for
electrochemical glycosylation alone. It may be expected that the
use of a catalytic chemical mediator is amenable to, and may
present advantages for, the electrochemical oxidation of a variety
of sulfur-containing substrates or other, more generally any
oxidisable species. However, despite the incremental advantages
demonstrated herein, BAHA itself remains a toxic and hazardous
material. The search therefore will now broaden to investigate the
potential of other less toxic chemical mediators to facilitate
electrochemical glycosylation and other electrochemical trans-
formations.
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Kinetics and mechanism of the anilinolysis of
S-aryl N-arylthiocarbamates in acetonitrile
Dae Dong Sunga*, Hee Man Janga, Dae Il Junga and Ikchoon Leeb


The aminolysis reactions of S-aryl N-arylthiocarbamates (YC6H4NH—C(——O)—SC6H4Z, 1) with anilines in acetonitrile
are studied. The reaction rates aremore influenced by the nucleophilicity of the nucleophile than the nucleofugality of
the leaving group, but the change in the effective charge from reactants to the TS for formation of the tetrahedral
intermediate is slightly greater in the leaving group (bZ from�0.07 to�0.14) than in the nucleophile (bX¼ 0.04–0.12).
The magnitude of the Brönsted coefficients are in the range of values that are consistent for a stepwise mechanism
with rate-limiting formation of the zwitterionic tetrahedral intermediate. Signs of cross-interaction constants, rXY
(>0), rXZ (>0) and rYZ (<0), are all consistent with a stepwise mechanism. It is concluded that the change of the amine
from benzylamines to anilines causes a shift of the aminolysis mechanism from a concerted to a stepwise process.
Copyright � 2008 John Wiley & Sons, Ltd.


Supporting information may be found in the online version of this article.
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INTRODUCTION


Although the mechanisms of the aminolysis of esters and
carbonates have been extensively studied, relatively less
attention has been given to those for carbamates. In our recent
experimental[1–3] and theoretical[4] works, the aminolyses of
carbamates have been shown to proceed by a direct displace-
ment, concerted mechanism, in contrast to a stepwise
mechanism involving zwitterionic tetrahedral intermediates for
the aminolysis of esters[5–9] and carbonates.[10–13] According to
natural bond orbital (NBO)[4,14,15] analyses, themajor cause of this
mechanistic variation for the carbamates is a considerable charge
transfer of nonbonding orbital electrons on the amino nitrogen,
nN, to the carbonyl p�


CO orbital, a vicinal nN!p�
CO charge transfer


interaction,[4,14–17] which in effect enhances the leaving ability of
the phenolate or thiolate group. In the esters there is no vicinal
nonbonding orbital and hence this type of vicinal charge transfer
is lacking, whereas in the carbonates the charge transfer of the
vicinal nonbonding orbital, nO, of the methoxy oxygen to p�


CO is
not strong enough to sufficiently weaken the carbonyl-leaving
group bond to induce a concerted process.
In the present work, we have investigated the anilinolysis of


S-aryl N-arylthiocarbamates, Y—C6H4—NHC(——O)—SC6H4Z, 1,
where Y and Z are substituents on the nonleaving and leaving
groups, respectively, in acetonitrile, eqn (1). We have used
anilines, XC6H4NH2 with X¼ p-OMe, p-Me, H, p-Cl, or p-NO2,
instead of benzylamines which were used in the previous kinetic
studies of the carbamate aminolysis.[1–3]


2XC6H4NH2 þ YC6H4NH� Cð¼OÞ � SC6H4Z !
1


YC6H4NH� Cð¼OÞ � NHC6H4Xþ XC6H4NH
þ
3 þ ZC6H4S


�
(1)


The object of this work is to shed more light into the
mechanism of the aminolysis of carbamates, and to investigate
the influence of the amine nature on the mechanism and
transition state structure by comparing the present reaction with
the aminolysis results for benzylamines. In this work, we
determined cross-interaction constants,[18,19] rij (eqn (2)) where
i and j are substituents X, Y, or Z in eqn (1), in order to shed
more light on the mechanism.


logðkij=kHHÞ ¼ risi þ rjsj þ rijsisj (2)


RESULTS AND DISCUSSION


Reactions (1), carried out with excess aniline ([S]¼ 5� 10�5M
and [An]¼ 3–5� 10�1M) in acetonitrile followed clean, pseudo-
first-order kinetics given by the following eqns (3) and (4), where
S and An denote the substrate and the aniline, respectively.


rate ¼ kobs½S� (3)


kobs ¼ k2½An� (4)
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The second-order rate constants, k2, obtained are summarized
in Table 1. The Hammett (rX, rY, and rZ) and Brönsted [bX (bnuc)
and bZ (blg)] coefficients are collected in Table 2. In the
determination of bX, we found that the values obtained
with pKas in water are 1.25-fold uniformly greater than those
determined with pKas in acetonitrile.[20] The magnitude of rX
(�0.60 for Y¼ Z¼H) is in general larger than that of rZ (0.31 for
Y¼ X¼H) indicating that the positive charge development on
the nitrogen atom of aniline is greater than the negative charge
developed on the sulfur atom of the leaving group in the TS. In
contrast, the magnitude of bz (for Y¼ Br, average bZ¼�0.10
with pKas in water)[21] is somewhat larger than that of bX (for
Y¼ Br, average of bX¼ 0.07 with pKas in water) which implies that
the change in effective charge at the TS is somewhat greater in
the leaving group than that in the nucleophile. This is further
supported by the negative sign of rY values in Table 2. We note,
however, that the magnitude of both bX (0.04–0.12) and bZ (from
�0.07 to �0.18) is rather small, which is in the range of values
(bX¼�bZ¼ 0–0.4) normally found for a stepwise mechanism
where the formation of a zwitterionic tetrahedral intermediate is
the rate-determining step.[5,22–29] It has been shown that the bX
values are normally greater than ca. 0.8 for a stepwise mechanism
with rate-limiting breakdown of the intermediate,[5–13] while they
are in the range of 0.4–0.6 for a concerted aminolysis
process.[1–3,22–31] Based on the magnitude of Brönsted coeffi-
cients therefore, we propose that reaction (1), proceeds through a
zwitterionic tetrahedral intermediate, T�, 2, the formation of
which is rate determining.


Table 1. The second-order rate constants, k2 (�103M�1 s�1)*,
for the reactions of S-aryl N-arylthiocarbamates
(YC6H4NH-C(——O)-SC6H4Z) with anilines (XC6H4NH2) in
acetonitrile at 25.0 8C


Y Z


X


p-OMe p-Me H p-Cl p-NO2


H p-OMe 7.01 6.11 4.73 3.29 1.47
p-Me 7.48 6.52 5.11 3.59 1.65
H 8.36 7.28 5.75 4.10 1.93
p-Cl 9.75 8.55 6.79 4.95 2.43
p-NO2 14.0 12.5 10.1 7.71 4.05


p-Cl p-OMe 2.10 1.93 1.67 1.38 0.867
p-Me 2.18 2.02 1.76 1.46 0.937
H 2.33 2.17 1.90 1.60 1.06
p-Cl 2.55 2.40 2.12 1.81 1.25
p-NO2 3.16 3.06 2.77 2.46 1.87


p-Br p-OMe 2.03 1.86 1.64 1.35 0.857
p-Me 2.12 1.94 1.71 1.43 0.920
H 2.27 2.08 1.85 1.56 1.04
p-Cl 2.48 2.29 2.04 1.78 1.23
p-NO2 3.06 2.90 2.64 2.40 1.83


* The k2 values are averages of more than three kinetic runs
and were reproducible to within� 3%.


Table 2. Hammett (rx, ry, and rz) and Brőnsted (in parentheses) coefficients for the reactions of S-aryl N-arylthiocarbamates with
anilines in acetonitrile at 25.0 8C


Y/Z p-OMe p-Me H p-Cl p-NO2


rX and (bX) values
a


H �0.65 (0.12) �0.63 (0.11) �0.60 (0.10) �0.58 (0.11) �0.51 (0.09)
p-Cl �0.37 (0.07) �0.35 (0.06) �0.33 (0.06) �0.30 (0.05) �0.22 (0.04)
p-Br �0.36 (0.07) �0.34 (0.06) �0.32 (0.06) �0.29 (0.05) �0.21 (0.04)


Y/X p-OMe p-Me H p-Cl p-NO2


rZ and (bZ) values
b


H 0.29 (�0.13) 0.30 (�0.13) 0.31 (�0.14) 0.35 (�0.15) 0.42 (�0.18)
p-Cl 0.17 (�0.07) 0.19 (�0.08) 0.21 (�0.09) 0.24 (�0.10) 0.32 (�0.14)
p-Br 0.17 (�0.07) 0.18 (�0.08) 0.20 (�0.09) 0.24 (�0.10) 0.31 (�0.14)


X/Z p-OMe p-Me H p-Cl p-NO2


rY values
c


p-OMe �2.26 �2.30 �2.38 �2.50 �2.77
p-Me �2.16 �2.20 �2.27 �2.39 �2.65
H �1.94 �2.00 �2.07 �2.19 �2.43
p-Cl �1.63 �1.68 �1.76 �1.87 �2.13
p-NO2 �0.99 �1.06 �1.12 �1.24 �1.45
a The correlation coefficients were better than 0.991, and standard deviations were less than 0.01 (with an average value of 0.006) in
all cases. bX values were determined with pKas in acetonitrile8a.
b The correlation coefficients were better than 0.996, and standard deviations were less than 0.01.in all cases. bZ values were
determined with pKas in water8b at 25 8C.
c The correlation coefficients were better than 0.999, and standard deviations were less than 0.05 in all cases.
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In this type of TS, the changes in effective charge from
reactants to the TS for formation of the tetrahedral intermediate,
bX (bnuc) and �bZ (�blg), are small ranging from 0 to 0.4, and in
some cases the �bZ values become greater than the bX values.
Such examples are found in the work of Castro group on the
aminolysis of 2,4-dinitrophenyl and 2,4,6-trinitrophenyl thiolace-
tates (bX¼ 0.2 and bZ¼�0.3),[24] and in the work of Jencks group
on the acyl transfer reactions between sulfur and oxygen
nucleophiles (bX¼ 0.2 and bZ¼�0.3).[9] Thus, in the stepwise
reactions with rate-limiting bond formation, changes in the
effective charge on the nitrogen of the aniline nucleophile and on
the sulfur of the leaving group are small, but the latter can be
larger. This does not mean that the reaction proceeds
concertedly[24,26] since the effective charge change is involved
in the process of formation of the zwitterionic tetrahedral
intermediate. According to our DFT calculations at the B3LYP/
6-31G** level of theory[4,32] in the gas phase, the C—S bond
stretches from 1.839 to 1.844 Å while the Mulliken charge of the
carbonyl carbon increases fromþ 0.4131 toþ 0.4183 in going
from the reactants to the TS for formation of the tetrahedral
intermediate 3, which is formed from S-phenyl thiocarbamate
(NH2—(C——O)—SPh) and ammonia. In general, charged species
are more stabilized in solvents than in the gas phase so that this
gas-phase results can serve as an indication that the effective
charge development for rate-limiting formation can be larger in
the leaving group than in the nucleophile.


The cross-interaction constants, rXY, rXZ, and rYZ, determined
by multiple regression using eqn (2) are shown in Table 3. The
signs of these constants, rXY> 0, rXZ> 0, and rYZ< 0, are indeed
consistent with our proposed mechanism of the stepwise
process.[19,34,35] It has been shown that in a concerted aminolysis,
the signs of these constants are all reversed to rXY< 0, rXZ< 0
,and rYZ> 0.[19,34,35] The variations of these constants with
substituents are negligible, i.e.,the values of rXYZ, are very small
(�0) in all cases. For example, rXY varies from 1.23 for Z¼ p-OMe
to 1.27 for Z¼ p-NO2 so that rXYZ � 0.04. This is an indication of a
loose C-nucleophile bond in the TS, as we have proposed above
based on the small magnitude of the Brönsted bX coefficients.


Amine nature is one of the key factors that influences the
mechanism of the aminolysis reactions of esters, carbonates, and
carbamates.[2,13,35] The rate of amine expulsion from T� increases
in the order pyridines< anilines< secondary alicyclic ami-
nes< quinuclidines<benzylamines and the stability of the
zwitterionic intermediate, T�, increases in the reverse
order.[13,34,35] Thus, pyridine nucleophiles are most likely to lead
the aminolysis to a stepwise reaction with a stable intermediate,
whereas benzylamines are known to strongly destabilize T� so
that the intermediate cannot exist and as a result the aminolysis
reactions are likely to proceed by a


NH2 � Cð¼ OÞ � SAr EtNH� Cð¼ OÞ � SAr
4 5


YC6H4NH� Cð¼ OÞ � OC6H4 � p� NO2


6


concerted pathway.[34,35] For example, aminolyses of S-aryl-,[1] 4,
S-aryl N-ethyl-,[2] 5, and p-nitrophenyl N-aryl carbamates,[3] 1, with
benzylamines in acetonitrile were found to proceed by a concerted
mechanism, while pyridinolyses of many aryl esters and
carbonates are reported to proceed by a stepwise mechanism
through a zwitterionic tetrahedral intermediate.[36–43]


Anilines destabilize the tetrahedral intermediate relative to
pyridines but stabilize it compared with benzylamines. The
nucleofugality of anilines from T� being intermediate between
the two extremes, mechanistic changes can occur readily when


Table 3. Cross-interaction constants, rxy, rxz, and ryz, for the
reactions of S-aryl N-aryl thiocarbamates with anilines in
acetonitrile at 25.0 8C


Z rXY


rXY values
a


p-OMe 1.23� 0.03
p-Me 1.20� 0.02
H 1.21� 0.03
p-Cl 1.21� 0.03
p-NO2 1.27� 0.03


Y rXZ


rXZ valuesa


H 0.13� 0.01
p-Cl 0.14� 0.02
p-Br 0.14� 0.01


X rYZ


rYZ valuesa


p-OMe �0.50� 0.04
p-Me �0.47� 0.01
H �0.47� 0.02
p-Cl �0.48� 0.03
p-NO2 �0.43� 0.02
a The R2 values were greater than 0.9997 in all cases, and
Fischer’s F-tests at the 99.9% confidence level by comparing
the calculated F-values (Fcalc) with the tabulated F-value
(Ftab¼ 999.5)[33] indicated that the results of the multiple
regressions are highly significant (Fcal>> Ftab).
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other factors are varied. For example, the aminolyses of S-aryl
O-ethyl thiocarbonates [EtO–C(——O)–SC6H4Z] with anilines are
reported to shift from stepwise for a poorer leaving group
[Z¼ 2,4-(NO2)2] to concerted manner for a better leaving group
[Z¼ 2,4,6-(NO2)3].


[44] This means that the nucleofugality of the
leaving group from T� is also a key factor influencing the
aminolysis mechanism of carbonates and carbamates. For
example, the aminolysis of p-nitrophenyl N-arycarbamates, 6,
with benzylamines is stepwise[45] in acetonitrile due to the low
nucleofugality of phenolate (OPh�) relative to thiolate (SPh�) in 1
despite the strong leaving ability of benzylamines from T�. The
stepwise mechanism proposed for the present anilinolysis
reactions of S-aryl N-arylthiocarbamates is therefore reasonable
in view of the possible mechanistic shift to a stepwise process by
changing the amine to aniline from benzylamine,[3] for which a
concerted process was observed.
The solvent change from water to a less polar solvent, MeCN,


can cause a mechanistic stepwise change in water to a
concerted change in acetonitrile, mainly due to a decrease in
the stability of zwitterionic intermediates in MeCN.[46] The
higher expulsion rate of the amine from T� in a less polar solvent
leads to a lower stability of T�. However, in many cases due to
other stronger effects, mechanistic changes are not observed
and the same mechanism is observed in both water and in
MeCN.[34,35]


The kinetic isotope effects, kH/kD, involving deuterated
anilines[47] (XC6H4ND2) are normal but negligible as shown in
Table 4 (Supporting Information). This is in line with the proposed
mechanism since the TS is very loose in the process involving the
formation of the tetrahedral intermediate. The activation
parameters, DH 6¼ and DS6¼, in Table 5 (Supporting Information)
are also consistent with our proposed mechanism. The activation
enthalpies (ca. 10 kcal/mol) are lower than those for the stepwise
process with rate-limiting breakdown of the intermediate (ca.
14 kcal/mol for 6with benzylamines)[45] but are higher than those
for the H-bonded cyclic TS in the concerted processes (ca. 8 kcal/
mol for 4 with benzylamines).[1] The entropies of activations (ca.
�35 e.u.) are also intermediate between the two (�13 for 6, and
�37 e.u. for 4 with benzylamines).[1,45]


EXPERIMENTAL


Materials


General procedure


GR grade acetonitrile was purchased from Aldrich and used after
re-distillation. The aniline nucleophilesof GR grade from Aldrich
were used after re-crystallization or re-distillation. FT-IR spectra
were taken using a Bruker IFS 55 spectrophotometer. 1H NMR
spectra were recorded on a Bruker DPX 300MHz-NMR instrument
using CD3CN and CDCl3 as solvents with TMS as an internal
standard.
Preparation of S-p-substituted phenyl N-p-substituted phenyl-


carbamates. These were prepared by the literature method of
Velikorodov,[48] Moseley,[49] and Knapton.[50] To a solution of
0.1mol of thiophenol and phenyl isocyanate in 20ml of toluene,
10ml of pyridine was added and purged with argon into the
solution. The reaction mixture was stirred for 2 h at 25 8C. When
the reaction was completed, the solid was filtered under reduced
pressure. The solid was added to the solvent mixture of
chloroform and n-pentane (2:1 v/v%) and filtered under reduced


pressure. The product was separated by column chromatography
on aluminum oxide (neutral Al2O3 grade 90, 63–200mm) eluted
with diethyl ether (10%)-n-hexane.
S-Phenyl N-phenylthiocarbamate. IR (KBr (cm�1)), N—H;


3257.3, C——O; 1670, C—S; 1010.5, C——C (Ar); 1486.9,1596.8,
Ar—H; (3182.1, 3108.8, 3043.3, 2923.7, 2852.3), 1H-NMR (350MHz,
acetonitrile-d3) d 7.19–7.29 (4H, m, aromatic), 7.39–7.47 (2H, t,
aromatic), 7.56–7.72 (4H, m, aromatic), 8.27 (1H, s, NH).
S-p-Nitrophenyl N-phenylthiocarbamate. IR (KBr (cm�1)), N—H;


3257.3, C——O; 1670, C—NO2; 1107, Ar—NO2; 885, C—S; 1010.5,
C——C (Ar); 1486.9, 1596.8, Ar—H; (3182.1, 3108.8, 3043.3, 2923.7,
2852.3), 1H-NMR (350MHz acetonitrile-d3) d 7.15–7.24 (1H, m,
aromatic), 7.40–7.47 (2H, t, aromatic), 7.61–7.72 (4H, m, aromatic),
8.00 (1H, s, NH), 8.12–8.20 (2H, d, aromatic).
S-p-Methylphenyl N-phenylthiocarbamate. IR (KBr (cm�1)),


N—H; 3257.3, C——O; 1670, C—S; 1010.5, C——C (Ar); 1486.9,
1596.8, CH3; 2950.8, 1480.4 Ar—H; (3182.1, 3108.8, 3043.3, 2923.7,
2852.3), 1H-NMR; (350MHz acetonitrile-d3) d 2.17 (3H, s, CH3),
6.82–6.89 (2H, d, aromatic), 7.06–7.15 (2H, d, aromatic), 7.19–7.28
(1H, m, aromatic), 7.40–7.48 (2H, m, aromatic), 7.52–7.63 (2H, d,
aromatic), 8.90 (1H, s, NH).
S-p-Methoxyphenyl N-phenylthiocarbamate. IR (KBr (cm�1)),


N—H; 3257.3, C——O; 1670, C—S; 1010.5, C——C (Ar); 1486.9,
1596.8, OCH3; 1000, 1250, 2940, Ar—H; (3182.1, 3108.8, 3043.3,
2923.7, 2852.3), 1H-NMR (350MHz, acetonitrile-d3) d 3.83 (3H, s,
OCH3),7.19–7.28 (1H, m, aromatic), 7.40–7.51 (6H, m, aromatic),
7.60–7.65 (2H, d, aromatic), 8.36 (1H, s, NH).
S-p-Chlorophenyl N-phenylthiocarbamate. IR (KBr (cm�1)),


N—H; 3257.3, C——O; 1670, C—S; 1010.5, C——C (Ar); 1486.9,
1596.8, Ar—H; (3182.1, 3108.8, 3043.3, 2923.7, 2852.3), 1H-NMR
(350MHz acetonitrile-d3) d 7.01–7.05 (1H, m, aromatic), 7.36 (4H, s,
aromatic), 7.42–7.47 (2H, m, aromatic), 7.61–7.65 (2H, d, aromatic),
8.36 (1H, s, NH).
S-p-Chlorophenyl N-p-chlorophenylthiocarbamate. IR (KBr


(cm�1)), N—H; 3257.3, C——O; 1670, C—S; 1010.5, C——C (Ar);
1486.9, 1596.8, Ar—H; (3182.1, 3108.8, 3043.3, 2923.7, 2852.3),
1H-NMR (350MHz acetonitrile-d3) d 7.28–7.33 (4H, s, aromatic),
7.43–7.49 (2H, d, aromatic), 7.69–7.76 (2H, d, aromatic), 8.58 (1H, s,
NH).
S-p-Nitrophenyl N-p-chlorophenylthiocarbamate. IR (KBr


(cm�1)), N—H; 3257.3, C——O; 1670, C—S; 1010.5, Ar-NO2; 885,
C——C (Ar); 1486.9, 1596.8, Ar—H; (3182.1, 3108.8, 3043.3, 2923.7,
2852.3), 1H-NMR (350MHz acetonitrile-d3) d 7.15–7.19 (2H, d,
aromatic), 7.64–7.69 (2H, d, aromatic), 7.70–7.76 (2H, d, aromatic),
8.06 (1H, s, NH), 8.59–8.62 (2H, d, aromatic).
S-p-Methylphenyl N-p-chlorophenylthiocarbamate. IR (KBr


(cm�1)), N—H; 3257.3, C——O; 1670, C—S; 1010.5, CH3; 2950.8,
1480.4, C——C (Ar); 1486.9, 1596.8, Ar—H; (3182.1, 3108.8, 3043.3,
2923.7, 2852.3), 1H-NMR (350MHz acetonitrile-d3) d 3.85 (3H,
s, CH3), 6.86–6.92 (2H, d, aromatic), 7.04–7.09 (2H, d, aromatic),
7.43–7.48 (2H, d, aromatic), 7.71–7.75 (2H, d, aromatic), 8.73 (1H, s,
NH).
S-p-Methoxyphenyl N-p-chlorophenylthiocarbamate. IR (KBr


(cm�1)), N—H; 3257.3, C——O; 1670, C—S; 1010.5, C——C (Ar);
1486.9, 1596.8, OCH3; 1000, 1250, 2940, Ar—H; (3182.1, 3108.8,
3043.3, 2923.7, 2852.3), 1H-NMR (350MHz acetonitrile-d3) d 3.81
(3H, s, OCH3), 7.13–7.47 (6H, m, aromatic), 7.73–7.78 (2H, d,
aromatic), 8.80 (1H, s, NH).
S-Phenyl N-p-chlorophenylthiocarbamate. IR (KBr (cm�1)),


N—H; 3257.3, C——O; 1670, C—S; 1010.5, C——C (Ar); 1486.9,
1596.8, Ar—H; (3182.1, 3108.8, 3043.3, 2923.7, 2852.3), 1H-NMR
(350MHz acetonitrile-d3) d 7.19–7.29 (3H, m, aromatic), 7.41–7.47


J. Phys. Org. Chem. 2008, 21 1014–1019 Copyright � 2008 John Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc


ANILINOLYSIS OF S-ARYL N-ARYLTHIOCARBAMATES


1
0
1
7







(2H, d, aromatic), 7.53–7.58 (2H, d, aromatic), 7.72–7.77 (2H, d,
aromatic), 8.60 (1H, s, NH).
S-p-Nitrophenyl N-p-bromophenylthiocarbamate. IR (KBr


(cm�1)), N—H; 3257.3, Ar—Br; 1070.3, Ar—NO2; 885, C——O;
1670, C—S; 1010.5, C——C (Ar); 1486.9, 1596.8, Ar—H; (3182.1,
3108.8, 3043.3, 2923.7, 2852.3), 1H-NMR (350MHz acetonitrile-d3)
d 7.49–7.74 (6H, m, aromatic), 8.27 (1H, s, NH), 8.71–8.75 (2H, d,
aromatic).
S-Phenyl N-p-bromophenythiocarbamate. IR (KBr (cm�1)),


N—H; 3257.3, Ar—Br; 1070.3, C——O; 1670, C—S; 1010.5, C——C
(Ar); 1486.9, 1596.8, Ar—H; (3182.1, 3108.8, 3043.3, 2923.7,
2852.3), 1H-NMR (350MHz acetonitrile-d3) d 7.11–7.29 (3H, m,
aromatic), 7.53–7.58 (4H, t, aromatic), 7.67–7.74 (2H, d, aromatic),
8.40 (1H, s, NH).
S-p-Methylphenyl N-p-bromophenylthiocarbamate. IR (KBr


(cm�1)), N—H; 3257.3, Ar—Br; 1070.3, C——O; 1670, C—S;
1010.5, CH3; 2950.8, 1480.4, C——C (Ar); 1486.9, 1596.8, Ar—H;
(3182.1, 3108.8, 3043.3, 2923.7, 2852.3), 1H-NMR (350MHz
acetonitrile-d3) d 2.37 (3H, s, CH3), 6.84–6.89 (2H, d, aromatic),
7.07–7.11 (2H, d, aromatic), 7.53–7.58 (2H, d, aromatic), 7.65–7.70
(2H, d, aromatic), 8.74 (1H, s, NH).
S-p-Methoxyphenyl N-p-bromophenylthiocarbamate. IR (KBr


(cm�1)), N—H; 3257.3, Ar—Br; 1070.3, C——O; 1670, C—S; 1010.5,
C——C (Ar); 1486.9, 1596.8, OCH3; 1000, 1250, 2940, Ar—H; (3182.1,
3108.8, 3043.3, 2923.7, 2852.3),1H-NMR (350MHz acetonitrile-d3)
d 3.83 (3H, s, OCH3), 7.42–7.51 (4H, m, aromatic), 7.55–7.60 (2H, d,
aromatic), 7.71–7.75 (2H, d, aromatic), 8.34 (1H, s, NH).
S-p-Chlorophenyl N-p-bromophenylthiocarbamate. IR (KBr


(cm�1)), N—H; 3257.3, Ar—Br; 1070.3, C——O; 1670, C—S;
1010.5, C——C (Ar); 1486.9, 1596.8, Ar—H; (3182.1, 3108.8,
3043.3, 2923.7, 2852.3),1H-NMR (350MHz, acetonitrile-d3) d 7.33
(4H, s, aromatic), 7.52–7.58 (2H, d, aromatic), 7.64–7.70 (2H, d,
aromatic), 8.59 (1H, s, NH).


Kinetic measurements


Rates were measured conductometrically in acetonitrile. The
conductivity bridge used in this study was WTW LF330
conductivity meter. Pseudo-first-order rate constants, kobs, were
determined by the Guggenheimmethod[51] with a large excess of
aniline, [S]¼ 5� 10�5M and [An]¼ 3–5� 10�1M. Second-order
rate constants, k2, were obtained from the slope of a plot of kobs
versus [An] with more than five concentrations of aniline. The k2
values are summarized in Table 1.


Product analysis


The substrate, 4-methoxy-S-phenyl thio-4-bromo-N-phenyl-
carbamate (0.1mol) was reacted with excess aniline (0.3mol)
and stirred for 24 h at 25 8C in acetonitrile and the product was
isolated by evaporating the solvent under reduced pressure. The
product was collected by column chromatography on aluminum
oxide (neutral Al2O3 grade 90, 63–200mm) eluted with diethyl
ether (10%)-n-hexane. Analysis of the product gave the following
results:
4-MeO-C6H4NHCONHC6H4Br. Colorless oily liquid; 1H NMR


(350MHz, acetonitrile-d3) d 3.74 (3H, s, CH3), 6.0 (2H, s, NH),
6.75–6.77 (2H, d, aromatic), 7.41–7.44 (2H, d, aromatic), 7.53–7.57
(4H, m, aromatic); 13C NMR (100.4MHz, acetonitrile-d3) d 156.4,
151.9, 135.0, 132.2, 122.8, 123.9, 114.8, 55.9; nmax (KBr) 3350 (NH),
3057 (CH, aromatic), 2837 (CH, CH3), 1598 (C——C, aromatic), 1690
(C——O), 576 (C—Br); MS m/z 321 (Mþ). Anal. Calcd


for C14H13N2O2Br: C, 52.4; H, 4.10; N, 8.73. Found; C, 52.5; H,
4.11; N,8.74.
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Ring-chain interconversion of
sulforhodamine-amine conjugates
involves an unusually labile C—N bond
and allows measurement of sulfonamide
ionization kinetics
John E. T. Corriea*, John F. Ecclestona, Michael A. Ferencziay,
Madeleine H. Mooreb, Johan P. Turkenburgb and David R. Trenthama

J. Phys. Or

pH-dependent interconversion between ring and chain forms of sultams/sulfonamides derived from conjugates of
sulforhodamines with amines, and the associated sulfonamide ionization, have been studied by a combination of
equilibrium and kinetic methods. The colorless, ring-closed sultam form is favored at alkaline pHwith an apparent pKa
of 7.37 for the color change of themethylamine conjugate of Sulforhodamine B. The ring-closed form is also favored at
very low pH (apparent pKa� 0.68) by protonation of both diethylamino substituents. The kinetics of interconversion
between open and closed formsweremeasured at 4-Cover the pH range 0–13. The observed rate constant ranges over
nine orders of magnitude from 4.8T 10S4 sS1 at pH 1 to 2.27T 106 sS1 at pH ‡ 12. Above pH 2, the data are
accommodated by a mechanism that includes cleavage of the sultam C—N bond in the ring opening step with a
sulfonamide anion as the leaving group, and in the reverse reaction, OHS-dependent ionization of the sulfonamide at
4.8 (W2.0)T 109MS1 sS1. Below pH 2, HR-dependent protonation occurs at 1.4 (W0.4)T 10S3MS1 sS1. X-ray crystal-
lography of a related N-methylsultam showed that the labile, endocyclic C—N bond is significantly longer than the
exocyclic N—CH3 bond (1.509 Å and 1.445 Å, respectively). Laser-induced ring opening of the closed form has
potential application as an orientation probe of biological macromolecules. � Crown Copyright 2008. Reproduced
with the permission of the Controller of HMSO. Published by John Wiley & Sons, Ltd.
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INTRODUCTION


The fluorescence properties of rhodamine dyes, notably their
absorption and emission in the visible spectrum, brightness and
resistance to photobleaching, have been widely exploited in
applications that range from dye lasers to interrogation of single
molecules. Recent examples of advanced applications in biology
include fluorescence polarization measurements on rhodamines
attached to proteins to determine orientations and motions of
protein domains in situ [1,2] or at the single molecule level,[3] and
localization with nm-resolution of single rhodamines attached to
proteins.[4] Any such studies are underpinned by knowledge of
the underlying chemistry of the rhodamine probes. In the present
work, we have investigated the kinetics of color changes in a
sulforhodamine derivative that can be switched between colored
(fluorescent) and colorless (non-fluorescent) forms in response to
pH and can also be transiently converted from the colorless to
colored form by laser pulse illumination with near-UV light. The
latter property has potential for time-resolved optical polarization
studies to extend previous work,[1–3] since flash illumination with
a linearly polarized source would generate a fluorophore with an
anisotropic distribution. Reversion to the colorless form takes

g. Chem. 2008, 21 286–298 � Crown Copyright 2008. R
of the Controller of HMSO.

place on a wide time scale, depending on the prevailing pH. Inter
alia this process enables investigation of the kinetics of
sulfonamide ionization, not previously studied among the
extensive body of diffusion-controlled ionization reactions that
are a topic of continued research interest.[5,6]


This paper is based on previous work in which the
monosulfonyl chloride derived from the widely used fluorescent
dye Sulforhodamine B 1was shown to exist in two isomeric forms

eproduced with the permission
Published by John Wiley & Sons, Ltd.







Scheme 1. Overall ring-chain interconversion of sulforhodamine-amine


conjugates


Figure 1. Structures of compounds 1–5


RING-CHAIN INTERCONVERSION OF RHODAMINE SULTAMS

2 and 3.[7] We also showed that isomer 2, with a sulfonyl chloride
ortho to the xanthylium system, reacts with methylamine to form
a sulfonamide 4 that undergoes pH-dependent reversible
cyclization to a colorless spirosultam (Scheme 1). The color of
the isomeric sulfonamide 5 derived from 3 was unaffected by pH
except at high acidity (�pH 1; see below). The colorless,
spirosultam form of 4 was favored at alkaline pH and the
apparent pKa for the interconversion was 7.37, determined from
absorbance measurements at 567 nm in 25% ethanol–75%
aqueous buffer (v/v). The water–ethanol solvent is unlikely to
cause a pH shift of more than 0.1 unit from the value in water.[8]


Concentrations of the sultam were not reliable without this
amount of ethanol, presumably because of losses by adsorption
of the more hydrophobic ring-closed form of the dye onto
surfaces.
The kinetics of the ring-chain interconversion outlined in


Scheme 1 had been briefly examined in stopped-flow exper-
iments by imposing rapid pH changes to solutions of 4.[7] The
observed rate constant of the absorbance change, kobs, was
�200 s�1 (48C) near pH 7, whether approached from alkaline or
acidic starting conditions. The present paper reports the detailed
kinetics of this process over the pH range 0–13. Across this range,
kobs varies more than nine orders of magnitude. The reaction
involves multiple protonation states and we present a scheme
that fits the experimental data. Various supporting data were
used in developing the mechanism including results from X-ray
crystallography of a model sultam to help rationalize the
unusually facile C—N bond cleavage that occurs in the
ring-opening step.

Figure 2. Absorbance values of 4 at 567 nm, normalized to the value at
pH 4.0, are shown as the solid circles. The line is that of the modeled


proportion of the colored form across the pH range (see the Eqn (17) in


the ‘Discussion’ Section) 2

RESULTS


The data described below were obtained on samples of different
compositions. In our initial work we used a mixture of the
isomeric compounds 4 and 5 (ratio �2.6:1) and this mixture was
also used for all the pH-jump kinetic studies reported here. In
work on equilibrium measurements across the pH range, and on
photolytic ring opening of the colorless form of 4 at alkaline pH, it
became necessary to use a purified sample of 4 that was obtained
as previously described[7] by extensive chromatography of the 4
and 5 mixed isomers (Fig. 1)
Figure 2 shows a titration of pure 4 over the pH range 0–10 that


extends previous data[7] by revealing a second titration with

J. Phys. Org. Chem. 2008, 21 286–298 � Crown Copyright 2008. Reproduc
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apparent pKa �0.68. The titration at this low pH evidently results
from protonation of both diethylamino groups (see below).
This pKa value, which derives from a fit to data collected over a
wider pH range and with many more experimental points than
shown in Fig. 2, is approximate because of probable errors in pH
measured with the glass electrode at high acidity (see
Supplementary Information, Fig. S1, for details of the fit and
discussion of the deviation of the fitted line from the data points).
The kinetics of the color changes associated with both pKa values
were determined here to develop a mechanistic scheme for the
processes.
Observed rate constants (kobs) for color changes of 4 in either


direction over the pH range 2.1–7.4 were measured in stopped-
flow experiments by mixing solutions of the mixed isomers 4 and
5 at pH 4 or 9 with buffers at various pH values and recording
absorbance changes at 567 nm. All solutions contained 25%
ethanol (by volume), as noted above. The stopped-flow
measurements were made at 48C to bring the fastest rates into
an observable range, and all subsequent kinetic measurements
were therefore made at the same temperature. Typical stopped-
flow absorbance records are shown in Fig. 2A and B for ring
opening and ring closing, respectively. The data were well fitted
by single exponentials and Table 1 shows values of kobs across this
pH range. Near pH 7 it was possible to monitor reactions starting
from either pH 4 or pH 9, and values of kobs in this region were
independent of the direction of the pH change, indicating that
the same species were undergoing equilibration in the two cases.

ed with the permission
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Table 1. Observed rate constants, kobs, for stopped-flow pH shift experiments


Final pH Initial pH Mixing buffer (pH) Absorbance change kobs (s
�1)a kobs


0 (s�1)b


2.14 9.0 Citrate (2.0) þ 0.021� 0.001 0.021
2.55 9.0 Citrate (2.5) þ 0.19� 0.02 0.19
3.03 9.0 Citrate (3.0) þ 1.3� 0.2 1.3
3.45 9.0 Citrate (3.5) þ 4.4� 0.3 4.4
4.00 9.0 Citrate (4.0) þ 19.7� 0.9 19.7
4.56 9.0 Citrate (4.5) þ 51.3� 3.5 51.3
5.06 9.0 Citrate (5.0) þ 95.1� 6.6 95.1
5.56 9.0 Citrate (5.5) þ 120� 3 118
6.11 9.0 Citrate (6.0) þ 118� 3 112
6.57 9.0 MES (6.5) þ 158� 5 141
6.83 4.0 MOPS (7.0) � 180� 33 150
7.03 9.0 MOPS (7.0) þ 217� 8 169
7.36 4.0 MOPS (7.5) � 245� 22 143


a Values are the means (�SD) of at least four determinations.
b kobs


0 ¼ kobs in the range pH 2.14–5.06 and modified for pH 5.56–7.36 (as shown in the ‘Discussion’ Section for details of this
modification).
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The rates of the color change at high acidity were measured by
manual mixing of solutions of the 4 and 5 mixture at pH 3 with
different concentrations of hydrochloric acid. The loss of color
was biphasic, comprising a rapid phase within the manual mixing
time followed by a much slower process, as shown in Fig. 3C. As
indicated in Fig. 2, the amplitude of this slow decolorization
became greater as the acid concentration increased. Control
experiments showed that Sulforhodamine B 1 also underwent a
titration at low pH values, as shown by loss of color, but the full
extent of this change occurred within the mixing time. Isomer 5 is
expected to show similar behavior. Previous studies of other
rhodamines,[9–12] including a very brief study of Sulforhoda-
mine B,[12] have reported formation at low pH of doubly
protonated species that have little absorption above �550 nm
and a new absorption band, maximal at�500 nm but an order of
magnitude less intense than the usual rhodamine absorption.
Thus the rapid phase of decolorization when the 4 and 5mixture
was acidified is attributed to 5. The slow phase was ascribed
solely to isomer 4 and values of kobs for this exponential process
are given in Table 2. A control experiment with pure 4 showed
only the slow phase of decolorization, in agreement with
expectations from the argument presented above. The absorp-
tion spectrum, recorded in 2 M HCl, of the species formed by the
slow decolorization process is shown in supplementary infor-
mation (Fig. S2). In a further control experiment, an aliquot of the
decolorized solution of pure 4 was diluted into a high molarity
buffer at pH 4. The 567 nm absorption recorded as a function of
time recovered within the mixing time to the value expected for
the initial rhodamine concentration (i.e. after correction for the
dilution factor) confirming that the decolorization process was
quantitatively reversible.
At pH values above 7.4, the ring-closing reaction became too


fast to follow by stopped-flow measurements and we adopted
the reversible photolytic ring opening previously described by
Gleiter and colleagues for related rhodamine lactams and
sultams.[13,14] This achieves rapid generation of the open form,
reclosure of which can be observed by monitoring the decay of
its visible absorption. As the reaction requires 4 to be present in

www.interscience.wiley.com/journal/poc � Crown Copyright 2008. Re
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its colorless, closed form prior to photolysis, measurements were
possible only at pH values above the apparent pKa for ring
closure. Thus, absorption records at 547 nm and 567 nm following
308 nm laser flash irradiation of 4 were obtained in the pH range
7.5–13. Over this range there was an absorption increase within
the 30 ns laser pulse that was ascribed to ring opening of the
colorless, closed form of 4, followed by decay to starting material.
Unlike the single exponential transients described above for the
pH jump experiments, the decays observed in these photolysis
experiments were generally biphasic so Scheme 1 was expanded
to Scheme 2, a two-step reaction. The laser flash caused
photogeneration of Ao from Ac. However, over the pH range
studied, at least three other transient phases not described by
Scheme 2 were observed and these additional processes are
discussed below.
Records of the absorption decays at 547 nm assigned to the


two processes of Scheme 2, together with additional transients,
are shown in Fig. 4 at selected pH values. Rate constants kfast, kobs,
and kslow and their associated absorption amplitude changes
(Abs1, Abs2, and Abs3, respectively) calculated from data recorded
at intervals of 0.5 pH units are listed in Table 3. The process shown
in Fig. 4A (pH 9.52) is assigned below to the slower (kobs)
component of the biphasic transient implicit in Scheme 2, while
Fig. 4B shows the faster (kfast) component at the same pH. Note
that Abs1 data associated with kfast were each increased by 0.015
absorbance units (shown in ‘Experimental’ Section) to allow for
reaction occurring between the peak of the laser flash and the
point defined as time ‘zero’, at which the transient was at its
maximum amplitude. This perturbation, caused by the laser flash,
is evident in Fig. 4B as the negative signal during the �100 ns
prior to time zero. The main panel of Fig. 4C shows a record at pH
13.05 that is biphasic. The principal component has an exponen-
tial decay rate of 2.34� 106 s�1, with a further component (22%
amplitude of the overall transient) that was an order of
magnitude slower. The theory developed below suggests that
the transient at this high pH value should be a single exponential
and the presence of the slower transient is unexpected. Traces
recorded at pH 13 in the range 547–587 nm indicated that both

produced with the permission
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Figure 3. Kinetics of the 567 nm absorption of 4 (containing 28% of the
total rhodamines as 5) in response to pH changes. A: Stopped-flow


spectrophotometric record from pH 9.0 to 6.57. B: Stopped-flow spectro-


photometric record from pH 4.0 to 7.36. C: Manual-mixing spectrophoto-


metric record from pH 3.0 to 0.0. This record does not show the fast drop
of �0.29 absorbance units that occurs upon mixing through partial


protonation of 5 (as discussed in the text). In each panel the data are


overlaid with the best-fit single exponential line in red.


Table 2. Observed rate constants, kobs, for manual mixing pH
shift experiments


Final pH 104kobs (s
�1) 104k�obs (s


�1)c


0.0 23a 23
0.3 9.7b 9.6
0.7 5.2b 4.8
1.0 4.8a 3.2


aMean of two determinations.
b Single determination.
ck�obs is modified kobs (as shown in the ‘Discussion’ Section for


details of this modification).
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transient species had the same spectrum, since the relative
amplitude of the two phases was unaltered. Both transient
processes probably reflect return to the closed form of 4 from its
open form. While the faster process is postulated to occur as a
result of Scheme 2, the origin of the slower process is unclear.
Neither its amplitude nor its rate was affected by deoxygenation
of the solution with a nitrogen purge and it was not investigated
further.
The inset to Fig. 4C also shows that, at 567 nm, the instan-


taneous absorption increase at the time of the laser pulse was
followed by a further increase (t½ �100 ns), with an amplitude at
567 nm that was �20% of the instantaneous increase. The
spectrum of the 100 ns transient was investigated by recording
transients over the range 547–587 nm. This 100 ns transient was
present at 587 nm but was not seen at 547 nm, though it may
distort the tail of the instantaneous increase. Themechanism that
gives rise to this transient was not pursued further. To obtain
transients for absorption decays with minimal interference from
the rising 100 ns transient, all data for quantitative mechanistic
interpretation over the pH range 8.48–13.05 were obtained at
547 nm (Table 3). Transients associated with kobs, when recorded
at 547 nm, were about 50% lower in amplitude than at 567 nm.
However, those associated with kfast when recorded at 567 nm
were either obscured by the 100 ns transient or difficult to
quantify.
The process shown in the main panel of Fig. 4D (pH 8.04) is also


assigned to the slower (kobs) component of the biphasic transient
implicit in Scheme 2. However, in this experiment and that at pH
7.52, significant fractions of 4 exist in the open form (41% at pH
7.52 and 18% at pH 8.04). The traces at these pH values show
recoveries after the light flash to absorbance values below the
pre-flash level followed by an exponential return to the initial
baseline (40 s�1 at both pH values). These slow transients,
exemplified in the inset panel of Fig. 4D, were absent at higher pH

Scheme 2. Two-step mechanism for equilibration of the sultam 4
between its open and closed forms. HAþ


o and Ac are as defined in


Scheme 1 and Ao is the sulfonamide anion. See also the legend to


Scheme 3 for structural definitions of these and related abbreviations
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Figure 4. Kinetics of the absorption change of 4 following laser pulse irradiation. A,B: Records at 547 nm and pH 9.52 at two time scales. C: Record at
547 nm and pH 13.05 (the inset is a record at 567 nm and pH 12.99 that shows the rising 100 ns transient described in the text). D and its inset: Records at


567 nm and pH 8.04 at two time scales. In each panel data are overlaid with a best-fit single or double exponential line in red (shown in ‘Experimental’


Methods for details).
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values where the proportion of the open form was insignificant.
The 40 s�1 transient, whose origin is considered in the
‘Discussion’, is evidently associated with light absorption by
the open form (i.e. HAþ


o ) and this was briefly investigated. Thus,
308 nm laser flash illumination of Sulforhodamine B 1 gave a
bi-exponential transient (relative increasing absorption ampli-
tudes 0.65:1) with rate constants of �104 and 2500 s�1 at pH 8
and 48C. Sultam 4 at pH 4, where it exists entirely as HAþ


o , also

Table 3. Effect of pH on photochemical kinetic and amplitude da


pH 10�6kfast s
�1 (Abs1)


7.52a


8.04a


8.48 6.35 (�0.061)
9.02 4.80 (�0.051)
9.52 4.47 (�0.046)


10.03 3.13 (�0.078)
10.52 2.58 (�0.078)
10.99
11.50
11.99
12.50
13.05


a Data at pH 7.52 and 8.04 were collected at 567 nm.
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showed a biphasic transient (relative increasing absorption
amplitudes 1.4:1) with rate constants of �2500 and 180 s�1. It
seems likely that light absorbed by the fraction of 4 existing
as HAþ


o at pH 7.5 and 8 gives rise to similar biphasic transients in
which the faster phase is in the region of 2500 s�1, while the
slower phase is that shown in the inset of Fig. 4D. In quantitative
terms Abs2 (�0.073) at pH 8.04 (Fig. 4D) would have been
reduced by about 20% if the same biphasic transient seen

ta for 4 at 547 nm


kobs s
�1 (Abs2) kslow s�1 (Abs3)


297 (�0.034) 40 (0.022)
498 (�0.073) 40 (0.010)
1140 (�0.040)
6390 (�0.046)
15 300 (�0.047)
45 300 (�0.096)


1.20� 105 (�0.078)
2.67� 106 (�0.072) 2.4� 105 (�0.071)
1.85� 106 (�0.089) 3.0� 105 (�0.061)
2.21� 106 (�0.043) 2.3� 105 (�0.021)
2.21� 106 (�0.081) 1.8� 105 (�0.027)
2.34� 106 (�0.090) 1.7� 105 (�0.026)
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Figure 5. Structures of compounds 6 and 7


RING-CHAIN INTERCONVERSION OF RHODAMINE SULTAMS

for HAþ
o at pH 4 were present at pH 8.04. Because of this effect


and the resultant uncertainty, data at pH 7.52 and 8.04 were not
used in determining the rate constants of Scheme 2, although
they were later checked for consistency with those rate constants
(see the ‘Discussion’ section).
To summarize the laser pulse photochemical experiments, data


relevant to interpreting the rate constants of Scheme 2 are listed
as kfast and kobs in Table 3. Data for kslow, for which illustrative
examples are shown in Fig. 4C and the inset to Fig. 4D, were not
used in this analysis, nor were the 100 ns transients illustrated by
the inset to Fig. 4C.
In developing a mechanistic understanding of these processes,


it was important to knowwhether there was a detectable amount
of the open form of 4 at high pH. At pH 12 the absorbance of 4
was �0.016% of that at pH 4 (measured absorbance values are
given in the ‘Experimental’ Section). The peak of this very weak
absorption was shifted to �555 nm by spectral distortion from
overlap with the tail of the near-UV absorption of the closed form
of 4 that extends beyond 550 nm. The calculated contribution to
the 567 nm absorbance at pH 12 based on the pKa value of 7.37
for equilibrium of the open and closed forms is only 0.0023% of
that at its maximal value, that is at pH 4. It follows that there is
evidence for an additional colored species present at a level of
�0.014% in equilibrium with the closed form. In the mechanistic
scheme developed below, this is assigned to the sulfonamide
anion of 4 in its open form (Ao in Schemes 2 and 3).
As discussed below, this ring-chain interconversion involves an


unusually facile C—N bond heterolysis and the lability of the
endocyclic C—N bond in sultam 4 would be expected to have a
structural basis in this and related compounds. To investigate this,
the crystal structure of a model rhodamine sultam was
determined. The known[15] sulforhodamine 6 was converted
via its sulfonyl chloride to the colorless crystalline sultam 7 that
also exhibited ring-chain interconversion (Fig. 5). Visible absorp-
tion spectra measured in aqueous ethanol buffers qualitatively
confirmed the reversible color change but the closed form was
too insoluble to allow reliable kinetic measurements to be

Scheme 3. Mechanism for interconversion of the colored and colorless for
correspond to those used in the text. In denoting the charge on each species (e


has been ignored
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performed. The X-ray structure (Fig. 6) confirmed the cyclic nature
of 7 and showed significant differences between the two C—N
bonds of the sultam moiety, with exocyclic and endocyclic C—N
bond lengths of 1.445 Å and 1.509 Å, respectively. The implication
of this bond extension is considered in the ‘Discussion’ Section.

DISCUSSION


Theory of photochemically induced
and stopped-flow transients


Scheme 2 can be expressed in the form of a three-state system
that has an analytical solution[16–18] describing time courses of
formation and/or decay of HAþ


o , Ao, and Ac.


HAþ
o Ð


k01 ½OH
��


k0�1


Ao Ð
kc


ko
Ac (1)


Note that ko in Eqn (1) refers to the thermal ring-opening process,
not the instantaneous photochemical opening that proceeds
from an excited state. Following perturbation of the system from
equilibrium, the time course of [HAþ


o ] takes the form:


½HAþ
o � ¼ ½HAþ


o �1 � a1expð�l1tÞ � a2expð�l2tÞ (2)


Time courses of [Ao] and [Ac] take the same form with identical
l1 and l2 but with constants [HAþ


o ]1, a1, and a2 being replaced

ms of the rhodamine conjugate 4. Abbreviations for the various species
.g. H2A


2þ
c ), the negative charge of the sulfonate group present throughout


ed with the permission


by John Wiley & Sons, Ltd.
www.interscience.wiley.com/journal/poc


2
9
1







Figure 6. ORTEP diagram with 50% ellipsoids of the crystal structure of sultam 7
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by constants specific to [Ao] and [Ac]. l1 and l2 are the roots of
Eqn (3).


l2 � ðk01½OH�� þ k0�1 þ kc þ koÞl
þ ðk01kc½OH�� þ k01ko½OH�� þ k0�1koÞ ¼ 0


(3)


It is evident that kc must be much greater than ko because the
overall pKa of 7.37 for HAþ


o to Ac is 4 units less than that for a
typical sulfonamide. This inference is borne out by the spectral
data that indicate the presence of a colored species at pH 12 (Ao


according to Scheme 2) at a concentration �0.014% that of Ac.
From the point of view of the kinetic analysis of the
photochemical data at pH� 8.48 (Table 3) it is therefore possible
to treat the Ao to Ac transformation as irreversible. Expressions for
l1 and l2 can be simplified to the following equations (see
Reference[17], p. 313).


l1 ¼ 1=2


�
k01½OH�� þ k0�1 þ kc


þ ðk01½OH�� þ k0�1 þ kcÞ2 � 4k01kc½OH��
� �1


2


�
(4)


and l2 ¼ 1=2


�
k01½OH�� þ k0�1 þ kc


� ðk01½OH�� þ k0�1 þ kcÞ2 � 4k01kc½OH��
� �1


2


�
(5)


We now consider Abst, the visible light absorption at time t
after the laser pulse, expressed in Eqn (6) in terms of the absorp-
tion of each phase Abs1 and Abs2 (also observed experimentally,
see below), and how it relates to [HAþ


o ] and [Ao].


Abst ¼ Abs1 expð�l1tÞ þ Abs2 expð�l2tÞ (6)


where Abs1 and Abs2 are absorptions of the two phases
immediately following the laser flash. The species generated by
photolysis and present at the instant after the laser pulse is the
sulfonamide anion Ao. The dark reactions that follow involve
formation and decay of HAþ


o and formation of Ac, and the
observed absorption transient reflects changes in [HAþ


o ] and [Ao].
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We assume that the extinction coefficients of HAþ
o and Ao are the


same and thatAc has insignificant visible light absorption at these
wavelengths. Abst is then proportional to ([HAþ


o ]þ [Ao]). At the
end of the transient [Ao] is close to zero, as is [HAþ


o ] (except for
measurements at pH 7.5 and 8 which are not used in the
photochemical data analysis). At time zero (i.e. immediately after
the laser pulse) [HAþ


o ]¼ [Ac]¼ 0. In the analysis we consider only
the fraction of Ac that undergoes ring opening. Likewise
[HAþ


o ]1¼ [Ao]1¼ 0, where the subscript denotes the end of
the transient. In addition, [Ao] at time zero equals [Ac]1. It follows
(from Eqn (13) in Reference [18] where Abs1/Abs2¼ Fr etc.) that the
absorption ratio of the two phases is


Abs1
Abs2


¼ ðkc � l2Þ
ðl1 � kcÞ


(7)


The stopped-flow data above pH 5.5 in Table 1 can also be
analyzed in terms of Eqn (1) using a similar formalism. Data below
pH 5.5 are treated separately because pre-equilibrium protona-
tion of the diethylamino groups in Ac perturbs the observed rate
of ring opening (see below). After mixing solutions at pH 4 or 9 to
a new pH in the range 5.5–7.36, the observed absorption change,
DAbs, is proportional to change in [HAþ


o ]. Kinetic analysis is
simplified to a single exponential response according to Eqn (8),
since the steady-state approximation[19] applies in this pH range
because [Ao]	 [HAþ


o ] in the ms time domain (in practice k0�1 and
kc
 k01[OH


�] and ko). Thus


DAbst ¼ DAbsT


�
1� exp


�
� ðk01kc½OH�� þ k0�1koÞðk0�1 þ kcÞ�1t


��
(8)


where DAbst is the absorbance with respect to time and DAbsT is
the overall absorption change. The D notation is used because
the extent of the absorbance change is dependent on the final
pH in accord with the titration shown in Fig. 2. In the photo-
chemical experiments under conditions where k01[OH


�]	 k0�1


and kc [i.e. at pH 10.52 and below, where kobs	 kfast (Table 3)] the
steady-state approximation also applies and hence the exponent
term of Eqn (8) is also a valid route to determining k01.
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Mechanism of the ring-chain interconversion


Scheme 3, which gives structures and defines the related
abbreviations (H2A


2þ
c etc.) for each of the species involved, shows


a mechanism consistent with the equilibrium and kinetic data
obtained for the interconversion of sultam 4 between its open
and closed forms. At its heart, sulfonamide ionization is coupled
to ring closure and the accompanying optical change provides a
means to measure the kinetics of sulfonamide ionization. Data
over the pH range 2–13 indicate that hydroxide ion dependent
ionization (Eqn (9)) is an integral component of Scheme 3, as
already implied by Scheme 2.


HAþ
o þ OH� Ð


k01


k0�1


Ao þ H2O (9)


However, the kinetics of sulfonamide ionization need to be
considered in terms of Eqn (10) as well as Eqn (9).


HAþ
o Ð


k�1


k��1


Ao þ Hþ (10)


Equations (9) and (10) allow for kinetic analysis as formulated
by Eigen[5] of this proton transfer reaction over the entire pH
range, where rate constants for deprotonation of HAþ


o (k1) and
protonation of Ao (k�1) are expressed as:


k1 ¼ k01½OH�� þ k�1 (11)


and


k�1 ¼ k0�1 þ k��1½Hþ� (12)


We show below that the data over the pH range 2–13 indicate,
as implied in Scheme 2, that Eqn (9) is an integral component of
Scheme 3. However the dependence of kobs on [Hþ] below pH 1
suggests Eqn (9) is no longer the pathway. Either a more direct
pathway for the HAþ


o to H2A
2þ
c transition operates, as implied by


the dashed arrows of Scheme 3 or possibly a pathway through Ao


as implied by Eqn (10). Which of these alternatives is the more
likely is discussed below.


Data evaluation


To extract individual rate constants from the data, we first
considered the photochemical results (Table 3), where the laser
flash converts a fraction of Ac into Ao.


[13,14] Scheme 2 implies that
Ao is then subject to competing reactions, namely ring closure
back to Ac and H2O-mediated protonation to HAþ


o followed by
flux back through Ao to Ac. Over most of the pH range this gives
rise to biphasic transients that are well resolved up to pH 10.5.
However, above the pKa of the sulfonamide (expected value
�11.5 from literature data[20]) little HAþ


o is formed and a single
exponential phase predominates, ascribed to the decay of Ao to
Ac and controlled by kc. (Note also in Eqn (5) that l2 tends to kc
when k01[OH


�]
 k0�1). Averaged kobs values from the pH 12.50
and 13.05 data (Table 3) give kc¼ 2.27� 106 s�1.
We next determined the kinetics of sulfonamide ionization,


initially by data analysis from the pH range 8.48–10.52. In this
range k01[OH


�]	 k0�1 so, from Eqn (4), l1 tends to (k0�1 þ kc).
Averaged kfast values (Table 3) thus give (k0�1 þ kc)¼ 4.27
(�1.48)� 106 s�1. Since kc¼ 2.27� 106 s�1, the kinetic estimate
is k0�1 ¼ 2.00 (�1.48)� 106 s�1. Note that we have used an
average value of kfast, whereas in fact kfast decreases 2.6-fold over
the 100-fold [OH�] range (Table 3). Other data (not shown)
indicate a similar scatter of kfast in the pH range of 8.48–10.52 but
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without the decreasing trend as [OH�] increased. Therefore kfast
has been treated as independent of [OH�] in this pH range.
A second estimate of k0�1 comes from consideration of the


relative amplitude of the two phases in the pH range 8.48–10.52.
From Table 3, Abs1¼�0.063 (�0.015) and Abs2¼�0.061
(�0.024). From Eqn (7), Abs1/Abs2¼ (kc� l2)/(l1� kc)¼ kc/k


0
�1,


since l1 tends to (k0�1 þ kc) (see previous paragraph) and l2
(¼ kobs)	 kc in this pH range (Table 3). It follows that kc/
k0�1 ¼ 0.063/0.061¼ 1.03 (�0.45), which gives an estimate for k0�1


based on the amplitudes of the two phases of 2.20
(�0.96)� 106 s�1. For the purpose of this study, we take the
mean of the kinetic and amplitude determinations of k0�1, giving
k0�1 ¼ 2.10 (�1.22)� 106 s�1.
In the data at pH 7.52 and 8.04, where there is a significant


fraction of HAþ
o present at equilibrium, transients due to recovery


of this species from its photochemical excitation might interfere
with analysis of transients due to photolysis of Ac. For example
Abs2 (�0.073) at pH 8.04 (Fig. 4D and Table 3) would have been
reduced by about 20% if the same biphasic transient arising
from HAþ


o at pH 4 (see the ‘Results’ Section) were present at pH
8.04. Because of this uncertainty, data at pH 7.52 and 8.04 were
not used in determining k0�1, although they were checked for
consistency with the overall kinetic model (see below).
We briefly consider the mechanistic basis of these 40 s�1


transients observed at pH 7.52 and 8.04 and recall that flash
irradiation of the sultam at pH 4 (where it is virtually all in the HAþ


o


form) showed transients of similar form (i.e. an instantaneous
absorbance decrease followed by bi-exponential recovery to the
pre-flash absorbance, with the slower phase at 180 s�1). These
slow decay rates, together with previous data on near-UV laser
flash illumination of rhodamines (at 532 nm and 355 nm), suggest
that the species responsible for the transient decay is unlikely to
be in a triplet state, since direct irradiation of rhodamines at either
wavelength did not give rise to triplets.[22,23] In contrast, flash
illumination of Rhodamine 123 at 355 nm has been shown to
cause photoionization to a radical cation,[22] and a related process
may be responsible for the transients observed here.
Returning to the extraction of rate and equilibrium constants


from the experimental data, the values k01 and hence the pKa of
the sulfonamide were next determined using data from the pH
range 8.48–10.52 where kobs	 kfast (Table 3). As noted above, the
steady-state approximation may be applied to these data, so
under this condition (�kobst) is equal to the exponent of Eqn (8).
Furthermore, in this pH range kobs is proportional to [OH�]
(Table 3) and the term containing ko may be neglected as ko is
relatively small (see below). Noting that [Hþ][OH�]¼ 10�14.76M
(in 10mM KCl and 48C),[21] kobs¼ k01kc[OH


�]/(k0�1 þ kc)¼ 2.56
(�0.57)� 109[OH�] s�1. From the kinetic evaluations of kc and
(k0�1 þ kc) described above, k01 ¼ 4.8 (�2.0)� 109M�1 s�1. From
this value of k01 and that of k0�1 [2.10 (�1.22)� 106 s�1], the
kinetically determined pKa for the sulfonamide is 11.40.
The photochemical data contain anomalies and these need to


be addressed. Rate constants and amplitudes at pH 10.99 and
11.50 are not as predicted. At pH 10.99 predicted values from
Eqns (4), (5), and (7) of l1, l2, and Abs1/Abs2 are 6.0� 106 s�1,
4.0� 105 s�1, and 0.50, respectively, and at pH 11.50 are
7.5� 106 s�1, 0.85� 106 s�1, and 0.27. Calculations of early signal
loss (shown in ‘Experimental’ Section) suggest 73% and 77% loss
of the fast phases at pH 10.99 and 11.50, respectively.
Furthermore, the increased amplitudes of the kslow phase at
these pH values compared to those at pH 12.50 and 13.05
(Table 3) suggest this transient of unknown origin has a
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Table 4. Rate and equilibrium constants (�SD) used in Eqn
(16)


Derived constant Value


10�2ko (s�1) 3.02 (�1.37)
10�6kc (s


�1) 2.27 (�0.08)
103kA (M�1 s�1) 1.4 (�0.4)
104k�A (s�1) 2.9 (�0.8)
10�9k01 (M�1 s�1) 4.8 (�2.0)
10�6k0�1 (s�1) 2.10 (�1.22)


pKHAc 3.24 (�0.08)
pKAc 4.72 (�0.06)
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component due to a putative l2-transient. It is not surprising that
data analysis of the l1- and l2-transients, distorted at short times
by loss of signal and at long times by the transient of unknown
origin, gives rise to anomalies. Simulations (not shown) incor-
porating anomalous transients (e.g. those in Fig. 4C and its insert)
supported the view that inconsistency of the pH 10.99 and 11.50
data with the Scheme 2model was for the above reasons and not
because of failure of themodel. The same calculations at pH 11.99
give l1, l2, and Abs1/Abs2 values of 1.22� 107 s�1, 1.96� 106 s�1,
and 0.03. As expected the most rapid phase is not observed. The
major process predicted to occur at 1.96� 106 s�1 is close to kobs
of 2.21� 106 s�1 (Table 3).
In contrast to data from the photochemical experiments, the


stopped-flow data were obtained at acidic to neutral pH and led
to determination of values for further rate and equilibrium
constants shown in Scheme 3. However, there was some pH
overlap and it is noteworthy that the kobs value measured by
stopped-flow at pH 7.36 (245 s�1, Table 1) is close to that
measured photochemically at pH 7.52 (297 s�1, Table 3). As
expected, kobs values in the stopped-flow experiments near pH 7
(MOPS buffer, Table 1) were equal (within the sum of the SD
values), whether the equilibrium was approached from acidic
(predominantly HAþ


o ) or basic (predominantly Ac) conditions.
Values of kobs above pH 5.5 in Table 1 equate to (k01kc[OH


�]þ
k0�1ko)/(k


0
�1 þ kc) (from Eqn (8)). The photochemical data, as


discussed above, showed that the first term of this expression,
k01kc[OH


�]/(k0�1 þ kc)¼ 2.56 (�0.57)� 109[OH�] s�1. The contri-
bution of this term to kobs is negligible below pH 5.5 but equal to
1.6, 5.7, 17, 30, 48, and 102 s�1 in data at the respective pH values
between 5.56 and 7.36 listed in Table 1. These values were
subtracted from the appropriate kobs to leave a data set for kobs


0


(Table 1) to be equated with k0�1ko/(k
0
�1 þ kc).


When solutions containing 4 are changed rapidly from initial
pH 9 to values in the pH range 2–5, the rate of formation of HAþ


o


depends strongly on pH, with an order of magnitude decrease
between pH 2.55 and 2.14 (Table 1). When the pH is lowered, the
first process is evidently a rapid equilibration between H2A


2þ
c ,


HAþ
c , and Ac, which is followed by ring opening to form HAþ


o in a
flux through Ac and Ao. The decrease in rate occurs because ring
opening can only occur through Ac, whose concentration has
been reduced by its rapid protonation. Calculation of the flux
throughAc requires estimates of pKHAc and pKAc , the pKa values of
the tertiary amino groups in Ac. Thus the flux decreases by the
factor f1þ ð½Hþ�=KAcÞð1þ ½Hþ�=KHAcÞg. The exponent in Eqn (8)
has to be modified to accommodate this reduced flux, leading to
Eqn (13) as:


k0obs ¼
k0�1ko


ðk0�1 þ kcÞ
1þ ½Hþ�


KAc


� �
1þ ½Hþ�
KHAc


� �� �
(13)


Combining all the stopped-flow data in a least-squares fit to
Eqn (13) gave values for k0�1ko/(k


0
�1 þ kc), pKHAcand pKAcof 142


(�7) s�1, 3.24 (�0.08) and 4.72 (�0.06), respectively. Since kc/
(k0�1 þ kc)¼ 0.53 (�0.21), it follows that k0�1/(k


0
�1 þ kc)¼ 0.47


(�0.19) and ko¼ 302 (�137) s�1. To maintain thermodynamic
balance the sum of pKHAc and pKAc (i.e. 7.96) must equal the sum
(8.05) of the two apparent pKa values associated with the color
changes (absorbance data in Fig. 2), namely HAþ


o to Ac (7.37)
and H2A


2þ
c to HAþ


o (0.68). Given the different analytical methods
and the uncertainty of pH measurement at high acidity, the
agreement is satisfactory. Furthermore, the derived values for
pKHAcand pKAcare similar to the corresponding pKa values of 2.97
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and 4.52 previously determined for lactam 8 by spectro-
photometric titration.[7]


The kinetic data (Table 2) when solutions of HAþ
o are acidified


to low pH and form H2A
2þ
c show that the reaction is


Hþ-dependent. Before processing these data it was useful to
subtract contributions to kobs from the OH�-dependent pathway
(i.e. via Eqn (9)). These contributions were calculated from
Eqn (13) for the four data points at pH values from 0.0 to 1.0,
giving kobs


0 values of 1.6� 10�6, 6.2� 10�6, 3.9� 10�5, and
1.6� 10�4 s�1 at the respective pH values of Table 2 and
subtraction of these from kobs gave k�obs (Table 2). To analyze the
data in terms of Eqn (10) we assume that all species between Ao


and H2A
2þ
c are in equilibrium during the reaction. In the pH range


of 0–1 it then follows that ½Ao�=½H2A
2þ
c � ¼ koKAcKHAc=kc½H


þ�2.
Since the only species present at significant concentration
are HAþ


o and H2A
2þ
c , the observed process is a single exponential


decay of HAþ
o to an equilibrium mixture of HAþ


o and H2A
2þ
c in


which k�obs ¼ k�1 þ k��1[H
þ][Ao]/[H2A


2þ
c ]. Substituting [Ao]/[H2A


2þ
c ]


gives Eqn (14):


k�obs¼k�1 þ
k��1koKAcKHAc


kc½Hþ�
(14)


However, this equation implies that k�obs will decrease with
increasing [Hþ], contrary to what is observed, so ruling out Eqn
(10) as being part of the reaction pathway. Accordingly, it is likely
that an alternate route from HAþ


o to H2A
2þ
c exists, possibly a direct


pathway as shown in Scheme 3 controlled by kA and k�A. The
data at each pH in Table 2 were therefore analyzed according to
Eqn (15), and using the pKa value of 0.68 for the transformation
(Fig. 2). Values of kA and k�A were then averaged to give values
(�SD) listed in Table 4.


k�obs ¼ kA½Hþ� þ k�A (15)


Data described in the supplementary information show that
the spectrum of the protonated species recorded in 2 M HCl was
very similar to that previously described[7] for the doubly
protonated form of the lactam 8, that is consistent with its
formulation as H2A


2þ
c . However, the precise details of the


transition fromHAþ
o to H2A


2þ
c remain unclear. What is surprising is


that, as described in the ‘Results’ Section, Sulforhodamine B
undergoes rapid protonation to a species which has the open
structure 9 on the basis of previous data,[9–12] whereas sultam 4
undergoes slow conversion to the closed, doubly protonated
form H2A


2þ
c . Absorption spectra recorded during the slow


decolorization showed no evidence of a protonated intermediate
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Figure 9. Dependence of kcalc on pH for sultam 4. Values of kobs are
plotted from data in Tables 1–3 acquired using stopped-flow, manual
mixing, and laser-pulse photolysis. The line is a plot of the logarithm of


the calculated rate constant (kcalc of Eqn (16)) against pH for the pH range


0.0–10.52, using the rate and equilibrium constants listed in Table 4, and
against pH for the range 11.99–13.05 using kc. No line is drawn through


the anomalous data points at pH 10.99 and 11.50 (as discussed in the text)


Figure 7. Structure of compound 8
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equivalent to the open form 9. It is implicit in these data that
protonation of HAþ


o is a slow step followed by rapid cyclization
to H2A


2þ
c . One rationalization of the different behavior of


Sulforhodamine B and sultam 4 upon exposure to strong acid is
that the sulforhodamine (net overall single negative charge)
undergoes rapid protonation, whereas the sultam, which as HAþ


o


bears no net charge, is protonated to an open dication analogous
to 9 much more slowly and that the dication is then rapidly
quenched by internal attack of the sulfonamido group.
Using the set of rate and equilibrium constants derived above


and summarized in Table 4, we can calculate a plot of the overall
rate constant against pH, kcalc (see below) that is compared in
Fig. 9 with the combined kobs data set from Tables 1–3. kcalc was
calculated (Eqn (16)) for data in the pH range of 0–10.52.


kcalc ¼ kA½Hþ� þ k�A


þ kok
0
�1


ðk0�1 þ kcÞf1þ ð½Hþ�=KAcÞð1þ ½Hþ�=KHAcÞg


þ k01kc½OH��
k0�1 þ kc


(16)


For data from pH 11.99 to 13.05, kcalc was taken as equal to kc.
No estimate of kcalc was made at pH 10.99 and 11.50 because the
data were influenced by factors discussed above.
The predicted ratio [HAþ


o ]/[AT], where [AT] is the total
concentration of 4, was also tested as a function of pH (Eqn
(17)) from 567 nm absorption measurements in the pH range of
0–10 (Fig. 2). Since [Hþ][Ac]/([HA


þ
o ]þ [Ao])¼ 10�7.37M and the


concentration of Ao is negligible below pH 10.


½HAþ
o �


½AT�
¼ 1þ 10�7:37f1þ ð½Hþ�=KAcÞð1þ ½Hþ�=KHAcÞg


½Hþ�


� ��1


(17)


Both the equilibrium and kinetic data sets in Figs 2 and 9,
respectively, fit theory as formulated by Eqns (16) and (17) well, as
judged by eye. The principal exception is for the data points of
Fig. 2 at the lowest pH values. This deviation is discussed in the
‘Results’ Section and Figure S1 of the Supplementary Information.
A more objective estimate of the kinetic agreement is given by

Figure 8. Structure of compound 9, which corresponds to a protonated


form of compound 1
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determining the extent to which individual data points lie within
the SD range of kcalc as defined by Eqn (16), that is from pH 0.0 to
10.52. These SD values were calculated from Eqn (16) using those
of kA, k�A, pKAc , and pKHAc (from Table 4) and of kok


0
�1/(k


0
�1 þ kc)


and of k01kc/(k
0
�1 þ kc) (see text above). Fifteen of the 24 data


points in the pH range 0.0–10.52 lie within one SD of kcalc at the
relevant pH value. For the subset of stopped-flow data, 8 of the 13
data points are within one SD of the kcalc values. If the spread of
the data points is described by a Gaussian distribution, then 68%
of the data points (i.e. 16 and 9, respectively, for the whole pH
range 0.0–10.52 and for the stopped-flow data) should lie within
the 1 SD limits. Thus Scheme 3 and its associated equilibrium and
rate constants provide a quantitative description of the data.
Finally, the absorption spectrum of 4measured at pH 12 showed
that at equilibrium, the residual absorption (shown in ‘Results’
Section) corresponded to �0.014% of the total rhodamine being
present as Ao. This agrees well with the predicted value for the
[Ao]/[Ac] ratio of 1.34� 10�4 (i.e. from ko/kc).
Thus, the kinetic and equilibrium data over a 3� 1012-fold


range of Hþ concentration provide a relatively stringent test of
Scheme 3. The presence of ethanol in the solvent may affect the
water ionic-product value of 10�14.76 M,[21] but error in the
ionic-product value will only cause error in k01 amongst the
constants in Table 4, since the only appearance of [OH�] in the
equations is as a product with k01.
The mechanism derived above contains several points of


interest. First, the pKa of 11.40 derived for HAþ
o from the kinetic


results is compatible with known data (e.g. N-methylbenzene-
sulfonamide has pKa 11.43).[20] It is noteworthy, though not
unexpected, that the bimolecular rate constant of 4.8 (�2.0)�
109M�1 s�1 at 48C determined here for reaction of hydroxide ion
with the sulfonamide proton is comparable with related
diffusion-controlled processes.[5] While at low pH there is
evidence for Hþ-dependent protonation of HAþ


o with a rate
constant of 1.4 (�0.4)� 10�3M�1 s�1, there is no evidence for a
kinetically competent protonation of Ao (Eqn (10)). This is
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expected for ionizable compounds whose pKa values are far
removed from 7.[5]


Themechanism as described implies facile unimolecular fission
of the elongated endocyclic C—N bond of the sultam, with the
arylsulfonamide anion as the leaving group, yet there is little
precedent for such a reaction. Ring opening of N-arenesul-
fonylaziridines under neutral conditions appears to be one such
analogue, although in that case ring strain is a major influence on
the reactivity.[24] The pH-independent hydrolysis of the amide
group in the N-benzoylsultam 10 is a related example, although
the base-catalyzed rate is dominant, even at neutral pH.[25] The
anomalous acylation of a serine residue in elastase by the
oxosultam 11 that involves ring-opening with C—N cleavage is
another example,[26] although both reactions are likely initiated
by attack of an external nucleophile on the relevant carbonyl
group. In the present case, C—N bond cleavage in the rhodamine
sultam must be driven by the stability of the highly delocalized
cation that is formed. The cleavage would be facilitated by the
relative weakness of the endocyclic C—N bond, that is 0.06 Å
longer than its exocyclic companion. In the latter context, it is
noteworthy that the scissile C—O bond in several members of
the well-known family of photochromic spirooxazines[27] has also
been shown to be longer (by 0.03–0.05 Å) than typical C—O
bonds in related oxygen heterocycles (Fig. 10).[28–30]


A related C—N heterolysis process occurs in the hydrolysis of
tritylamines, where a less marked extension (0.02 Å) of the labile
C—N bond has been noted.[31] Kinetic studies of the acidic
hydrolysis of di- and tri(p-methoxy)tritylamine[32,33] suggest that
the protonated amine undergoes C—N bond cleavage to give an
ion-molecule complex [Ar3C


þ.NR3], that converts to products via
both spontaneous and acid-catalyzed paths. The spontaneous
reaction is an SN1-like process in which the nucleofuge is an
amine. Ring opening for the rhodamine sultam 4 (Ac!Ao) is
similar except that the leaving group is a sulfonamide anion. For
tritylamines the partition between acid-catalyzed and uncata-
lyzed pathways varied considerably as substituents on the aryl
groups and amine changed[33] and the kinetic parameters of
Scheme 3 would doubtless show some variations if differently
substituted sultams were considered.
Half-times for decay of the photochemically generated


open form of 4 are in the ms time domain, in marked contrast
with the value of 1.7 s reported for a similar sultam in acetoni-
trile solution.[13,14] Furthermore, half-times of �300 s were
reported[13,14] for comparable experiments on lactams similar
to 8. No explanation was offered as to factors that might cause
these zwitterionic structures to persist for such extended times in
a relatively non-polar solvent. Given the present results, it seems
likely that the photochemically generated zwitterion in those
experiments (corresponding to the species Ao) underwent rapid
N-protonation by trace hydroxylic contaminants in the solvent.
The observed decay of the rhodamine chromophore could then
be understood in terms of slow reversal of this protonation to
allow reclosure of the sultam or lactam. Slower recyclization of

Figure 10. Structures of compounds 10 and 11
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the amide can be rationalized on the grounds of the lower acidity
of the amide proton.
It is surprising that lactam derivatives of carborhodamines such


as 8 do not show pH-dependent behavior similar to that of
sultams, although the mechanism shown in Scheme 3 allows the
resistance to ring opening to be understood in terms of better
stabilization of a sulfonamide anion than an amide anion. This
stability of the closed form may be of benefit in future appli-
cations, since these lactams are also known to undergo
photochemical ring opening and, as indicated above, the kinetics
of the reclosure in aqueous solution are expected to be much
faster than in aprotic organic solvents.[13,14] Thus both the
sultams and lactams appear to have the capacity to act as
transient chromophores and fluorophores on the ms�ms time
scale. Possible applications as transient reporter groups,
especially as orientation probes within biological systems, are
under consideration.
While this work was in review, we became aware of a related


recent study, in which photochemical opening of a rhodamine B
lactam (i.e. a structure related to that of compound 8 herein) was
used in several imaging applications.[34] Only qualitative data
about the persistence of the open form in different solution
conditions were made [i.e. hours in organic (PVA) or milliseconds
in unspecified polar solvents] but the revival of interest in these
compounds following the earlier work by the Gleiter group[13,14]


demonstrates the relevance of an understanding of the
interconversion between colored and colorless forms of these
dyes.

EXPERIMENTAL


General


The mixture of 4 and 5 (�2.6:1 ratio) was prepared and used for
isolation of pure 4 as described previously.[7] The bis-pyrrolidinyl
sulforhodamine 6 was available from previous work.[15] Silica gel
for flash chromatography was Merck type 9385. Elemental
analysis was by MEDAC Ltd, Egham, UK Aqueous solutions of
Sulforhodamine B derivatives were quantified by visible
spectroscopy at 567 nm based on the absorption coefficient of
114 000M�1 cm�1 determined for sulforhodamine 6 in aqueous
solution.[15] Concentrations of total rhodamine in pH-dependent
species were estimated from the absorbance of solutions at pH 4.
Buffer solutions for all spectroscopic and kinetic measurements
were prepared from solutions in water�EtOH (3:1 v/v) of
appropriate acids at the molarities specified and adjusted to
the required pH values by addition of NaOH. pH-values were
determined with a glass electrode referenced to buffer solutions
in 100% aqueous solution. As noted in the ‘Introduction’, little
perturbation of measured pH values is expected at this level of
ethanol content.[8]


3(,6(-Di(1-pyrrolidinyl)-2-methylspiro[1,2-benzisothiazole-
3(2H),9(-[9H]xanthene]-1,1-dioxide (7)


A suspension of sulforhodamine 6 (178mg, 0.375 mmol) in POCl3
(2.5ml) was kept for 18 h at room temperature, during which time
the mixture first solidified (�1 h), and then turned slowly to a
homogeneous liquid. This was diluted with CHCl3 (�150ml) and
washed with ice-cold water and ice-cold 10% aq. NaHCO3, then
shaken vigorously with cold 40% aq. methylamine (40ml). The
CHCl3 solution was washed with water, 1 M HCl, and 10%
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NaHCO3, dried and the solvent was removed. Flash chromatog-
raphy (EtOAc–hexanes 3:7) followed by crystallization (benzene–
hexanes) gave 7 as colorless needles (156mg, 69%), mp
292–2948C (dec) UV (EtOH): lmax (EtOH)/nm (e/M�1 cm�1) 274
sh (22 900) and 310 (15 600); 1H NMR (400MHz, CDCl3) d 7.88 (1 H,
dd, J¼ 7.2 and 1.5 Hz, H-7), 7.40–7.48 (2 H, m, Ar—H), 7.36 (9 H, s,
1.5 benzene of solvation), 7.00 (1 H, dd, J¼ 7.0 and 1.5 Hz, H-4),
6.92 (2 H, d, J¼ 9.3 Hz, H-10, 80), 6.29 (2 H, d, J¼ 1.5 Hz, H-40, 50),
6.27 (2 H, dd, J¼ 9.3 and 1.5 Hz, H-20, 70), 3.27–3.30 (8 H, m, NCH2),
2.49 (3 H, s, Me), and 1.98–2.02 (8 H, m, CH2). Anal. calculated
for C28H29N3O3S � 1.5 C6H6: C, 73.48; H, 6.33; N, 6.95. Found: C,
73.16; H, 6.16; N, 6.99.


Kinetic measurements


Stopped-flow measurements were made at 48C using a HiTech
MX51 instrument (TgK Scientific, Bradford-on-Avon, UK) operated
in single-push mode, with a 10% pre-trigger and mixing of equal
volumes of the two solutions in each run. Light from a quartz
halide lamp was passed through a monochromator set to 567 nm
and observed through a 1 cm path length. Transmission data
were converted to absorbance and analyzed as the best fit to
single exponentials using the HiTech software. All buffer solutions
were prepared in water�EtOH (3:1 v/v) as described above. For
stopped-flow measurements going from high to low pH, the 4
plus 5 mixture was diluted to 9mM (i.e. 6.5mM 4, 2.5mM 5) in
5mM Na borate, pH 9.0 and for measurements in the opposite
direction it was diluted in 5mM Na citrate, pH 4.0. Mixing buffers
(100mM) contained citrate (pH 2.0–6.0), 2-(N-morpholino)
ethanesulfonate (MES, pH 6.5), or 3-(N-morpholino)propanesul-
fonate (MOPS, pH 7.0 and 7.5).
Kinetic experiments at high [Hþ] were performed at 48C in a


Beckman DU640 spectrophotometer. Equal volumes of HCl
(0.2–2M) and a solution of 7.0mM 4 (and 2.7mM 5) in 1mM HCl,
each in water–EtOH (3:1 v/v) and pre-cooled to 48C, were mixed
by hand (�30 s) and absorbance at 567 nm was monitored. Data
were transferred to Microsoft ExcelTM and analyzed as single
exponentials.
Solutions of 4 (21mM) for pulse-laser photochemistry were


prepared similarly to those for the stopped-flow experiments, but
with 55mM buffer concentrations for comparability with the
post-mixing concentrations in those experiments. Solutions were
prepared from N-(2-hydroxyethyl)piperazine-N0-3-propanesul-
fonate (EPPS, pH 8.0 and 8.5), 2-(cyclohexylamino)ethanesulfonic
acid (CHES, pH 9.0 and 9.5), 3-(cyclohexylamino)propanesulfonic
acid (CAPS, pH 10–11). Above pH 11, solutions of NaCl (pH 11.50,
97mM; pH 11.99, 90mM; pH 12.50, 68mM; pH 13.05, 0mM) were
adjusted to the required pH values with 1 M NaOH. Solutions
were irradiated at 48C in a quartz cell (path length 10mm) using a
Lambda Physik LPX 100 XeCl excimer laser producing 30 ns
150mJ pulses at 308 nm and focused with two orthogonally set
cylindrical lenses. Typically, 10 records were averaged using a
Luzchem model LFP-111 transient recorder and Tektronix
digitizer (300MHz bandwidth). Recording was initially at
567 nm but later experiments were recorded at 547 nm to
minimize interference in the first �100 ns after the light flash.
Most kinetic data were fitted to two exponentials, but for the
fastest time sweeps (4ms full-scale) only a small proportion of the
second exponential was present and the fit was to a single
exponential plus a straight line. To minimize interference from
the laser flash in the 4ms full-scale time sweeps, the data were
processed using a built-in instrument correction that partially
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attenuated the magnitude of this perturbation. Prior to the
10-record averaging, each record had a partner in which the
monitor beam was shuttered (i.e. only scattered light/fluor-
escence was detected) that was subtracted from the raw data.
The resultant averaged 10-record data set then had a
corresponding data set from a blank solution subtracted from
it. All fits were made using unweighted non-linear routines in
Microsoft ExcelTM. Abs1 values (Table 3) had two components.
The first component was measured from the time at which the
absorption peaked (i.e. time zero on the abscissa as in Fig. 4B). To
this was added the 0.015 absorbance calculated by taking into
account the mean interval of 64 ns between the time of the
maximum intensity of the laser pulse and time zero. Abs2 values
in the pH range 8.48–13.05 (Table 3) were calculated by
subtracting the Abs1 amplitudes from the overall amplitudes.
Error ranges are recorded as SD of individual experimental


trials (e.g. Table 1), accumulated data sets (e.g. pKHAc and pKAc ) or
by combining SD of two measurements to calculate the SD of a
third entity using standard procedures for propagation of
errors[35] [e.g. k�1 from kc and (k�1þ kc)].


Spectroscopic pH titration and related measurements


A stock solution of 4 (1mM in aq. MeOH) was diluted to 8.3mM in
aq. ethanol solutions of 25mM buffers (citrate, MES, MOPS, EPPS,
CHES, and CAPS over the pH range of 2–10 as described above) or
0.2–1 M HCl. Solutions were kept at room temperature for 2 h to
ensure equilibration of 4 at low pH and their absorption at
567 nm was measured.
For the measurement at high pH, the same stock solution of 4


was diluted to 84mM in 90mMNaCl adjusted to pH 12 (also in aq.
ethanol as for the kinetic measurements) and its absorbance
spectrum was measured. The absorbance at the maximum value
(�555 nm) was manually corrected for the sloping baseline
absorbance and the concentration of open rhodamine was
calculated. The total 555 nm absorbance (1 cm path length) was
�0.004 and the baseline-corrected value was �0.0016, corre-
sponding to �14 nM open rhodamine, that is 0.016% of the total
rhodamine concentration.
The UV spectrum of the closed form of 4 was measured in aq.


ethanolic CAPS, pH 10.5. The absorption coefficient at 308 nm
(the wavelength of the excimer laser used above) was
15 300M�1 cm�1.


Crystallographic details for sultam (7)


Crystals were grown from chloroform–ethanol solution. A single
crystal ca. 0.05� 0.05� 0.1mm3 mounted on a glass fiber was
used for crystallographic measurements. Intensity data were
collected at 208C using a 30-cm MAR imaging plate on beamline
BW7A at the EMBL outstation, Hamburg, Germany using
monochromatic radiation of wavelength 0.748 Å. Two data sets
with different crystal-to-detector distances, exposure times, and
oscillation ranges were merged to give a final data set 92%
complete from 10 Å to 0.83 Å. Data were processed and reduced
using DENZO and SCALEPACK, respectively.[36] The structure was
solved by direct methods (SHELXS-86).[37] Refinement was carried
out using intensities, F2, in SHELX97.[38] Anisotropic temperature
factor refinement was carried out on all non-hydrogen atoms and
all hydrogen atoms were refined using a rigid model
(Csp2-H¼ 0.93 Å, Csp3-H¼ 0.96 Å with Uiso(H[Csp2])¼ 1.2Ueq(Csp2),
Uiso(H[Csp2])¼ 1.2Ueq(Csp2), and Uiso(H[Csp3]¼ 1.5Ueq(Csp3)).
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Full-matrix least squares refinement of 318 parameters for 4097
independent reflections [I� s(I)] gave RF¼ 0.0865 and wRI¼
0.2259 (RF¼ 0.0538 and wRI¼ 0.1814 on 2748 I� 2s(I) data). The
atomic coordinates are given in the Supplementary Information
as a cif file.

Supporting Information Available


Low pH titration and spectroscopic data for the sultam 4 (pdf ),
and a table of atomic coordinates for the crystal structure of the
sultam 7 (cif ). This material is available via the Internet on the
Wiley InterScience website.
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A DFT study of transition structures and
reactivity in solvolyses of tert-butyl chloride,
cumyl chlorides, and benzyl chlorides
Ferenc Ruffa* and Ödön Farkasa

J. Phys. Or

DFT computations were performed on the SN1 and SN2 solvolyses of substituted cumyl chlorides and benzyl chlorides
in ethanol and water, by increasing stepwise the C—Cl distance and by optimization. The total energy increases with
the increase in the Cl—C distance in SN1 reactions, while free energy of activation pass throughmaximum. To validate
the results, the calculated free energies of activation were compared with data obtained by kinetic measurements.
The structural parameters of the transition states were correlated with the Hammett substituent constants and
compared with the data of hydrolyses of tert-butyl chloride and methyl chloride, which proceed with known
mechanisms. Conclusions on the mechanisms of the reactions were driven from the effect of substituents on free
energies of activation. Cumyl chlorides substituted with electron-donating (e-d) groups solvolyze with SN1 mech-
anism, while the reactions of substrates that bear electron-withdrawing groups proceed with weak nucleophilic
assistance of the solvent. Benzyl chlorides hydrolyze through an SN2 pathway except those derivatives that have
strongly e-d groups, where the reaction has SN1 character, but a weak nucleophilic assistance of the water should also
be taken into consideration. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


The mechanism of aliphatic nucleophilic substitutions has been
thoroughly investigated.[1] SN1 reactions proceed with rate-
determining formation of intimate and/or solvent separated ion
pairs,[2] while concerted SN2 reactions proceed with the
synchronous formation and splitting of bonds of the nucleophile
and the leaving group,[1,3] respectively. In SN1 reactions of
adamantyl halides,[3d] the nucleophile does not take part in the
rate-determining step because of steric hindrance. Nevertheless,
in other cases the rate-determining heterolysis and the
amount of nucleophilic solvent assistance depend on electronic
and steric effects of substituents.[3] Bentley and Schleyer[3a]


designated the mechanisms which involve nucleophilically
solvated ion pair intermediates by the term SN2 (intermediate).
Gajewski explained,[4] however, reactivity in nucleophilic substi-
tution reactions by hydrogen bond donation to the leaving
group, rather than by the nucleophilic solvent participation.
Earlier we made DFT computations[5] on the effect of sub-


stituents on activation parameters and transition structures
of SN2 reactions. Free energy, enthalpy and entropy of activation
data were correlated with the Hammett s constants[5,6] (Eqn 1,
P¼G, H, or S).


DPz ¼ dDPzs þ DP
z
o (1)


DPz and DPzo are the activation parameters of the substituted and
unsubstituted compounds, respectively. The dDPz reaction
constants are the changes in the activation parameters per unit
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change in the s substituent constants. By using Heppler’s
theory[7] we have shown[5] that in SN2 reactions the rearrange-
ment of the solvent molecules influences mainly the values
of the experimentally determined entropy and enthalpy of
activation. These parameters, however, decrease/increase
together with the increase/decrease in solvation, and their
changes approximately cancel each other, according to equation
dDGz ¼ dDHz – TdDSz � 0. Therefore, the DGz values, obtained by
DFT calculations approximate well the experimental data for SN2
reactions. The effect of solvent polarity on reactivity (on DGz) can
be computed with the polarizable continuum model (PCM) of
solvents implemented in the Gaussian program package.[5] The
use of the PCM solvent model means that calculations are carried
out in a polarizable, continuous medium of the same dielectric
constant as the solvent. On the other hand, calculated and
experimental DHz and DSz data may deviate from each other
because the rearrangements of the solvent molecules, which
proceed during the reactions, are not taken into account with the
applied computational methods.
To test the methods of calculations in SN1 reactions, and to


study the change of mechanism and reactivity with substituents
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Scheme 1. Hydrolysis of tert-butyl chloride (1) and methyl chloride (5)


F. RUFF AND Ö. FARKAS
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in aliphatic nucleophilic substitutions we made DFT compu-
tations on the solvolyses of cumyl chlorides and benzyl chlorides.
The first reaction has been accepted to be an SN1 processes, the
mechanism of the latter one was thought to change with the
substituents of the benzene ring.[1] To validate the method of
computations the widely investigated hydrolyses of tert-butyl
chloride and methyl chloride have also been studied.


RESULTS AND DISCUSSIONS


Hydrolysis of tert-butyl chloride and methyl chloride


Tert-butyl chloride (1) is thought to hydrolyze with an SN1
mechanism[1a,f,2b,4,8] (Scheme 1, 1 ! TS 3), though evidences
have also been presented[3d,9,10] that the reaction proceeds with
nucleophilic assistance of the solvent [SN2 (intermediate)
mechanism, Scheme 1, 1þ 2A ! TS 4]. We made calculations
on this reaction at DFT(B3LYP)/6-31G(d) level. Selected structural
data and thermochemical parameters, computed for both
mechanisms can be found in Tables 1 and 2, moreover in Tables
S1 and S5 in the Supplementary Materials.

Table 1. Charges (Q, a.u.), bond distances (R, Å), and bond angles (u
4), methyl chloride (TS 6), cumyl chlorides (TSs 8 and 9), and benzyl
water (for 3, 4, 6, 11, and 12) and ethanol (for 8 and 9), at 298 K


TS X Q(Cl) Q(O) R(ClC)


3 — �0.889 — 3.25
4 — �0.890 0.068 3.044
6 — �0.717 0.264 2.425
8a H �0.934 — 3.337
8b 4-MeO �0.921 — 3.165
8c 4-NO2 �0.900 — 3.367
9a H �0.927 0.042 3.233
9c 4-NO2 �0.907 0.095 3.204
11a H �0.946 — 3.684
11b 4-MeO �0.929 — 3.314
11c 4-NO2 �0.928 — 3.889
12a H �0.821 0.215 2.699
12b 4-MeO �0.898 0.197 2.927
12c 4-NO2 �0.760 0.252 2.593


a R¼H or Me.
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In the SN1 reaction the total energy (E) of the tert-butyl chloride
species increases continuously with the increase in the C—Cl bond,
therefore, locating corresponding TS on the potential energy
surface is impossible. However, free energy has a maximum along
the reaction path and can be used to identify the transition state
(TS). Free energy (G), enthalpy (H), and entropy (S) values for
finding the appropriate structure for TS 3 were computed via
relaxed scan applied on the C���Cl distance. The DEz, DGz, DHz,
and DSz activation parameters were calculated from the
differences of the E, G, H, and S values of the scan points and
reactant 1. DGz data have a maximum value at R(ClC)¼ 3.25 Å,
other activation parameters increase continuously with the
increase in the C���Cl distance (Fig. 1). The structure with maximum
value of DGz is regarded as the TS of the SN1 process. TS 3 has one
imaginary frequency, which corresponds to the splitting of the
C���Cl bond. Weak interaction occurs between the Cl and t-Bu
moieties in TS 3, the charge of chlorine is less than unity, the
tert-butyl group shows slight deviation from coplanar arrangement
(Table 1). DGz ¼ 90.1 kJmol�1 was computed for the formation of
TS 3, while DGz ¼ 81.8 kJmol�1 was obtained from the measured
first-order rate constant[11] in water, at 298K (Table 2).

, degree) of the TSs of hydrolyses of tert-butyl chloride (TSs 3 and
chlorides (TSs 11 and 12), calculated at (B3LYP)/6-31G(d) level, in


R(OC) u(ClCO) u(ClCR)a u(ClCC1)


— — 93.2 —
2.668 177.6 92.0 —
1.904 177.9 86.8 —
— — 86.7 99.0
— — 90.0 99.2
— — 88.5 100.4


2.892 169.6 88.5 96.1
2.479 178.5 88.2 90.0
— — 75.9 117.3
— — 76.7 118.9
— — 77.8 114.4


2.049 157.6 79.0 101.6
2.101 149.7 75.4 106.4
1.971 164.5 80.8 97.0
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Table 2. Calculated and experimentally derived activation parameters (DGz, DHz, DSz) of the hydrolyses of tert-butyl chloride (1),
methyl chloride (5), cumyl chloride (7a), and benzyl chloride (10a), and effect of substituents on free energy of activation (dDGz) in
reactions of substituted compounds


Reaction DGzcalc
a DGzexp


a dDGzcalc
b dDGzexp


b DHzcalc
a DHzexp


a DSzcalc
c DSzexp


c


1 ! TS 3 90.1 81.8 — — 102.8 97.2 20.4 51.0


1þ 2 ! TS 4 93.1d 91.8 — — 102.4 97.2 31.5 �18.1
5þ 2 ! TS 6 121.2 126.7 — — 80.1 111.5 �138 �50.9
7a ! TS 8a 52.3 92.3 33.5 28.0 63.2 79.5e 36.6 �54.0e
7aþ 2 ! TS 9a 59.8 99.4 36.0 28.0 71.4 — 30.3 —


10a ! TS 11a 99.2 101 56.2 11.8/28.6f


10aþ 2 ! TS 12a 99.9 111 12.7 11.8/28.6f 60.3 85.3 �131 �85.3


Calculations [at DFT(B3LYP)/6-31G(d) level] and measurements were carried out in water (for 1, 5, and 10a) and in ethanol (for 7a), at
298 K.
a In kJmol�1.
b In kJmol�1 s�1.
c In Jmol�1 K�1.
d Calculated for the reaction 1þ 2C ! TS 4þ 2B, for the reaction 1þ 2A ! TS 4 DGz ¼ 112.6 kJmol�1 was obtained.
eMeasured in 90% acetone–water.
f Data for compounds with substituent constants sþ� 0/sþ� 0.


DFT STUDY OF TRANSITION STRUCTURES AND REACTIVITY

The optimized structure of TS 4 of the SN2 (intermediate)
mechanism can be computed with two imaginary frequencies,
one of them corresponds to the stretching vibration of the C���Cl
bond, the other to the libration of the very weakly bonded water
molecule. The bond distances of TS 4 (Table 1) agree well with
data [R(CCl)¼ 3.0 Å, R(OC)¼ 2.6 Å] calculated by Jorgensen
et al.[12] in a detailed study on the hydrated H2O���t-BuþCl�
contact ion pair in water. The R(CCl)¼ 3.390 Åand R(OC)¼ 1.742 Å
bond distances calculated by Martinez et al.[13] for TS 4 show
great deviations from the former values, and rather due to
the complex of chloride ion and protonated tert-butanol
(Cl����tBuOHþ2 ), bonded with Cl���H hydrogen bondings together.
Though the calculated R(CCl) distance of TS 4 is somewhat

Figure 1. DEz/DGz/DHz/DSz versus R(ClC) plots of the formations of TSs


3, 8a, and 11a in the SN1 solvolyses of tert-butyl chloride (1) cumyl


chloride (7a), and benzyl chloride (10a), respectively. Calculations were
performed at (B3LYP)/6-31G(d) level increasing the R(ClC) distance step-


wise, in water (for 3 and 11a) and ethanol (for 8a), at 298 K
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shorter than that of TS 3, the structures of the Cl���t-Bu moieties
are very similar in both TSs (Table 1). On the other hand, in the
case of TS 4 the R(CCl) and R(OC) bond distances aremuch longer,
the negative charge of chlorine is greater, the positive charge of
the oxygen atom is much smaller than in TS 6, calculated
for the SN2 hydrolysis of methyl chloride (5) (Scheme 1, Table 1).
The bond distances calculated for TS 6 agree well with the data
R(CCl)¼ 2.500 Å and R(OC)¼ 1.975 Åobtained by Aida et al.[14] for
this structure.
The DGz ¼ 121.2 kJmol�1 value, computed for the SN2


hydrolysis of methyl chloride (5þ 2A ! TS 6) agree well with
DGz ¼ 126.7 kJmol�1 obtained by kinetic measurements[15] in
water, at 298 K (Table 2). In the reaction of tert-butyl chloride and
one water molecule (1þ 2A ! TS 4) the DGz ¼ 112.6 and
91.8 kJmol�1 data, calculated by the DFT method and from
the k2¼ k1/[H2O] rate constants,[11] respectively, show greater
deviation, which may originate from the second imaginary
frequency of TS 4. To improve the results, the thermochemical
parameters of the H-bonded associations of two (Scheme 1, 2B)
and three water molecules (2C) were also calculated with zero
and one imaginary frequency, respectively. The imaginary
frequency of 2C corresponds to the libration of the third
water molecule, being only a H-bond acceptor. For the reaction
with three water molecules (n¼ 3; 1þ 2C ! TS 4þ 2B) DGz ¼
93.1 kJmol�1 was calculated, which is in better agreement with
the experimentally derived value (Table 2). In the latter reaction
there is a species both on the reactant and the product sides (2C
and TS 4) with an imaginary frequency, which due to the libration
of a water molecule. The imaginary frequency correction (IFC,
refer to details in Section Computational Methods) can be used to
decrease errors in computed DGz data.
Computed structural data refer to weak interaction between


the t-Bu and the water species in TS 4. In accordance with the
results of former investigations,[3d,9,10] the calculations also
support that the hydrolysis of tert-butyl chloride proceeds
via SN2 (intermediate) mechanism with the nucleophilic
assistance of water, however, the C���O bond in TS 4 is much
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Scheme 2. Hydrolysis of cumyl chlorides (7) and benzyl chlorides (10)
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weaker than in TS 6 of the SN2 hydrolysis of methyl chloride
(Table 1).

Figure 2. Charges (Q) and bond distances (R) of the TSs of SN1 (7! TS 8,
Scheme 2) and SN2 (7þ2A ! TS 9) solvolysis of cumyl chlorides (7),
calculated at (B3LYP)/6-31G(d) level in ethanol, at 298 K. [Correlations for


TS 9: Q(O)¼ 0.0683 sþþ 0.0366 (r¼ 0.976), R(OC7)¼�0.543 sþþ 2.91
(r¼ 0.995).]

Solvolysis of cumyl chlorides


The nucleophilic substitution reactions on cumyl chlorides (7) are
regarded to proceed[1,16,17] with an SN1 mechanism (Scheme 2,
7 ! TS 8). Rate constants of the hydrolysis of these substrates,
measured in 90% acetone–water solvent mixtures, were used to
determine[16] the sþ substituent constants. Some authors[18,19]


claimed that the hydrolysis of cumyl derivatives proceeds with
the nucleophilic assistance of water (7þ 2A! TS 9). On the other
hand, Kevil and Dsouza[20] and Richard et al.[21] have presented
evidences using the extended Grunwald–Winstein equation that
solvation of these compounds is reduced and becomes
insignificant upon increasing internal electron donation.
The optimized structures for reactants and TSs, and the


activation parameters for solvolysis of cumyl chlorides have been
calculated at the DFT(B3LYP)/6-31G(d) level in ethanol. Structural
and thermochemical parameters are listed in Tables 1 and
2 moreover in Tables S2 and S6 in the Supplementary Material.
The total energy of TS 8a, and the DGz, DHz, and DSz activation
parameters of the SN1 solvolysis (7a ! TS 8a) pass through
maxima, with the increase in the R(ClC7) distance (Fig. 1). The SN1
reaction can be calculated therefore both by optimization or by
increasing the R(ClC7) distance stepwise, and R(ClC7)¼ 3.33 and
3.25 Å, just as DGz ¼ 49.9 and 50.8 kJmol�1 were obtained for TS
8a by these methods, respectively. In this reaction, the total
energy and the activation parameters have maximum values,
because at R(ClC7)> 3.4 Å, the TS 8a is transformed to complex of
the cumyl cation and the chloride anion [C6H5C(CH3)


þ
2 ���Cl�],


bonded with CH���Cl hydrogen bonding together. The TSs 8,
calculated by both methods have higher energy than the
complexes, and have only one imaginary frequency, which
corresponds to the splitting of the Cl���C7 bond.
The structures of TSs 9 of the SN2 (intermediate) mechanism


can be calculated by optimization only for the unsubstituted TS
9a and for those derivatives that have electron-withdrawing (e-w)
X substituents. Water is bonded relatively strongly in the TSs 9 of
the X¼ 4-NO2 and 3-NO2 derivatives. These TSs have only one
imaginary frequency, which leads to the splitting of the Cl—C7


bond and the formation of the O—C7 bond. TSs 9 bearing e-w
substituents from X¼ 4-CN to X¼H have a second imaginary
frequency, which is the libration of the weakly bonded water
molecule. Optimized structures cannot be calculated for TSs 9 of
compounds having the electron-donating (e-d) 4-MeO and 4-Me
groups.

www.interscience.wiley.com/journal/poc Copyright � 2007

The structural parameters of the XC6H4(CH3)2C���Cl moieties of
TSs 8 and 9 are similar. The computed charges (Q) and bond
distances (R) of the Cl atom depend only slightly on the
mechanism of the reactions, and on the electronic effects of the
X substituents, and do not give linear correlations with the sþ


constants (Fig. 2). On the other hand, in TSs 9 the Q(O) positive
charge of the oxygen atom of water increases, while the R(OC7)
distance decreases with the increasing sþ constant and e-w
effect of the X substituent. These parameters display linear
correlations with the sþ constants (Fig. 2).
The computed and experimentally derived[16] activation


parameters give linear correlations with the sþ substituent
constants (Fig. 3). To correct the errors originating from the
second imaginary frequencies of some TSs 9, the activation
parameters were calculated according to the reactions 7þ 2B! 
TS 9þ 2A and 7þ 2C ! TS 9þ 2B for the nitro substituted
compounds (with one imaginary frequency), and for other
derivatives with weaker e-w groups (with two imaginary
frequencies), respectively, using the IFC method. The calculated
DGz values are smaller than the experimental data measured in
ethanol. One of the reasons of the differences can be that
calculations were performed with the water nucleophile instead
of ethanol to promote convergence during geometry optimiz-
ations. The slopes, of the computed and experimentally derived
DGz versus sþ plots, are similar and depend only slightly on the
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Figure 3. Calculated and experimentally derived[16] DGz/DHz versus sþ


plots of the SN1 (7! TS 8, Scheme 2) and SN2 (7þ 2! TS 9) solvolysis of
cumyl chlorides in ethanol, at 298 K. Calculations were performed at
(B3LYP)/6-31G(d) level. Experimental data were calculated from the first-


and second-order rate constants for SN1 and SN2 reactions, respectively.


[Correlations for calculated data in ethanol, SN1: DG
z ¼ 33.5sþþ 52.3


(r¼ 0.998), DHz¼ 36.0sþþ 63.2 (r¼ 0.996), DSz¼ 36.6�
6.0 Jmol�1 K�1; SN2: DG


z ¼ 36.0sþþ 59.8 (r¼ 0.988), DHz ¼ 30.2sþþ
71.4 (r¼ 0.991), DSz¼ 30.3� 7.9 Jmol�1 K�1. Correlations for experimen-


tally derived data;[16] ethanol, SN1: DG
z¼ 28.0sþþ 92.3 (r¼ 0.994); SN2:


DGz ¼ 28.0sþþ 99.4 (r¼ 0.994). Methanol, SN1: DGz¼ 27.5sþþ 86.2
(r¼ 0.995). 90% Acetone–water, SN1: DGz¼ 26.1sþþ 95.6 (r¼ 0.998),


DHz¼ 17.3sþþ 79.5 (r¼ 0.949), DSz¼�29.5sþ� 54.0 (r¼ 0.568). Data


measured in methanol and 90% acetone–water mixtures are not plotted
in the figure.]
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mechanism of the reaction and on the solvent (Table 2, refer to
data given in caption of Fig. 3). Very similar slope for the
DGz versus sþ plot (dDGz ¼ 25.9 kJmol�1) was calculated by
DiLabio and Ingold[22] for the hydrolysis of cumyl chlorides in
water.
Entropies of activation computed for both mechanisms are


positive (Table 2, DSz � 35 Jmol�1 K�1) and proved to be
independent of the X substituents; therefore, the slopes of the
calculated DGz versus sþ and DHz versus sþ plots are almost equal
in ethanol (dDGz, � dDHz, dDSz � 0, Fig. 3). On the other hand,
negative entropy of activation values were measured[16] in 90%
acetone–water solvent mixture (DSz ¼�54 Jmol�1 K�1 for the
reaction 7a! TS 8a, Table 2, Fig. 3) because charges formed in
the TS need solvation. The difference of the computed and
measured entropy of activation data can be another reason of the
difference of the computed and measured DGz values.
The results of computations support that solvolysis of cumyl


chlorides proceed with SN1 mechanism for compounds bearing
e-d groups, and with SN2 (intermediate) mechanism for
derivatives having e-w substituents. However, in accordance
with results of former studies,[21] the nucleophilic assistance of
the water molecules in the SN2 (intermediate) process is weak, it
decreases markedly with the decreasing e-w effect of the
substituents (Fig. 2), and does not influence the substituent effect
significantly (Fig. 3). The dDGz values can be calculated with good
approximation for both mechanisms of the reaction. The
calculated charges and bond distances of TSs 8 and 9 similar
to those of TSs 3 and 4 of the hydrolysis of tert-butyl chloride,
respectively (Table 1).

J. Phys. Org. Chem. 2008, 21 53–61 Copyright � 2007 John Wil

Hydrolysis of benzyl chlorides


The mechanism of the hydrolysis of benzyl chlorides (10) was
supposed to change with the substituents of the benzene ring.
Kohnstam[23] has presented evidences that benzyl chlorides,
substituted with strongly e-d 4-MeO or 4-PhO groups react by
the SN1 mechanism (Scheme 2, 10 ! TS 11), while those
substrates which bear alkyl or e-w groups hydrolyze by the SN2
mechanism (10þ 2! TS 12). On the other hand, Friedberger and
Thornton,[24] besides McLennan[25] came to the conclusion that
loose and tight SN2 TSs are more consistent with the observed
kinetic isotope effect data, even in the case of the 4-MeO
substituted derivative. Moreover, simultaneous or border-
line SN1-SN2 mechanisms,[26,27] and the participation of ion-pair
intermediates[28,29] have also been proposed for the hydrolysis of
benzyl chlorides bearing e-d groups.
We have performed DFT calculations on the reactants and TSs


of the SN1 and SN2 hydrolyses (Scheme 2) of several ring-
substituted benzyl chlorides in water, at 298 K. Parameters of the
optimized structures and thermochemical data are listed in
Tables 1 and 2 moreover in Tables S3, S4, S7, and S8 in the
Supplementary Material. The calculated activation parameters
for SN1 and SN2 reactions have been compared with the data
obtained from the first- (k1) and second (k2¼ k1/[H2O])-order rate
constants, respectively, measured in water[30] and in 50 and 70%
acetone–water mixtures.[23,27,31]


Scans have been made to calculate the structure of TSs 11 of
the SN1 hydrolysis of benzyl chlorides (10) at the (B3LYP)/
6-31G(d) level, increasing the Cl—C7 distance stepwise. The
obtained optimized structures of minimum energy have only one
imaginary frequency, which is the stretching vibration of the
Cl���C7 bond. The calculated DEz/DGz/DHz/DSz versus R(ClC7) plots
for TS 11a of the reaction of benzyl chloride (10a) are given in
Fig. 1. Only the DGz data have a maximum at 3.68 Å, where DSz


begins to increase steeply. This structure with maximum value of
DGz can be regarded as TS 11a of the SN1 reaction.
In TSs 11 the net Mulliken charges of chlorine is approximately
�0.94 a.u., the Cl���C7 bond is perpendicular to the aromatic ring
[w(ClC7C1C2)� 908], the H8 and H80 atoms are coplanar with the
benezene ring [w(H8C7C1C2)��1798, w(H80C7C1C2)��0.58].
These data do not depend on the X substituent of the aromatic
ring significantly; only the Q(Cl) charges of 4-MeO and 4-NO2


derivatives are slightly different (�0.928 a.u.). On the other hand,
the R(ClC7) distances increase, the u(ClC7C1) angles decrease
(Table 1), the TSs become looser with the increasing e-w effect
and sþ constant of the X groups [R(ClC7)¼ 0.28sþþ 3.66 (r¼
0.981); u(ClC7C1)¼�3.27sþþ 117 (r¼ 0.919)].
The optimized structures for the SN2 TSs (12) of the hydrolysis


of benzyl chlorides (10) can be calculated at the (B3LYP)/6-31G(d)
level with one imaginary frequency for compounds bearing
substituents from 4-NO2 to 4-Me groups. The calculations on TS
of the 4-MeO derivative (12b) resulted in two imaginary
frequencies because water is bonded much looser to the C7


atom in this case. TSs 12 have distorted trigonal bipyramidal
(TBP) geometry [u(ClC7O)� 1608]. The Q(Cl) negative charge, the
R(ClC7) and R(OC7) distances as well as the u(ClC7C1) and u(OC7C1)
bond angles increase, whereas the Q(O) positive charge and the
u(ClC7O) bond angle decrease with the decrease in the sþ


constants of the X substituents (Figs. 4 and S1). Thus, with the
increasing e-d effect of the substituents, both the leaving group
and the nucleophile move away from the C7 atom and from
the benzene ring. Loose and tight TSs are formed with more
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Figure 4. Plots of the Q(Cl) and Q(O) charges and R(ClC7) and R(OC7)
distances of TSs 12 against the sþ substituent constants for the reactions
XC6H4CH2ClþH2O ! TS 12, (Scheme 2) calculated at (B3LYP)/6-31G(d)


and (B3LYP)/6-311þG(d,p) levels, in water, at 298 K. [Correlations, (B3LYP)/


6-31G(d) level: Q(Cl)¼ 0.070sþ� 0.819 (r¼ 0.994), Q(O)¼ 0.041sþþ
0.218 (r¼ 0.987), R(ClC7)¼�0.142sþþ 2.700 (r¼ 0.992), R(OC7)¼
�0.088sþþ 2.047 (r¼ 0.994); (B3LYP)/6-311þG(d,p) level: Q(Cl)¼
0.095sþ� 0.915 (r¼ 0.994), Q(O)¼ 0.042sþþ 0.299 (r¼ 0.967), R(ClC7)¼
�0.261sþþ 2.859 (r¼ 0.990), R(OC7)¼�0.070sþþ 2.045 (r¼ 0.989).


The data of the 4-MeO derivative (TS 12b) were omitted from the
correlations.]


Figure 5. DGz versus sþ plots for the SN2 hydrolysis of


XC6H4CH2ClþH2O ! TS 12 (Scheme 1 T¼ 298 K). Computations were
performed in water (W) at (B3LYP)/6-31G(d) and (B3LYP)/6-311þG(d,p)
levels with optimization and with SPEC. Experimental data were calcu-


lated from the second-order rate constants (k2¼ k1/[H2O]) measured in


water[30] (W) and in 50 and 70 v/v% acetone–water (A–W) mix-
tures.[23,27,31] [Correlations: W(calc, 6-31), DGz¼ 12.7sþþ 99.9


(r¼ 0.983); W(calc, 6-311), DGz ¼ 20.7sþþ 113 (r¼ 0.995); W(SPEC,


6-311), DGz¼ 16.0sþþ 117 (r¼ 0.986); W(exp), for sþ� 0, DGz¼
11.8sþþ 111 (r¼ 1.000), for sþ� 0, DGz ¼ 28.6sþþ 111 (r¼ 0.995);


50%A–W(exp), for sþ� 0, DGz ¼ 7.20sþþ 118 (r¼ 0.999), for sþ� 0,


DGz ¼ 17.2sþþ 118 (r¼ 0.992); 70%A–W(exp), for sþ� 0, DGz¼
5.38sþþ 123, for sþ��0.31, DGz ¼ 40.9sþþ 131. The data of the
4-MeO derivative (TS 12b) were omitted from the correlations of W(calc,


6-31), W(calc, 6-311 and W(SPEC, 6-311).]
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and less distorted TBP geometry in the presence of e-d and
e-w substituents, respectively. Structural parameters give linear
correlations with the sþ substituent constants (Figs. 4 and S1)
because e-d through-conjugation exists between the X sub-
stituents of the aromatic ring and the reaction center. The plane
of the Cl���C7���O atoms is perpendicular to that of the benzene
ring [w(ClC7C1C2)� 908, w(OC7C1C2)��908]. Even more polar
and looser structures with greater negative Q(Cl) and positive
Q(O) charges, R(ClC7) distances as well as u(OC7C1) and u(ClC7C1)
bond angles were obtained for the calculations performed at the
higher (B3LYP)/6-311 þG(d,p) level (Figs. 4 and S1, Table S4).
Late TS 12a is formed in the SN2 reactions of benzyl chloride


because water is a poor nucleophile. The hydrogen atoms of
the CH2 group are bent towards the chlorine [w(H8C7C1C2)� 1738,
w(H80C7C1C2)� 5.78]. By use of the calculated C—Cl and C—O
bond distances (Ro) of benzyl chloride (10a; 1.864 Å) and
protonated benzyl alcohol (13; 1.545 Å), furthermore the
distances of Cl���C7 and O���C7 bonds (R) in the symmetric
(n¼ 0.5) TSs 14 (2.182 Å), and 15 (2.565 Å) and in TS 12a of the
hydrolysis (2.699 and 2.049 Å), the bond orders n¼ 0.44 and 0.58
were calculated for Cl���C7 and O���C7 bonds of TS 12a,
respectively, with the Pauling equation[32] [R – Ro¼ a ln (n)].
(a¼�0.920 and�1.011 were calculated for the Cl���C7 and O���C7
bonds, respectively.)

Free energies of activation, computed for the SN2 reactions in
water (10R 2 ! TS 12), give linear correlations with the sþ


constants (Fig. 5), and e-d effect of substituents accelerate the

www.interscience.wiley.com/journal/poc Copyright � 2007

reaction (dDGz> 0). The DGz values computed at (B3LYP)/
6-31G(d) level are lower, while those obtained at the (B3LYP)/
6-311þG(d,p) level are higher than the experimental data,
measured in water. The DGz values obtained by single point
energy calculations (SPEC) deviate from the results computed
with optimization at (B3LYP)/6-311þG(d,p) level for compounds
with e-d groups, which have looser TSs (Fig. 5). In accordance with
earlier observations on the reaction of benzyl halides with
nucleophiles,[5b,33–35] experimentally derived[23,27,30,31] DGz versus
sþ plots show breaks at sþ� 0 (Fig. 5). The reactivity of the
derivatives with e-w groups are higher than expected from a
linear correlation (Fig. 5). Earlier this type of breaks of the
Hammett plots were explained with the change of the
mechanism of the reactions.[36] We found, however, that in
the SN2 nucleophilic substitutions of benzyl halides broken DGz


versus sþ plots at sþ� 0 can also be obtained when the structure
of the TSs is changed with the substituents.[5b] Therefore, the
break of the DGz versus sþ plots at sþ< 0 of the hydrolysis of
benzyl chlorides with strong e-d groups can be explained with
the change of the mechanism from SN2 to SN1, but for the break
at sþ� 0 on the plots of compounds with alkyl and e-w
substituents, the change of the structure of the TS seems to be a
better interpretation.
The DSz and DHz parameters, calculated for the SN2 hydrolysis


of benzyl chlorides show great deviations from the experimen-
tally derived data[30,31] (Table 2) because the latter are influenced
by the rearrangement of the solvent molecules, which cannot be
computed with the applied methods. Experimentally derived
DSz/DHz versus sþ plots (Fig. S2) are also broken at sþ� 0, which
may refer to a change of solvation with the substituents, too. DSz


data, calculated from kinetic measurements, increase with the
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Figure 6. Calculated and experimentally derived DGz versus sþ plots for
the SN1 hydrolysis of XC6H4CH2Cl ! TS 11 (Scheme 1 T¼ 298 K). Com-
putations were performed at (B3LYP)/6-31G(d) level in water (W). Exper-


imental data were calculated from the first-order rate constants,


measured in water[30] (W) and in 50 and 70 v/v% acetone–water


(A–W) mixtures[23,27,31] [Correlations: W(calc), DGz¼ 56.2sþþ 99.2
(r¼ 0.997); W(exp), for sþ� 0, DGz ¼ 11.8sþþ 101 (r¼ 1.000), for


sþ� 0, DGz¼ 28.6sþþ 101 (r¼ 0.995); 50%A–W(exp), for sþ� 0,


DGz ¼ 7.20sþþ 112 (r¼ 0.999), for sþ� 0, DGz¼ 17.2sþþ 112
(r¼ 0.992); 70%A–W(exp), for sþ� 0,DGz¼ 5.38sþþ 116, for sþ��0.31,
0.31, DGz¼40.9sþþ122.]
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increase in polarity and solvation of the TSs because water
molecules are less ordered in the solvent shell of the TSs than in
the bulk of the solvent.[5,6] The measured DHz parameters[5a] are
influenced by the contribution originating from DSz.
Free energies of activation, computed at the (B3LYP)/6-31G(d)


level for the SN1 reaction (10 ! TS 11) in water, give linear
correlations against the sþ constants (Fig. 6). The slopes of the
computed DGz versus sþ plots are much greater for the SN1 than
for SN2 reaction (Table 2), similar change of reactivity with the
substituents has been measured only in the reaction of the
4-MeO and 4-PhO derivatives in 70% acetone–water solvent
(Figs. 5 and 6). In water the experimentally derived DGz values of
compounds with e-w substituents are smaller than the computed
data, indicating that the reaction of these derivatives proceed
with SN2 mechanism.

5


CONLCUSIONS


In SN1 reactions the total energy increases continuously with the
increase in the distance of the splitting bond, while free energy
activation, which determines the rate of the reaction, may have a
maximum value when entropy of activation increases. The
optimized structure of the SN1 TSs can be calculated therefore via
relaxed scan applied to the bond of the leaving group.
Free energy of activation is influenced the least by solvent


rearrangement among activation parameters, and the mechan-
ism of the solvolytic reactions can be investigated by studying the
effect of substituents on this parameter. Experimentally derived
DHz and DSz parameters are influenced markedly by the
rearrangement of solvent therefore they do not agree with the
calculated data. The error of DGz originating from a second
imaginary frequency of the TS can be corrected by including a

J. Phys. Org. Chem. 2008, 21 53–61 Copyright � 2007 John Wil

cluster of water molecules into the reactants, having the same
imaginary frequency as the TS.
The mechanism of the solvolytic reactions of benzyl chlorides


and cumyl chlorides changes with the steric hindrance and with
the electronic effects of substituents of the aromatic ring. In the
case of benzyl chlorides the structures of the SN2 TSs change with
the substituents, loose and tight TSs are formed for substrates
bearing alkyl and e-w groups, respectively. The polarity of the TSs
increases with the increasing e-d effect of the substituents. Polar
TSs are stabilized by the solvent and this is the reason why e-d
effect of substituents of the benzene ring accelerate an SN2
reaction. The hydrolysis of benzyl chlorides, substituted with a
strong e-d group (e.g., 4-MeO) proceeds with an SN1 mechanism
in protic solvent, and the nucleophilic assistance of the solvent
has only minor importance. The distances of the nucleophile and
the leaving group from the center of the reaction are much
greater in hydrolyses of cumyl chlorides with great steric
hindrance. Nucleophilic assistance occurs only in reactions of
derivatives with e-w groups, but this does not influence reactivity
markedly.

COMPUTATIONAL METHODS


The geometry of the compounds was fully optimized without
symmetry constraints by use of the Gaussian 03 software
package[37] at the DFT(B3LYP)/6-31G(d) level in solvents, at 298 K.
In the case of benzyl chlorides, geometry optimizations and SPEC
were also performed at the more extended DFT(B3LYP)/
6-311þG(d,p) level. Scans were made increasing the Cl—C
distance stepwise, to calculate the optimized structures of TSs of
the SN1 solvolyses of tert-butyl chloride, cumyl chlorides, and
benzyl chlorides. The solvent effect was incorporated by
application of the PCM[38] in the integral equation formalism[39,40]


(IEF-PCM) of the corresponding solvent, i.e., calculations were
performed in a polarizable, continuous medium of the same
dielectric constant as the solvent. All structures were character-
ized as energy minima or TSs by calculation of the harmonic
vibration frequencies, with use of analytical second derivatives.
No or one imaginary frequency was obtained for reactants and
TSs, respectively, except the cases of some loose structures,
bearing a very weakly bonded water molecule. Selected data for
the optimized structures obtained by means of DFT calculations
and the number of imaginary frequencies are listed in Tables
S1–S4 and Tables S5–S8 in the Supplementary Material,
respectively.
The efficiency of methods used for exploring potential energy


surfaces may decrease when applied with solvent models since
their potential energy surface is less smooth than one can expect
for regular quantum chemical methods in gas phase. This effect
may result in additional imaginary vibrational frequencies, which
can be regarded as numerical errors but they also cause an extra
effect by preventing the inclusion of the corresponding normal
modes in the thermochemical analysis. Instead of excluding such
data from our study we applied a workaround to the problem by
exploiting the fact that only differences of thermochemical data
were utilized. When such problem of extra imaginary frequencies
occurred at one side of a reaction than we expanded the
equations to reproduce the extra imaginary frequencies also in
the other side of the reaction. In TSs 4 and 8 the extra imaginary
frequency belongs to the libration of the very weakly bonded
water molecule. We have created a cluster of three water
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molecules, where one of the water molecules is in similar
situation as in the given TSs and also produces an extra imaginary
frequency. The effect of the extra imaginary frequencies vanishes
whenwe add a cluster of two water molecules (with no imaginary
frequency) to the TS side of the equation and the cluster of three
water molecules (with one imaginary frequency) to the reactant
side. If the IFC was used in similar fashion it has been indicated in
the text.
The sums of the electronic and thermal free energies (G) and


enthalpies (H) and also the entropies of formation (S) for reactants
and TSs were obtained by the standard procedure in the
framework of the harmonic approximation,[41,42] and are listed
together with the calculated total energies (E) in Tables S5–S8 in
the Supplementary Material. The computed entropy (S) values
obtained in solutions agree with the data measured in
the gas-phase or calculated by application of Benson’s rule.[43]


As examples, the S values of 194.9, 243.6, 356.2, and
399.2 Jmol�1 K�1 were obtained for H2O, CH3Cl, C6H5CH2Cl,
and C6H5CMe2Cl with DFT calculations in solutions, respectively.
In comparison, the values of S¼ 188.8 and 234.6 Jmol�1 K�1 were
measured for H2O and CH3Cl in the gas-phase,


[44] and S¼ 355.7 and
411.1 Jmol�1 K�1 were calculated for C6H5CH2Cl and C6H5CMe2Cl at
258C on application of Benson’s rule, respectively. The DEz, DGz,
DHz, DSz parameters for the reactions were calculated from the
differences in the E, G, H, and S values of the TSs and reactants,
respectively. The generated DEz, DGz, and DHz values were
multiplied by 627.51 and 4.184 in order to convert them into
kJmol�1 units. Experimentally derived activation parameters
for SN1 and SN2 reactions were calculated from the first-order (k1)
and second-order (k2 ¼ k1/[H2O]) rate constants, respectively. The
dDGz, dDHz, and dDSz reaction constants were calculated from the
activation parameters obtained through the DFT computations
and from kinetic measurements, by using Eqn 1 with the sþ


substituent constants,[45] as described previously.[5,6]. The DGz/
DHz/DSz versus sþ plots of the reactions of benzyl substrates
often have two linear components, separately for compounds
with e-w and e-d substituents, with a break at sþ� 0. The data for
the unsubstituted compound seem to belong to both lines. In
these cases, the dDGz, dDHz, and dDSz reaction constants were
calculated by use of Eqn 1, separately for compounds bearing e-w
and e-d substituents.


SUPPLEMENTARY MATERIAL


Optimized bond lengths, atomic charges, bond angles, torsion
angles, calculated total energies, sums of electronic and
thermal free energies and enthalpies, entropies of formation,
and number of imaginary frequencies are listed in the
Supplementary Material, available in Wiley-Interscience.
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P. Piskorz, I. Komáromi, R. L. Martin, D. J. Fox, T. Keith, L. A.
Al-Laham, C. Y. Peng, A. Nanayakkara, M. Challacombe, P. M. W.
Gill, B. Johnson, W. Chen, M. W. Wong, C. Gonzalez, J. A. Pople,
Gaussian 03, Revision C.02, Gaussian, Inc., Pittsburg, PA.
2003.


[38] J. Tomasi, M. Persico, Chem. Rev. 1994, 94, 2027–2094.
[39] E. Cancès, B. Mennucci, J. Chem. Phys. 2001, 114, 4744–4745.
[40] D. M. Chipman, J. Chem. Phys. 2000, 112, 5558–5565.
[41] D. A. McQuarrie, J. D. Simon, Molecular Thermodynamics, University


Science Books, Sausalito, CA, 1999.
[42] http://www.gaussian.com/g_whitepap/thermo/thermo.pdf
[43] a) S. W. Benson, F. R. Cruickshank, D. M. Golden, G. R. Haugen, H. E.


O’Neal, A. S. Rodgers, R. Shaw, R. Walsh, Chem. Rev. 1969, 69,
279–290; b) S. W. Benson, Thermochemical Kinetics, Wiley, New York,
pp. 19–72.


[44] CRC Handbook of Chemistry and Physics (Ed.: D. R. Lide), CRC Press,
Boca Roton, 1995, Chap. 5-4.


[45] C. Hansch, H. Leo, R. W. Taft, Chem. Rev. 1991, 91, 165–195.

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc


6
1








Research Article


5
2
4


Received: 9 July 2007, Revised: 1 October 2007, Accepted: 2 October 2007, Published online in Wiley InterScience: 21 January 2008

(www.interscience.wiley.com) DOI 10.1002/poc.1289

Kinetics and mechanism of the reaction
between 4-hexadecylbenzenediazonium ions
and vitamin C in emulsions: further evidence
of the formation of diazo ether intermediates
in the course of the reaction
Marı́a José Pastoriza-Gallegoa, Alejandra Fernández-Alonsoa,
Sonia Losada-Barreiroa, Verónica Sánchez-Paza and Carlos Bravo-Dı́aza*
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The kinetics and mechanism of the reaction between hydrophobic 4-hexadecylarenediazonium ions, 16-ArNR
2 and


vitamin C, VC, in a model emulsion prepared by mixing octane, acidic (HCl) water and the non-ionic surfactant
hexaethyleneglycol monododecyl ether, C12E6, were investigated. Because emulsions are opaque, linear sweep
voltammetry, LSV, was employed to monitor the reaction. Voltammograms of 16-ArNR


2 in emulsions show two
reduction peaks as in aqueous systems. The half-life for the spontaneous decomposition of 16-ArNR


2 in the emulsion
was estimated as t1/2¼ 14.5 h at T¼ 25 -C. Upon addition of VC to the system, the first reduction peak of 16-ArNR


2
disappears almost immediately and a new reduction peak is detected at Ep¼S0.25V. Electrochemical titration of
16-ArNR


2 shows that the new peak corresponds to the formation of a 1:1 adduct. The iP(Ep¼S0.25V) values can be
linearly correlated with [16-ArNR


2 ] and the observed rate constants, kobs, were determined by fitting the (ip, t) data to
the integrated first order equation. The variation of kobs with [VC] follows a saturation kinetics profile, consistent with
the formation of an intermediate in a pre-equilibrium step. All the evidence is consistent with a reaction mechanism
comprising two competitive pathways, the spontaneous DNRAN mechanism and the unimolecular decomposition of
a transient diazo ether (DE) formed in a pre-equilibrium step. The data allowed estimations of the interfacial rate
constant for the reaction between 16-ArNR


2 and VCS but did not allow the determination of the equilibrium constant
for the DE formation. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Arenediazonium salts, ArNþ
2 X�, constitute an important class of


organic compounds because of the wide variety of chemical
processes that they may undergo just by making slight changes
in the reaction conditions.[1–5] For instance, the reaction of
4-nitrobenzenediazonium ions in aqueous acid follows first-order
kinetics with a half-life t1/2¼ 1383min at T¼ 50 8C, with
4-nitrophenol as the main dediazoniation product, but when
the reaction is carried out in a 10% MeOH/H2O (v:v) mixture,
non-first-order kinetics are obtained with t1/2� 6min and the
main dediazoniation products are 4-nitrobenzene and 4,40


dinitrobiphenyl, suggestive of a radical mechanism.[6]


ArNþ
2 X


� are mostly obtained by diazotization of primary
amines with NOþ donors.[3,5,7] When the counterion X� is a halide
ion, special precautions must be taken when manipulating them
because they are potentially dangerous; they may be extremely
shock-sensitive, especially when completely dry and may
detonate.[7–9] This low stability of arenediazonium salts has been
a limiting factor to quantitative investigations of their chemical
properties, and the usual procedures involved the preparation of
arenediazonium salts in vitro immediately prior to their use in a
variety of chemical processes.[7] The explosive character is
diminished when prepared by employing high molecular weight

g. Chem. 2008, 21 524–530 Copyright �

complex anions, for example, X�¼ BF�4 , leading to a significant
improvement in their use and manipulation because they can be
stored safely under proper conditions for a long time with
negligible decomposition,[10,11] and in fact some of them are
commercially available. The synthesis of arenediazonium
o-benzenedisulfonimides[12] and arenediazonium trifluoroace-
tates[13] has also been proposed because of their significant
stability under proper storage conditions.
In addition to the well-recognized importance in synthetic and


azo dye chemistry, their role in carcinogenic and mutagenic
processes is being explored[14–16] and new and interesting
applications of arenediazonium salts are emerging. For instance,
the oxidizing properties of ArNþ


2 ions have been exploited to
modify carbon surfaces creating nanotubes, biosensors and
coatings.[17,18] Other current usages exploit the unique charac-

2008 John Wiley & Sons, Ltd.
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teristics of the reaction between ArNþ
2 ions and weakly basic


nucleophiles to probe interfacial compositions of colloidal
aggregates.[19]


We are currently determining the distribution of polar organic
molecules in emulsified systems by using arenediazonium ions as
chemical probes.[20,21] Knowledge of antioxidant distribution in
food emulsions is important because the efficiency of antiox-
idants in inhibiting lipid peroxidation depends, among others, on
their distribution within the different regions of the system.[21–23]


We are specially interested in natural antioxidants such as vitamin
C, VC, because it is an essential micronutrient for man with many
biological roles,[24,25] showing a powerful antioxidant activity
both directly via scavenging reactive oxygen species (ROS) and
indirectly through regeneration of other antioxidant systems
such as a-tocopherol (vitamin E).[26–28]


Ascorbate ions (VC�) have been used[29,30] to promote
dediazoniation of ArNþ


2 in the presence of intentionally added
metal ions like Cuþ2, and Doyle et al.[31] reported that VC reacts
with 4-X—C6H4—Nþ


2 (X¼—NO2, —Cl and —NHC6H5) to yield
stable compounds whose structures have been spectroscopically
identified as 3-O-arenediazoascorbic acids (diazo ethers). In
contrast, Reszka and Chignell[32] have recently found that
reaction of 4-X—Ph—Nþ


2 (X¼—NO2, p-Cl, —Br, —OMe,
—N(Et)2) with H2A under similar conditions (pH¼ 7) generate
aryl radicals. In previous studies on natural food systems, we
reported a novel method to determine VC in freshly prepared
orange juice based on the accelerating effect of VC on the
dediazoniation of 3-methylbenzenediazonium ions[33] and in
subsequent work we investigated the mechanism of the reaction
in aqueous and micellar systems and modelled the observed pH
dependence.[34–37]


In the continuation of the preceding work, and to expand the
current knowledge on the reactivity of ArNþ


2 ions with natural
antioxidants, we have undertaken a kinetic study of the reaction
between the hydrophobic 4-hexadecylbenzenediazonium ions,
16-ArNþ


2 and VC in an emulsified system prior to exploring their
distribution in model food emulsions. The chemical structures of
the emulsifier C12E6, 16-ArN


þ
2 and VC are given in Scheme 1.


Emulsions, or macroemulsions, represent a major group of
colloidal systems which are present either as end-product or
during the processing of products in a huge range of
technological areas including the food, agrochemical, pharma-
ceutical, cosmetic, paint and oil industries, among others.[38,39]


Salad dressings, mayonnaise, milk, hand lotion and paints are all
familiar examples of emulsions. Because of the size of the
droplets, emulsions are opaque and thus common spectroscopic

HO


O


H3C(H2C)10H2C


6


C12E6


O O


HO OH


HO


HO


vitamin C


Scheme 1. Chemical structures of the non-ionic surfactant hex
4-hexadecylbenzenediazonium ion (synthesized as tetrafluoroborate
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techniques such as UV–VIS cannot be employed to monitor
reactions and special protocols need to be developed. In the
present work, we exploited the electrochemical characteristics of
arenediazonium ions to investigate further their reactions in
opaque systems by employing linear sweep voltammetry, LSV,
which allows real-time monitoring of electroactive analytes.
Previous electrochemical work provides a solid groundwork for
the use of arenediazonium ions as electrochemical probes in a
variety of systems.[37,40–42]


In addition to the kinetics and mechanism of the reaction, the
study may be pertinent to the food industry due to the extensive
use of VC as a natural antioxidant and of some interest to
biochemists. ArNþ


2 ions may behave as strong oxidizing agents
undergoing homolytic fragmentation to produce aryl radicals
upon reacting with relevant electron donors including antiox-
idants such as tert-butyl hydroquinone,[43] and there is good
evidence that the ability of arenediazonium ions to generate
radicals may be responsible, to some extent, for the mutagenic
and carcinogenic properties of aromatic diazonium com-
pounds.[32,44,45–49]

EXPERIMENTAL


Instrumentation


Voltammograms (LSV) were obtained on an Autolab Eco Chemie,
model PGSTAT10, attached to a Metrohmmodel 663 Stand, and a
computer for data manipulation and storage. The multimode-
working electrode was used in the DME mode. The three-
electrode systemwas completed bymeans of a glassy carbon rod
(2� 65mm) auxiliary electrode and an Ag/AgCl (3M KCl)
reference electrode. All potentials given hereafter will be relative
to above mentioned Ag/AgCl electrodes.

Materials


Octane, VC and the materials employed in the preparation of
4-hexadecylbenzenediazonium tetrafluoroborate were of the
maximum purity available (Aldrich). The non-ionic surfactant
hexaethylene glycol monododecyl ether, C12E6, density¼ 1 g/ml,
was purchased from Fluka (98%). Diluted HCl solutions were
prepared from concentrated HCl (Riedel de Häen) and its
concentration was determined by means of potentiometric
measurements. All solutions were prepared with Milli-Q grade
water.

N2
+


4-hexadecylbenzenediazonium, 16-ArN2
+


aethyleneglycol monododecyl ether, C12E6, the hydrophobic
) and vitamin C
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Figure 1. (A) Typical voltammogram (LSV) of 16-ArNþ
2 in a 1:1


(v:v) octane to water ([HCl]¼ 3mM) emulsion containing 0.05 g
of C12E6 showing the first reduction peak. The dashed line is the
voltammetric signal of the emulsion (background signal). (B)
Variation of ip(Ep¼�0.07 V) with time for the spontaneous
decomposition of 16-ArNþ


2 in a 1:1 oil to water (v:v) emulsion.
T¼ 25 8C, Ei¼ 0.00 V; DE¼�2mV; v¼ 0.5 V/s
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4-Hexadecylbenzenediazonium tetrafluoroborate, 16-ArNþ
2


BF�4 , was prepared from 4-hexadecylaniline (Sigma) following a
standard non-aqueous procedure as described elsewhere.[11]


Stock 16-ArNþ
2 BF�4 solutions were prepared in acetonitrile


and kept in the dark at low temperature to minimize its
decomposition.


Emulsion preparation


Emulsions of 1:1 and 2:3 octane-to-water volume ratio (10ml)
were prepared in a beaker by mixing together with a magnetic
stirrer bar 5ml of octane, 5ml of aqueous 3mM HCl and 4ml of
octane and 6ml of aqueous 3mM HCl, respectively, and a
weighed amount of the emulsifier C12E6. A single aqueous stock
solution of 3mM HCl (pH¼ 2.55), obtained by diluting
concentrated reagent grade HCl, was used to prepare all the
emulsions to keep aqueous phase acidity the same in all runs.
Freshly prepared emulsions were transferred to the pre-
thermostated (25 8C), covered, electrochemical cell. N2 gas
(99.999%) was used to purge the emulsion for at least 30min
while thermostating. Magnetic stirring was maintained during
the purging and throughout the reaction to minimize phase
separation and to ensure rapid mixing of all added reactants. No
phase separation was observed for at least 3 h at room
temperature.


Methods


Kinetic data were obtained by employing LSV. Voltammograms of
16-ArNþ


2 in emulsions of different oil-to-water ratios show two
reduction peaks, in keeping with previous electrochemical
results.[33,37,40] The first one, Fig. 1A, appears at Ep��0.07 V
and is associated with the transfer of one electron. It was first
proposed[50–53] that the reduction of ArNþ


2 ions leads to the
formation of the arenediazenyl radical, ArN:


2, but recent work by
Andrieux and Pinson[54] showed that there are no diazenyl
radicals involved in the reduction of ArNþ


2 in acetonitrile. The
second reduction peak (not shown in Fig. 1A for the sake of
clarity) appears at Ep��1.2 V and is associated with a 3e�/3Hþ


uptake to yield finally the corresponding arylhydrazine,
ArNHNH2.


[53] The effects of experimental (concentration,
temperature, pH, etc.) and instrumental (scan speed, initial
potential, and so forth) parameters on the peak potential of the
first reduction peak of 16-ArNþ


2 were investigated (data not
shown) and small variations in the reduction peak potential of
16-ArNþ


2 , lower than 0.05 V, were detected. These small changes
in the Ep values of a given analyte are commonly observed in
electrochemical studies.[40,55,56]


The reactions of 16-ArNþ
2 with VC in emulsions were carried out


as follows. Once the freshly prepared emulsion was thermostated
and degassed in the electrochemical cell, an aliquot (50–100ml)
of a recently prepared aqueous acid VC solution was incorporated
into the emulsion and the mixture was degassed again for
another 3min. The reaction was initiated by adding an aliquot
(10–50ml) of a freshly prepared 16-ArNþ


2 BF
�
4 solution and the


reaction was monitored electrochemically by collecting voltam-
mograms of the reaction mixture at convenient times. In all runs,
the final VC concentration was at least 10 times higher than that
of 16-ArNþ


2 BF
�
4 . The variations in the peak current (refer to Section


‘Results’) with time were obtained from the voltammograms and
fitted to the integrated first order Eqn (1). Linear relationships
were obtained for at least 3 t1/2 with typical correlation

www.interscience.wiley.com/journal/poc Copyright � 2008

coefficients higher than 0.998. Duplicate or triplicate runs gave
kobs values with deviations lower than 7%.


ln
ðipÞt � ðipÞ1
ðipÞ0 � ðipÞ1


¼ �kobst (1)


RESULTS


Stability of 16-ArNR
2 in octane-water-C12E6 emulsions


Prior to studying the kinetics of the reaction with VC, the stability
of 16-ArNþ


2 in 1:1 and 1:4 octane-to-water emulsions was checked

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 524–530
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Scheme 2. (A) Basic representation of the DNþAN dediazoniation mechanism. (B) Proposed mechanism for the reaction between
arenediazonium ions and vitamin C comprising two competitive mechanisms, the DNþAN pathway and the unimolecular decompo-
sition of the transient diazo ether DE formed in a pre-equilibrium step. Refer to text for details


Figure 2. Effects of addition of increasing amounts of VC on the
reduction peaks of 16-ArNþ


2 in a 2:3 octane/water([HCl]¼ 3mM)
containing 0.08 g C12E6 showing the disappearance of the
reduction peak of 16-ArNþ


2 and the formation of a new one,
not previously detected, at Ep��0.25 V, refer to text for further
details. Voltammograms were obtained just after addition of VC.
T¼ 25 8C, [16-ArNþ


2 ]¼ 2.5� 10�4M, [VC]¼ 0–3.4� 10�4M


REACTION OF HEXADECYLBENZENEDIAZONIUM IONS WITH VITAMIN C IN EMULSIONS


5


by monitoring the variation in the peak current of the first
reduction peak with time. Figure 1B shows that, in a 1:1 emulsion,
ip(Ep��0.07 V) decreased by 17% within 4 h. Romsted and
coworkers[57,58] showed that 16-ArNþ


2 ions trap the —OH groups
of non-ionic surfactants via spontaneous decomposition of
16-ArNþ


2 , which generates, in the rate-determining step, an aryl
cation that further reacts with the –OH group yielding the
corresponding alkyl aryl ether, that is, through the DNþAN


mechanism, Scheme 2A. Because octane does not react with
ArNþ


2 ions and there are no potential reducing agents present in
the emulsion, one can assume that the spontaneous decompo-
sition of 16-ArNþ


2 in the emulsion takes place through the
well-established DNþ AN mechanism, that is, rate-determining
formation of a highly unstable aryl cation that further reacts with
any nucleophile available in its solvation shell, Scheme 2A, and a
value for the spontaneous decomposition of 16-ArNþ


2 in the
emulsified system of t1/2� 14.5 h can be estimated. Similar results
were obtained when employing a 1:4 emulsion, suggesting that
the oil-to-water ratio has little effect on kobs for the spontaneous
decomposition, in keeping with the extraordinary insensitivity of
heterolytic dediazoniations to changes in solvent polarity.[5]


Effects of added [VC] on the electrochemical
behaviour of 16-ArNR


2


Addition of ascorbic acid to the emulsion leads to the almost
immediate disappearance of the peak at Ep��0.07 V and the
appearance of a new one, not previously detected, at
Ep¼�0.25 V, Fig. 2. The results are consistent with previous
electrochemical results in aqueous and micellar solutions, where
the detection of a new reduction peak was unambiguously
associated to the formation of a transient diazo ether (DE) such as
that shown in Scheme 2B between ArNþ


2 and the monobasic
form of VC.
Electrochemical titration of 16-ArNþ


2 , Fig. 3A shows that the
peak current at Ep¼�0.07 V decreases upon increasing [VC] with
a concomitant increase in the peak current of the new reduction
peak at Ep¼�0.25 V, so that when [VC]¼ [16-ArNþ


2 ], the
reduction peak of 16-ArNþ


2 is not detected and the current of
the new reduction peak levels off. The data, therefore, are

J. Phys. Org. Chem. 2008, 21 524–530 Copyright � 2008 John W

suggestive of the formation of a 1:1 adduct between 16-ArNþ
2 and


VC. The relationship between the current ip of the reduction peak
at Ep¼�0.25 V and [16-ArNþ


2 ] is linear (correlation coefficient>
0.997), Fig. 3B, and the reaction between 16-ArNþ


2 and VC was
studied by monitoring the changes in its peak current with time,
refer to Experimental section.


Effects of [VC] on kobs


As shown in Figs 3 and 4, addition of VC leads to the almost
immediate disappearance of the reduction peak of 16-ArNþ


2 at
Ep��0.07 V and the detection of a new voltammetric peak at
Ep��0.25 V. Therefore, the reaction was monitored by measur-
ing the variations of ip(Ep¼�0.25 V) with time and the
corresponding kobs values were obtained by fitting the (ip, t)
pairs of data to Eqn (1). As the reaction proceeds, ip(Ep��0.25 V)
decreases with time and becomes constant when the reaction is
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Figure 3. (A) Variation in the peak currents of the voltammo-
grams obtained at constant [16-ArNþ


2 ] upon increasing [VC], refer
to Fig. 2. Voltammograms were registered immediately after
addition of the aliquots of VC. T¼ 25 8C, [16-ArNþ


2 ]¼ 3.2� 10�4.
10�4. (B) Calibration plot showing the linear relationship between
ip (Ep¼�0.25 V) and [16-ArNþ


2 ]. T¼ 25 8C, [VC]¼ 1.05� 10�2M


Figure 4. (A) Typical kinetic run obtained in a 2:3 octane to
water ratio emulsion obtained by monitoring the disappearance
of the reduction peak at Ep¼�0.25 V (%) and linear plot (a)
obtained by fitting the corresponding (ip, t) data to the integrated
first-order equation. (B) Variation in kobs upon increasing [VC].
Emulsion composition: 4ml octane, 6ml water (HCl, pH¼ 2.0)
and 0.066 g C12E6. [16-ArN


þ
2 ]� 2.6� 10�4M, T¼ 25 8C
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complete. Figure 4A shows a typical example of a kinetic run in a
2:3 emulsion.
The variation of kobs with [VC] follows a saturation kinetics


profile, Figure 4B, consistent with a mechanism involving the
formation of an intermediate that further decomposes in the
rate-limiting step. For a given [VC], kobs values increase upon
increasing pH by a factor of 3 on going from pH¼ 2.0 up to 2.5,
suggesting that the reactive species is the ascorbate ion, in
keeping with the results obtained in aqueous solution.

DISCUSSION


Electrochemical results in Figs 2 and 3, the saturation kinetics
observed in Fig. 4 and the dependence of kobs with the pH

www.interscience.wiley.com/journal/poc Copyright � 2008

suggest that a mechanism similar to that proposed in aqueous
acid and in micellar solutions is operating. These results can be
interpreted in terms of the proposed mechanism indicated in
Scheme 3.
Conceptually, emulsions can be divided in three different


regions: the oil, aqueous and interfacial region where the
emulsifier is located. Because 16-ArNþ


2 has a long hydrophobic
chain (C16H33) and a cationic head group, it is insoluble both in
water and oil,[19–21] and the reactive diazonium group is located
in the interfacial region. On the other hand, ascorbate ions should
only partition between the water and interfacial regions.
Therefore one would expect that negligible reaction occurs with
VC in the oil and water regions, that is, the reaction takes place
exclusively in the interfacial region. According to Scheme 3, the
rate of the reaction is given by Eqn (2).


v ¼ kIðDEIÞ ¼ kIKð16� ArNþ
2 IÞðVC�


I Þ (2)


where the subscript I denotes the interfacial region, kI is the
interfacial rate constant for the unimolecular decomposition of
deformed adduct DE, and the parentheses ( ) indicate concen-
tration in moles per litre of the volume of a particular region.
Concentrations in terms of the total volume of the emulsion,
denoted in brackets [ ], can be obtained by multiplying the
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Scheme 3. Proposed reaction mechanism between 16-ArNþ
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and VC in emulsions


Figure 5. Double reciprocal plot according to Eqn (4) for the
reaction between 16-ArNþ


2 and VC in an emulsion. Experimental
conditions as in Fig. 4
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concentrations in moles per litre of a particular region by the
volume of that region, that is, [16-ArNþ


2 T]¼ (16-ArNþ
2 I) FI, where


FI is the volume fraction of the interfacial region, which is equal
to the volume of emulsifier employed divided by the total
emulsion volume.[21] By considering the corresponding mass
balances and the ionization equilibrium of VC, the observed rate
constant is given by Eqn (3)


kobs ¼
kw þ kIB½VCT �
1þ B½VCT �


(3)


where kw is the rate constant for the spontaneous decomposition
of 16-ArNþ


2 in the interfacial region, ki is the rate constant for the
decomposition of the formed DE and B is a parameter that
contains a combination of the equilibrium constant for the
formation of the DE, K, the partition constant of VC, PIW and the
ionization constant, Ka, of VC and the acidity of the aqueous
phase.
Because the thermal decomposition is negligible compared


with the reaction through the complex, that is, kw n kI B[VCT],
Eqn (3) can be rearranged to Eqn (4),


1


kobs
¼ 1


kI
þ 1


BkI½VCT �
(4)


which predicts that a plot of 1/kobs versus 1/[VCT] should be
linear. Figure 5 shows such linear dependence, from where one
can obtain the values for the unimolecular decomposition of
the DE, kI¼ (5� 0.1)� 10�4 s�1 and B¼ (10� 1)� 103.
No direct comparison with reported rate constants for the


unimolecular decomposition of the DE can be done because of
the different experimental conditions employed; however, the
obtained value is lower than those reported for the reaction
between 3-methylbenzendediazonium ions and a number of
6-O-alkyl-L-ascorbic acid derivatives in aqueous and micellar
systems.[34–36]


As noted, the parameter B contains a combination of
equilibrium constants, some of them currently unknown.
Different methods to estimate partition constants in binary
alcohol-water and oil-water systems are currently available,[59,60]


most of them based on the determination of the concentration of
the analyte of interest in each region, but the physical
impossibility of separating the interfacial region from the

J. Phys. Org. Chem. 2008, 21 524–530 Copyright � 2008 John W

aqueous or organic ones precludes their use, and new altern-
atives need to be considered.[20,21] Therefore, the lack of reliable
values for the partition constant PIW of VC� between the aqueous
and interfacial region prevents estimations of the equilibrium
constant for DE formation K.
DEs such as that shown in Scheme 3 are rarely formed as stable


compounds,[5] and as discussed elsewhere,[36,37,61,62] it is believed
that they are initially formed as the Z-DE isomer (kinetic control
product) which further decomposes through twomain pathways:
an homolytic fragmentation pathway leading to reduction
products (i.e. 16-ArH), and an isomerization pathway leading
to the thermodynamically stable E-DE.

CONCLUSIONS


As final remarks, we would like to stress that we have been able to
analyse the kinetics and the mechanism of the reaction between
a hydrophobic arendiazonium ion, 16-ArNþ


2 , and VC in an opaque
emulsified system. The results obtained are consistent with a
mechanism comprising two competitive reaction pathways, the
spontaneous DNþAN mechanism and a rate-determining
decomposition of a DE intermediate formed in a pre-equilibrium
step. The DE was detected experimentally by electrochemical
titration of 16-ArNþ


2 showing that a 1:1 adduct is formed.
Evidence was also obtained from the analyses of the variation of
kobs with [VC], which follows a saturation kinetics profile.
Formation of intermediates of the DE type is not uncommon,
and were experimentally detected in the course of reactions with
different alcohols in aqueous, micellar and macromolecular
solutions.[6,34–37,42,62]


The results are in line with previous investigations concluding
that the reaction mechanism in aqueous and in micellar systems
is the same. Either addition of surfactants to the system or
addition of hydrocarbon tails to the C6 carbon atom of the
ascorbic acid moiety does not change the mechanism of the
reaction.[35,36]


Our results are suggestive of VC� ions partitioning into the
interfacial region of the emulsions even though it is a very
water-soluble antioxidant as shown by the rate enhancements
obtained upon increasing [VC]. Different studies conclude that
the activity of a given antioxidant in food systems depends not
only on the environmental pH but also on a number of factors
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including its partitioning between the different regions of the
system, making such an evaluation of the antioxidant activity a
difficult task.[22,63,64] The results may be of some importance to
the food and pharmaceutical industries. Oxidation of lipid-
bearing foods such as vegetable oil, mayonnaise and spreads
causes flavour deterioration. Oxidation of lipids not only
produces rancid odours and flavours, but can decrease the
nutritional quality and safety by the formation of secondary
products in foods and by depleting the level of potentially
beneficial polyunsaturated fatty acids. [22,65,66]
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Romero, E. Bravo-Dı́az, C. Adv. Colloid. Interf. Sci. 2006, 123–126,
303–311.


[22] Frankel, E. N. Meyer, A. S. J. Sci. Food Agric. 2000, 80, 1925–1941.
[23] McClemments, D. J. Decker, E. A. J. Food Sci. 2000, 65, 1270–1282.

www.interscience.wiley.com/journal/poc Copyright � 2008

[24] Griffiths, H. R. Lunec, J. Environm. Toxicol. Pharm. 2001, 10, 173.
[25] Padayatty, S. J. Katz-Arie, W. Y. Eck, P. Kwon, O. Lee, J. H. Chen, S. Corpe,


C. Dutta, A. Dutta, S. Levine, M. J. Am. Coll. Nutr. 2003, 22, 18.
[26] Liu, Z. L. Antioxidant activity of vitamin E and vitamin C derivatives in


membrane mimetic systems, in Bioradicals Detected by ESR Spec-
troscopy. Ohya-Nishiguchi, (Ed.: Packer L.), Birkhäuser, Verlag Basel,
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INTRODUCTION


Naphthoquinone derivatives have been investigated for many
years due to the plenitude of natural products containing this
functional group and the importance of these compounds in
biological andmedicinal research.[1] From a chemical perspective,
we are interested in the synthesis and activity of derivatives of
naphthoquinones. The chemistry of these compounds is
surprisingly complex;[2] we are investigating the use of the
naphthoquinone group as a sensitive controller of selectivity.
However, there is a paucity of recent studies that relate the
structure of these compounds to their reactivity.[3]


An important derivative of 1,4-naphthoquinone is 2-
hydroxy-1,4-naphthoquinone or lawsone (compound 1 in
Fig. 1). This compound is a natural product extracted from
henna (Lawsonia alba or Lawsonia inermis).[4] The structure of
lawsone has been analyzed by X-ray crystallography[5] and
theoretical calculations.[6,7] All the data indicate that among
the possible tautomeric forms, the structure with the
1,4-naphthoquinone group is the most stable by at least
10.3 kcal/mol (¼43.0 kJ/mol) over the 1,2-naphthoquinone con-
gener (the trione system is less stable but probably exists an
equilibrium with the other tautomers in solution). This stability is
due to the cancellation of the dipole moments of the carbonyl
groups, combined with an intramolecular hydrogen bond, in the
1,4-isomer. This preference is confirmed in the IR spectrum
(experimental data indicative of the intramolecular H-bond)[7]


and in the UV spectrum that is influenced by the polarity and
proticity of the solvents.[8,9]


We have developed new synthetic methods for the preparation
of derivatives of lawsone and wished to further investigate
the relation between our observations of the chemistry and
spectroscopy of these compounds in the laboratory with the
theoretical structure and properties calculated using modern
computational chemistry programs. In this paper, we will show
how the structure of naphthoquinones can be used to predict and
explain the results of our experimental investigations about these
compounds. We will be using the standard density functional
theory (DFT) hybrid functional B3LYP[10–12] to calculate the
minimized structure, the electronic properties, and the related
descriptors according to the hard and soft acids and bases (HSAB)
principle.

g. Chem. 2008, 21 1022–1028 Copyright

RESULTS AND DISCUSSION


2-Acetoxy-1,4-naphthoquinone (lawsone acetate)


We first investigated the acyl derivatives of lawsone, of which
2-acetoxy-1,4-naphthoquinone (lawsone acetate) is the most
common member (compound 2). The possibility of using
acylnaphthoquinones as acyl transfer reagents (active esters)
would be an interesting proposal.[13] Two questions are
important to answer to have an efficient reagent: (1) Is the
reagent reactive enough thermodynamically to transfer com-
pletely the acyl group to an external nucleophile? and (2) Is the
reagent reactive enough kinetically to transfer the acyl group
rapidly without engendering instability?


The first question about the thermodynamic reactivity can be
predicted using the pKa of the leaving group, in this case
lawsone. The experimental value for the pKa of lawsone has been
measured at 3.98,[14] which would indicate that the acetyl
derivative 2 should bemore reactive than acetic anhydride 3. This

� 2008 John Wiley & Sons, Ltd.







Figure 1. The structure and tautomeric forms of lawsone
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reactivity is further illustrated if one considers this group as a
vinylogous[15] anhydride (Fig. 2).
To predict the kinetic reactivity of these compounds, we


studied the lowest energy conformation of 2 with the idea that
from the structure and electronic properties we can intuit
information about the reactivity. Also, the structural details
should enable us to predict which derivatives are more stable or
more reactive. We used the GAMESS[16] suite of programs to
optimize the structure, which was checked by vibrational analysis
(Hessian matrix), and MacMolPlt[17] to visualize the results of the
calculations. The hybrid DFT B3LYP/6-31G* level of theory was
used, which is an acceptable compromise between speed and
accuracy for a molecule of this size.
Figures 3 and 4 are the results of this optimization. Most


anhydrides (and esters) have a planar structure of the alkyl group
relative to the carbonyl group.[18] However, freezing the dihedral
angle of the acetate group to lie in the plane of the
naphthoquinone ring does not reveal the global minimum
(Fig. 3). When either of the planar structures is allowed to fully
relax, the final minimum structure places the carbonyl group not
quite perpendicular to the ring (the optimal dihedral angle
between the acetate and the double bond is �1188).
As can be seen best in Fig. 4, the acetate group is not coplanar


with the pi system of the ring. With this ‘twisted system’[19] is
predicted that, because of the lack or diminution of the orbital
overlap between the oxygen and the pi system, the resonance
stability usually seen in esters is absent. In general, this torsion
should increase the electrophilicity of the carbonyl.
However, close inspection of the Space Filling model in Fig. 4


shows that there is another effect that should influence the
reactivity of the acetate group. In this perspective, one sees that
the carbonyl group at C1 in the naphthoquinone ring is blocking
one face of the acetate. In a nucleophilic attack on the carbonyl
along the Bürgi–Dunitz angle,[20] the kinetic reactivity is
predicted to be halved since only one face is open to attack.

Figure 2. The comparison of an anhydride and lawsone acetate as a


vinylogous anhydride


J. Phys. Org. Chem. 2008, 21 1022–1028 Copyright � 2008 Joh


1


We describe this model as thermodynamically activated but
kinetically deactivated.
This activity is seen experimentally. Lawsone acetate (2) can be


recrystallized from ethanol without much decomposition, and is
resistant to hydrolysis (our experimental data suggest it is more
stable in water than p-nitrophenol acetate with a pKa of the
leaving group of 7.1). These properties highlight the advantages
of 2 as an acyl transfer reagent – it is a crystalline solid that can be
stored and transferred without special conditions to exclude
water. However, we have observed[21] that in the presence of
catalytic amounts of Brønsted acids or (preferably) Lewis acids,
the acetate group is transferred rapidly (Scheme 1).
To explain the catalysis by acids, we considered first which


interactions occur between the substrate and the acid, and then
what changes occur in the intermediates. The Highest Occupied
Molecular Orbital (HOMO) at the optimized geometry was
examined (Fig. 5) to provide a guide to the most basic site in the
molecule. Although this is a Kohn–Sham orbital, the similarity to
the familiar Hartree–Fock orbitals is well known.[22] The HOMO is
clearly localized on the O4 carbonyl oxygen, which indicates that
a soft–soft interaction with the acid would prefer this site. The
Lowest Unoccupied Molecular Orbital (LUMO) (not shown) is
delocalized throughout the quinone system, which may explain
the reluctance of nucleophilic attack without catalysis.
The molecular electrostatic potential (MEP) is also shown


(Fig. 6). Whereas there is no clear electron-poor site (dark blue),
close inspection shows the O4 has the most basic site (red). The
Lewis acid coordinates to the more basic carbonyl oxygen and
activates the system.
Our hypothesis for the kinetic activation of lawsone acetate


using acids is shown in Scheme 2. After coordination of the acid
at the C4 carbonyl, the acetate carbonyl becomes more reactive
toward nucleophilic attack. A possible explanation for this
activation is shown by the resonance structure shown in
Scheme 2 or by using the vinylogous principle in analogy to
the activation of an anhydride carbonyl by the addition of a Lewis
acid.
To provide more evidence for this activation, the structure of


protonated lawsone acetate was calculated, again using B3LYP/
6-31G*. The proton acts as the simplest Lewis acid for this model.
A comparison of the Lowdin atomic charges measured at various
carbons (Fig. 7) between the neutral and protonated species
show a change in positive charge at the C4 carbonyl, the C2
carbon, and the acetate carbon. Attempted protonation at other
sites (C1 carbonyl, acetate carbonyl) led to structures that were
not minimum on the energy surface. These data confirm the
prediction (Scheme 2) of the details of how lawsone acetate can
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Figure 3. Comparison of planar and fully optimized structures


Figure 4. Optimized calculated geometry (B3LYP/6-31G*) for lawsone acetate (2). (A) Line drawing, (B) ball & stick, and (C) space filling


Scheme 1. Reactivity of lawsone acetate with alcohols
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be utilized as an acyl transfer agent but show a limitation to the
reagent since the catalyst activates different sites in the molecule.


Alkylation of lawsonate anion


Deprotonation of lawsone forms the lawsonate anion (4,
Scheme 3), where the negative charge is delocalized among
the O2 to O4 atoms. The lawsonate anion is a multident
nucleophile and has caused problems in the regioselectivity of its
alkylation.[23] It is possible to form various products (Scheme 4) in

Figure 5. The HOMO of lawsone acetate calculated at the level B3LYP/


6-31G*
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the presence of an alkylating agent. Furthermore, if the reaction
proceeds under forcing conditions, the products of multiple
alkylation are conceivable and are observed experimentally. We
wished to determine the optimal conditions to control the
regioselectivity of the reaction of the lawsonate anion with
electrophiles.
It is well known that the regioselectivity of alkylation of simple


enolates can be controlled using different experimental

Figure 6. The molecular electrostatic potential mapped on the total


electron density (0.002 e/Bohr3)
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Scheme 2. Activation of lawsone acetate by Lewis acids


Scheme 3. Protonated and deprotonated forms of lawsone


Figure 7. Atomic charges at select atoms in the optimized structures.


(A) Lawsone acetate with Lowdin charges and (B) Protonated lawsone


acetate with Lowdin charges
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conditions.[24,25] This selectivity has been explained using the
HSAB principle,[26,27] and DFT calculations[28–31] on simple
enolates support this explanation.
Within the conceptual DFT framework, it is possible to quantify


these effects.[32,33] First, it is possible to define the chemical or

Scheme 4. Possible products of alkylation of the lawsonate ion
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global hardness (h) in terms of the ionization potential (IP) and
electron affinity (EA), which can be approximated by the
calculated energies of the different species as lawsonate gains
or loses an electron (Eqn (1) and Fig. 8).[34] The optimized
geometry of the anion is used in the calculations of the energies
of all species (without taking into account the zero point
energies).[34]


h ¼ IP� EA � Eradical � Eanionð Þ � Eanion � Edianionð Þ (1)


More importantly for enolates, the global softness (S) can be
defined as the reciprocal of the global hardness (Eqn (2)).[35] This
value is related to the overall polarizability of the molecule.


S ¼ 1
h (2)


The nucleophilic condensed Fukui function[36] ( f�k ) for each
nucleophilic atom k in the molecule can then be calculated using
the atomic charges (qk) in the enolate anion and the radical
(Eqn (3)).


f�k ¼ qkðanionÞ � qkðradicalÞ (3)


The local softness (s�k ) for each nucleophilic atom k is then
determined using Eqn (4). Both the local softness and the Fukui
function indicate the relative reactivity among the different
negatively charged atoms.


s�k ¼ f�k S (4)


Finally, Roy et al.[37,38] recommend using the index of relative
nucleophilic softness at the atoms k to take into account electron
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Figure 8. Species derived from lawsone used in the calculations


Figure 9. Optimized calculated geometry (B3LYP/6-31þG*) for lawsonate anion. (A) Line drawing, (B) ball & stick, and (C) space filling


Table 1. Summary of DFTa local reactivity descriptors of the
lawsonate anion (3)


Atom
Atomic
chargeb


Fukui
function ( f� )


Local
softness (s�)c


Relative
softness (s�/sþ)


O2 �0.442 0.201 0.863 2.30
C3 �0.332 0.245 1.05 5.19
O4 �0.480 0.162 0.694 1.67


a Calculated using B3LYP/6-31þG* in GAMESS.
b Calculated using Lowdin population analysis.
c Determined from the global softness (S)¼ 4.286 h�1.


Table 2. Summary of atomic chargesa of the lawsonate anion
(3) in different PCM solvents


Atom


Atomic
charge


gas phase


Atomic
charge
H2O


Atomic
charge
EtOH


Atomic
charge
acetone


Atomic
charge
toluene


O2 �0.442 �0.528 �0.524 �0.520 �0.484
C3 �0.332 �0.334 �0.334 �0.334 �0.333
O4 �0.480 �0.517 �0.516 �0.516 �0.503


a Calculated using B3LYP/6-31þG* in GAMESS using Lowdin
population analysis.
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correlation effects (Eqn 5).


Relativesoftness ¼ s�k
sþk


wheresþk ¼ fþk S ¼ qkðdianionÞ � qkðanionÞð ÞS
(5)


It should be pointed out that the lawsonate anion is not the
same as a simple enolate. To determine the nucleophilic power at
the positions O2, C3, and O4, DFT hybrid calculations at the
B3LYP/6-31þG* level in GAMESS were used to calculate the
minimized structure of the anion (Fig. 9) as well as its atomic
charges and energy. The inclusion of diffuse functions on the
heavy atoms is important to take into account the delocalization
of the negative charge. The Lowdin[39] population analysis was
used to calculate the charges to avoid problems with negative
Fukui functions.[40]


The optimized geometry of the anion is then used to calculate
the single-point energies and charges of the radical and dianion.
From these data, one can calculate the DFT local reactivity
descriptors including the condensed Fukui function, local
softness, and relative softness (Table 1).
The atomic charges (Table 1) show the expected behavior; the


negative charge is populated on the more electronegative
oxygen atoms at O2 and O4. At first glance, it would seem
impossible to control the regioselectivity (the site selectivity
among the nucleophilic atoms in the anion) with electrophiles.
The difference among the nucleophilic sites is not impressive if
one considers the Fukui function or local softness, which seem to
show a strong competition between O2 and C3. The previous
literature results seem to concur with this lack of selectivity.[23]


The high value of the relative softness for the C3 was not
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Table 3. Summary of Fukui functiona of the lawsonate
anion (3) in different PCM solvents


Atom
( f� ) Gas
phase


( f� )
H2O


( f� )
EtOH


( f� )
Acetone


( f� )
Toluene


O2 0.201 0.220 0.220 0.219 0.210
C3 0.245 0.274 0.272 0.272 0.260
O4 0.162 0.152 0.153 0.153 0.159


aCalculated using B3LYP/6-31þG* in GAMESS using Lowdin
population analysis.
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unexpected, and should be important for C-alkylation using soft
electrophiles. However, alkylation on oxygen should be con-
trolled by hard–hard interactions, and an electrophilic reagent
with a positive charge should favor reaction at O2 or O4.
We also wished to determine if the solvent plays a role in the


alkylation. Solvent effects were included using the Polarized
Continuum Model (PCM)[41] as implemented in GAMESS. To
compare solvation to the gas phase data, the lawsonate anion
was optimized in four different solvents: water (dielectric
permittivity (e)¼ 78.39), ethanol (e¼ 24.55), acetone (e¼ 20.70),
and toluene (e¼ 2.379). Although there is notmuch change in the
structural features in the different solvents, the DFT descriptors
change dramatically. These results are shown in Tables 2 and 3.
The most noticeable change on solvation is the charge


accumulation on O2, especially in polar/protic solvents (Table 2).
In the gas phase, or a solvent of low polarity like toluene, the
charge is unmistakably highest on O4. We cannot fully explain

Scheme 5. Experimental results of the alkylation of Lawsone
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this displacement of electron density that polarizes the O2; more
study is required to fully understand the effect. It is remarkable
that the charge on C3 scarcely changes with solvation in polar/
protic, polar/aprotic, or nonpolar/aprotic solvents.
There is a subtle influence on the Fukui function as a function


of polarity (Table 3) – as the scale of polarity increases, O2 and C3
receive a higher value at the expense of O4. The higher value of
the Fukui function at O2, combined with the high charge density,
predicts that O2 will be the kinetic site of reaction under ionic
conditions in polar/protic solvents.
Our experimental data (Scheme 5) are in general agreement


with the calculated results. Lawsone and methyl dicyclohex-
ylisourea instantly form the charged lawsonate and the
isouronium ions on mixing, which further react to form the
methylated products. The reaction was performed in different
solvents and, after workup to remove the insoluble dicyclohex-
ylurea, the product distribution was analyzed by 1H NMR. The
reaction was completely regioselective in the polar/protic
solvents whereas in the nonpolar toluene a mixture of the
regioisomers was produced (the product ratio in acetone could
not be analyzed due to the formation of other products). It should
also be noted that the reaction is considerably faster in water
than the other solvents, although a considerable amount of
lawsone was recuperated because of the hydrolysis of the
intermediate.
It is interesting that each of the DFT descriptors mentioned in


this paper have been directly used to explain or predict the
regioselectivity in the case of simple enolates. Our experimental
results and calculations on the lawsonate system show that the
atomic charge and Fukui function can be used as a useful guide
but there is not one descriptor that proved consistent with
the data. We are continuing to investigate how to control
selective reactions on this system with soft, neutral electrophiles,
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which according to the index of relative nucleophilic softness
should be greatly favored at the C3.

CONCLUSIONS


Examination of the minimized structure and of the electronic
parameters of lawsone acetate can explain its reactivity
(thermodynamics and kinetics) as an active ester. This reagent
is thermodynamically activated but kinetically hindered. A
mechanism is proposed for the accelerated acyl transfer in the
presence of a catalyst.
In the alkylation of the lawsonate anion, DFT local descriptors


provide more information about the reactivity. The enolate anion
is a soft nucleophile with different sites of reactivity. The C3 has
less negative charge but a much greater softness than the other
atoms. The oxygen at the position 2 reacts selectively under ionic
conditions in polar/protic solvents, which can be explained by a
combination of atomic charge and the Fukui function under
modeled solvation conditions. Our work shows a lack of DFT
descriptors that can be used for reactions betweenmore complex
systems and hard electrophiles.
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The pH profile (log k vs. pH) of the reactions of poly-L-lysine (PL) with a series of aryl acetates and aryl methyl
carbonates in aqueous solution show the same conformational changes as those determined by potentiometric
titrations. When PL is a random coil, the most probable mechanism for the reactions studied is through the formation
of a tetrahedral intermediate and its breakdown to products as the rate-determining step. The tetrahedral
intermediate is stabilized by a hydrogen bond interaction between the nitro groups in the substrate and the NH
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INTRODUCTION


The reactions of some substrates with macromolecules can be
important models to understand the behaviour of complex
enzymatic systems. In general, a polymer can concentrate or
disregard a reactive molecule in its environment and if some
catalytically active function is incorporated they can be able to
react with substrates, showing a kinetic andmechanistic effect on
the reaction.[1–3]


The hydrolysis of esters in the presence of polyamines is
a model of enzymatic reactions, such as in those described
for quimiotripsine.[4] In this model, the macromolecule that
represents the enzyme with the active site is a polyelectrolyte,
carrying out the hydrolysis according to a Michaelis–Menten
mechanism.[4b]


In general, the kinetic and mechanistic studies of these
reactions suggest pre-equilibrium, acylation and deacylation
steps;[4b] nevertheless, the studies have been restricted mainly to
the deacylation or hydrolysis step because the acylation or
aminolysis steps are fast.[4a]


Some works with amino-functionalized polyelectrolytes[5,6]


(with imidazole, benzylimidazole and pyridines among others)
show an increase in the catalytic activity relative to the mono-
meric counterpart. In electrolytes such as poly(ethylenimine)[7]


(PEI) and poly(allylamine)[5] (PAA), modified with hydrophobic
groups (alkyl or benzyl), the results show that a hydrophobic
environment increases the esters hydrolysis. In all these cases
the bond formation between the substrate and the macromol-
ecule is influenced by ionic, hydrogen bond and hydrophobic
interactions.[5b]


A first approach toward the understanding of the reactions
involving acetyl groups transfer was obtained by the kinetic and
mechanistic studies of the aminolysis of esters using monomeric
amines.[8]

g. Chem. 2008, 21 62–67 Copyright � 20

A few works about the kinetics of the aminolysis of esters with
polymeric amines have been described. At this respect, it is
noteworthy the systematic study of Arcelli[9] on the aminolysis
reactions of aryl acetates with PEI, both in the absence[9a] and
presence[9b] of electrolytes, where different mechanisms were
observed in both cases. A work on the reaction of PAA with a
series of aryl acetates and aryl methyl carbonates shows a
concerted aminolysis mechanism.[10]


Taking into account that polyamine basicity changes with the
dissociation degree it is possible to obtain a basicity range of the
nucleophilic groups without a change in the polymer structure.
This allows the use of Brønsted-type plots for the mechanistic
studies of reactions with polyelectrolytes.[9,10]


It is known that poly-L-lysine (PL) can exist in three different
conformations: coil, a-helix and b-fold. In aqueous solution, at
room temperature and acid or neutral pH, this polymer adopts
a disordered statistic coil, whereas in basic media, when the
lateral amino groups are not charged, it adopts an ordered
a-helix conformation, stabilized by intramolecular hydrogen
bonds.[11–17]


The aminolysis mechanisms of aryl acetates,[18] alkyl aryl
carbonates[19–21] and diaryl carbonates[20b,22,23] with monomeric
amines have been well established. Some of these reactions are
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known to proceed through a zwitterionic tetrahedral intermedi-
ate (T�) and others by a concerted pathway (a single step).
Structure–reactivity correlations, such as the Brønsted-type
relationship, have helped to clarify these mechanisms.[18–23]


In this work, we report a kinetic study of the reactions
in aqueous solution of 4-nitrophenyl acetate (NPA), 2,4-
dinitrophenyl acetate (DNPA), 2,4,6-trinitrophenyl acetate (TNPA),
4-nitrophenyl methyl carbonate (NPC), 2,4-dinitrophenyl methyl
carbonate (DNPC) and 2,4,6-trinitrophenyl methyl carbonate
(TNPC) with PL of two different polymerization degrees
(Scheme 1). This, together with the investigation on the
dissociation behaviour of PL, will allow the determination of
the mechanism and the assessment of the kinetic effects of (i) the
neighbourhood (micro-environment surrounding) of the reaction
site (ii) the PL polymerization degree and (iii) the leaving and
non-leaving groups of the substrate.


EXPERIMENTAL


Materials


Poly-L-lysine hydrobromide, from Sigma, of polymerization
degrees 402 (PL-402) and 277 (PL-277), was used without further
purification. NPA, DNPA and TNPA were synthesized as described
previously.[24] NPC, DNPC and TNPC were synthesized by a
standard procedure.[25] All other reagents were of analytical
grade.


pKapp determination


The potentiometric titration of PL was carried out in aqueous
solution, at 25.0� 0.18C, under nitrogen, by means of a Radio-
meter autotitrator equipped with a PHM-62 pH-meter, an ABU-11
autoburette, a TTT-60 titrator, an REA-160 recorder, a TTA-60
thermostatic support and a G-2040 glass and a K-4040 calomel
electrodes. In each experiment 10mL of the polymer solution at
different concentrations (5.1� 10�4–4.24� 10�3M, expressed as
amine groups), and an ionic strength of 0.1M, maintained with
KCl, was titrated with NaOH (0.01–0.1M). The polymer concen-
tration range in the potentiometric titration was similar to that in
the kinetic measurements. The apparent dissociation constant
(pKapp) was calculated according to Eqn (1),[26] where a is the
dissociation degree. The latter is the quotient between the free
amine groups and the total PL concentration (expressed as
monomeric units); the concentration of free amino groups was
determined from the added NaOH volume at each pH.[26,27]


pKapp ¼ pHþ logð1� aÞ=a (1)

Scheme 1. Structures of the polymer (PL) and the substrates used in this


work
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Since the a values for PL for the two polymerization degrees
were closely similar, in the concentration range stated at each pH,
these values were averaged as am. Table 1 (in Supplementary
Material) shows the pKapp and am values of PL at different pH and
at various polymer concentration ranges.


Kinetics


PL solutions were prepared freshly in aqueous solutions of the
corresponding external buffer 0.01M, ionic strength 0.1M (KCl)
and the desired pH. The reactions were initiated by addition of
30mL of a stock solution of the corresponding substrate into
2.5mL of the polymer solutions thermostated at 25.0� 0.18C.
The initial concentration of the substrates was 5� 10�5M. The
kinetic measurements were carried out spectrophotometrically
by following the production of 4-nitrophenoxide (400 nm),
2,4-dinitrophenoxide (355 nm) and 2,4,6-trinitrophenoxide
(355 nm) anions, by means of a Hewlett-Packard 8453 diode
array spectrophotometer. Under amine excess, pseudo-first-order
rate coefficients (kobs) were found for all reactions. The plots of
kobs versus total amine concentration were linear, with kNobs as
slope. Phosphate, borate and carbonate buffers (0.01M) were
used at appropriate pH ranges.
The experimental conditions and the values of kobs and kNobs


for the reactions of PL with TNPA, DNPA, NPA, TNPC, DNPC and
NPC are summarized in Tables 2–5 (in Supplementary Material).


Product studies


The presence of 4-nitrophenoxide, 2,4-dinitrophenoxide and
2,4,6-trinitrophenoxide anions as products of the reactions was
determined spectrophotometrically by comparison of the UV–Vis
spectra at the end of the reactions with those of authentic
samples under the same experimental conditions.

6


RESULTS AND DISCUSSION


Potentiometric titrations


Due to the complexity of macromolecular systems and to the
great number of ionizing groups the potentiometric behaviour of
polyamines is quite different than those for monomeric amines.
The ionization of a group is affected by the proximity of other
ionizing groups and by the presence of hydrophobic moieties
and hydrogen bonds in others.[27]


A difference with monomeric amines is that, in poly-
amines[27–29] and polyaminoacids[11,12] the dissociation equi-
librium of the ionizing groups in a polyacid (including the
conjugate acid of a polybase) is cooperative and complex due to
the strong electrostatic interactions between the charged groups
in the chain.
Figures 1 and 2 show the titration curves of PL-402 and PL-277,


as pKapp versus a plots. It can be observed that pKapp is a function
of both concentration and dissociation degree. The dependence
of pKapp on the polymer concentration has been described for
PEI,[28] PAA[10] and polyacids.[27] On the other hand, the
comparison between both figures shows an independence of
the polymerization degree.
For low dissociation degrees (a< 0.2) Figs. 1 and 2 show


that pKapp increases as a increases; for a values in the 0.2–0.6
range a relatively constant pKapp is observed and for a> 0.6 a
decrease in pKapp is observed as a increases. This can be
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Figure 1. Titration curves of PL-402 in aqueous solution at 258C and


ionic strength 0.1M (KCl). 0.51� 10�3M (*), 1.69� 10�3M (~),


3.05� 10�3M (5), 4.24� 10�3M (&). The solid line is from Reference [12]
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explained by the presence of a transition or conformational
change. The regions described correspond to random coil, the
random coil to a-helix transition and a-helix, respectively, in
accordance with literature.[11,12] The transition zone has been
reported in the a 0.2–0.5 range for PL (MW 110 000) in KBr 1M[11]


and a 0.4–0.75 range for PL (PD 450) 1.91–2.87� 10�2M in KCl
0.1M.[12] The differences in the assignment of zones are related to
the experimental conditions, such as pH, solvent, temperature,
polymer concentration and type and concentration of added
salt.[29]


The results are also in accordance with those reported by
circular dichroism,[13,16] optical rotatory dispersión[15] and
ultrasonic studies,[17] which describe random coil and transition
in the 8–10 pH range.


Kinetic study


A linear dependence of the pseudo-first-order rate constant (kobs)
on PL concentration at each pH was observed, according to

Figure 2. Titration curves of PL-277 in aqueous solution at 258C and
ionic strength 0.1M (KCl). 0.51� 10�3M (*), 1.69� 10�3M (~),


3.05� 10�3M (5), 4.24� 10�3M(&)


www.interscience.wiley.com/journal/poc Copyright � 2007

Eqn (2), where k0 and kNobs are the rate coefficients for
spontaneous hydrolysis and aminolysis of the substrates,
respectively. These results suggest that there is no substrate–
polyelectrolyte association because the presence of this
association shows limiting plots, such as those described for
PEI in the absence of KCl.[9a]


kobs ¼ k0 þ kNobs½N�tot ð2Þ


No differences in kNobs values were observed when reactions
were carried out with PL of different polymerization degrees
(refer to Tables 2–5 in Supplementary Material).
For most of the reactions studied k0 is negligible in Eqn (2),


except for those at higher pH media, where the two terms are
important.
The nucleophilic rate constant (kN) is obtained by the quotient


between the kNobs values (Tables 2–5 in Supplementary Material)
and the corresponding am values (of Table 1 in Supplementary
Material). Tables 1 and 2 show the values of pKapp (of Table 1 in
Supplementary Material) and kN for the reactions of PL with NPA,
DNPA, TNPA, NPC, DNPC and TNPC at the different pH values.
The nucleophilic rate constants for the reaction of PL with


carbonates are smaller than those for the corresponding acetates
at the same pH values. This result can be explained through the
larger electron-donating effect exerted by MeO in the carbonates
relative to Me in the acetates, rendering the former carbonyl
carbon atom less positively charged and, therefore, less prone to
amine attack. This is in accordance with what has been found for
the reactions with PAA[10] and monomeric amines.[18f,g,19a]

pH profile


The behaviour of log kN versus pH for the PL reactions (both
fractions) with the series of acetates and methyl carbonates are
shown in Figs. 3 and 4, respectively.
It can be observed in Figs. 3 and 4 that for pH values lower than


�9 the log kN values increase with pH, probably due to the
increase in free amine fraction. In this region, the presence of the
protonated e-amine lateral groups leads to the formation of a
statistical coil. The pH region ranged 9–10 is characterized by a

Table 1. Nucleophilic rate constants (kN) for the reactions of
NPA, DNPA, TNPA, NPC, DNPC and TNPC with PL-402 at
different pH values, in aqueous solution, 25.08C, ionic strength
0.1M


pH pKapp


kN (s�1M�1)


NPA DNPA TNPA NPC DNPC TNPC


7.0 8.39 0.179 2.05 6.67 0.069 0.309 1.39
7.5 8.71 — 3.73 12.4 0.110 0.610 2.37
8.0 9.05 — 7.95 25.5 0.675 2.29 6.14
8.5 9.46 1.72 18.0 54.7 0.859 3.67 12.6
9.0 9.63 1.38 24.4 54.5 1.11 6.77 18.9
9.5 9.63 1.50 — 77.7 0.85 8.01 14.1
10.0 9.60 1.64 14.3 49.1 0.87 5.34 18.0
10.5 — 2.15 19.3 57.9 1.48 10.9 48.7
11.0 — 4.60 40.0 145 1.86 21.5 152
11.5 — 7.60 72.0 — 3.50 30.0 230
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Table 2. Nucleophilic rate constants (kN) for the reactions of
NPA, DNPA, TNPA, NPC, DNPC and TNPC with PL-277 at
different pH values, in aqueous solution, 25.08C, ionic strength
0.1M


pH pKapp


kN (s�1M�1)


NPA DNPA TNPA NPC DNPC TNPC


7.0 8.39 0.205 2.05 7.17 0.077 — 1.28
7.5 8.71 0.424 — — 0.132 — 1.73
8.0 9.05 0.651 — 31.3 0.675 — 7.71
8.5 9.46 2.19 18.7 55.4 0.891 3.20 9.38
9.0 9.63 1.66 18.9 48.8 1.01 6.36 15.0
9.5 9.63 1.85 16.5 52.9 — 7.48 —
10.0 9.60 1.46 13.8 35.1 1.19 5.20 25.3
10.5 — 1.53 13.3 51.8 1.12 8.53 56.8
11.0 — — — — 2.80 — 76.0
11.5 — 6.70 63.0 369 3.80 — 210


Figure 4. Plots of log kN versus pH for the reactions of TNPC (~), DNPC


(*) and NPC (*) with PL, in aqueous solution, at 258C and ionic strength
0.1M (KCl)
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small decrease in log kN, due to the presence of a less reactive
specie.[11,12,14–17] Above pH� 10 the log kN values increase with
pH, probably due to the fact that the polymer adopts its a-helix
conformation.[11,12,14–17]


These pH profiles are in agreement with those described in our
studies for the Schiff base formation between 50 pyridoxal
phosphate and PLs of several polymerization degrees.[30]


The leaving group effect on kN for the series of acetates and
methyl carbonates studied is in accordance with those discussed
for the reactions of the same substrates with PAA[10] and
monomeric amines,[18c,e,f,g,19b,20b] which show a kN increase with
the decrease in basicity of the leaving group. On the other hand,
the change of CH3 by OCH3 as the non-leaving group reduces the
kN value due to the electron donation of the latter that renders a
less reactive carbonyl group in the same way as observed for the
reactions with PAA,[10] pyridines[18c,d,f,19a,b] and secondary
alicyclic amines.[18e,g,20a]

Figure 3. Plots of log kN versus pH for the reactions of TNPA (~), DNPA
(*) and NPA (*) with PL, in aqueous solution, at 258C and ionic strength


0.1M (KCl)


J. Phys. Org. Chem. 2008, 21 62–67 Copyright � 2007 John Wil

Mechanism


The Brønsted-type plots for the reactions studied are linear in the
7.0–9.0 pH range (Figs. 5 and 6). In this pH range, the PL is a
statistical coil, in accordance with the titration study (refer to
above). The slope (bnuc) values found are 1.1, 1.0 and 0.9 for NPC,
DNPC and TNPC, respectively, and 0.9, 0.9 and 0.8 for NPA, DNPA
and TNPA, respectively; these values are subject to an error of
�0.1.
Considering the bnuc values found (0.8–1.1), in the same range


of those obtained for the reactions of the same and similar
substrates with monomeric amines[18–23] and with that found for
the reaction of NPAwith PEI[9b]; themost probablemechanism for
the reactions studied in this work is that shown in Scheme 2
(shown for a lysine group), where a tetrahedral intermediate (T�)
is formed and its breakdown to products is the rate-determining
step, when PL is a random coil.

Figure 5. Brønsted-type plots (log kN vs. pKapp) for the reactions of TNPC
(~), DNPC (*) and NPC (*) with PL, in aqueous solution, at 258C and


ionic strength 0.1M (KCl)
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Figure 6. Brønsted-type plots (log kN vs. pKapp) for the reactions of TNPA


(~), DNPA (*) and NPA (*) with PL, in aqueous solution, at 258C and
ionic strength 0.1M (KCl)
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Stepwise aminolyses of aryl acetates (with monomeric amines)
show values of pK0a (pKa at the curvature centre of the
Brønsted-type plot) about 4–5 pKa units greater than the pKa
of the conjugate acid of the leaving group.[18] However, when the
amine group is in the backbone of the polymer this difference is
about 3–3.5 pKa units.


[9b] Considering the corresponding pKa of
the leaving groups (around 7, 4 and 0.3 for 4-nitro-, 2,4-dinitro-
and 2,4,6-trinitro-phenols, respectively),[31] we should expect pK0a
values around 4.3–5.3 for TNPA, 8.0–9.0 for DNPA and 11–12 for
NPA; similar ranges can be expected for methyl carbonates.
The expected pK0a value for the nitro derivatives is larger than


the largest pKa of themeasured range and, therefore, the b values
correspond to b2 (T� breakdown to products as rate limiting).
Nevertheless, if the mechanism is that of Scheme 1, for the pKapp
studied, the Brønsted plot for the dinitro derivatives should be
biphasic and the b for the trinitro derivatives should be b1 (T�

Scheme 2. Mechanism for the reactions of PL with aryl acetates and aryl m


www.interscience.wiley.com/journal/poc Copyright � 2007

formation as rate limiting), with an expected b value range of
0.1–0.3.[18–23]


The absence of a biphasic plot for the dinitro derivatives
and the b values found for the trinitro and dinitro deriva-
tives suggest that for all these reactions breakdown of T� to
products is the rate-limiting step. This means that for these
reactions k�1> k2 in Scheme 1. In order to explain these results,
we propose that the intermediate T� could be stabilized by a
hydrogen bond interaction between the nitro groups in the
substrate and the NH group of the main chain or some NH2


groups of the lateral chains. Due to this interaction, the rate
constants k�1 and k2 would be smaller than those expected for
the reactions of these substrates with a monomeric amine.
Nevertheless, this interaction should diminish the rate of
expulsion from T� of the leaving group (k2) more than that of
the amine (k�1), so that for the reactions of these substrates with
PL, k�1 is still larger than k2.

CONCLUSIONS


(i) The mechanism of the aminolysis (PL) of the series of aryl
acetates and aryl methyl carbonates studied is stepwise, with the
formation of a tetrahedral intermediate and its breakdown to
products as the rate-determining step, when PL is a random coil.
(ii) The presence of the nitro groups in the substrates stabilize the
tetrahedral intermediate by a hydrogen bond interaction
between the nitro groups in the substrate with the NH group
of the principal chain or some NH2 groups of the lateral chains.
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[23] a) E. A. Castro, M. Andújar, P. Campodónico, J. G. Santos, Int. J. Chem.


Kinet. 2002, 34, 309–315; b) E. A. Castro, M. Andújar, A. Toro, J. G.
Santos, J. Org. Chem. 2003, 68, 3608–3613; c) E. A. Castro, P.
Campodónico, A. Toro, J. G. Santos, J. Org. Chem. 2003, 68,
5930–5935.


[24] A. Kirkien-Konasiewics, A. Maccoll, J. Chem. Soc. 1964, 1267–1274.
[25] a) M. J. Pianka, Sci. Food Agric. 1996, 17, 47–56; b) T. L. Huang, A.


Szekacs, T. Uematsu, E. Kurvano, A. Parkinson, B. D. Hammock,
Pharmacol. Res. 1993, 10, 639–647.


[26] C. Wandrey, D. Hunkeler, in: Handbook of Polyelectrolytes and Their
Applications, Vol. 2 (Eds: S. K. Tripathy, J. Kumar, H. S. Nalwa), American
Scientific Publishers, USA, 2002, Chapter 5, pp. 147–169.


[27] H. Ochiai, Y. Anabuki, O. Kojima, K. Y. Tominaga, I. Murakami, J. Polym.
Sci. (B) 1990, 28, 233–240.


[28] M. S. Baptista, in: Handbook of Polyelectrolytes and Their Applications,
Vol. 1 (Eds: S. K. Tripathy, J. Kumar, H. S. Nalwa), American Scientific
Publishers, USA, 2002, Chapter 7, pp. 165–169.


[29] J. Suh, H. Paik, B. Hwang, Bioorg. Chem. 1994, 22, 318–327.
[30] M. A. Garcı́a del Vado, G. Echevarrı́a, F. Garcı́a-Blanco, J. G. Santos, M.


Blázquez, J. M. Sevilla, M. Domı́nguez, J. Mol. Cat. 1991, 68, 379–386.
[31] A. Albert, E. P. Serjeant, The Determination of Ionization Constants,


Chapman and Hall, London, UK, 1971, p. 44.

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc


6
7








Research Article

Received: 29 June 2007, Revised: 6 December 2007, Accepted: 6 December 2007, Published online in Wiley InterScience: 26 February 2008

(www.interscience.wiley.com) DOI 10.1002/poc.1319

Carbenes in polycyclic systems:
generation and fate of potential
adamantane-1,3-dicarbenes
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Potential formation and reactions of adamantane-1,3-dicarbenes 1–3 generated under different conditions and from
different precursors, such as sodium salt of adamantane-1,3-dicarbaldehyde ditosylhydrazone (4a), sodium salt of
1,3-diacetyladamantane ditosylhydrazone (5a), sodium salt of 1,3-dibenzoyladamantane ditosylhydrazone (6a), and
1,3-bis(diazobenzyl)adamantane (7) are reported. Carbene species generated thermally from 4a yielded bishomoa-
damantane (15), as a final product, via intramolecular insertion into adjacent C—C bond and formation of putative
anti-Bredt olefin species, followed by hydrogen abstraction. Pyrolysis of the same sodium salt 4a in the presence of
hydrogen donor n-Bu3SnH afforded 1,3-dimethyladamantane (17). Thermal decomposition of sodium salt 5a afforded
1,3-divinyladamantane (14). However, thermal decomposition of sodium salt 6a and diazo-precursor 7 gave
benzonitrile as a sole identified product. On the contrary, photolysis of 7 afforded dimeric azine 21. Finally, the
synthetic pathways of novel tosylhydrazone derivatives 4, 5, 6 and their corresponding sodium salts, as well as
bis-diazocompound 7 are described. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Carbene-intermediates have been the subject of extensive experi-
mental and theoretical investigation.[1–5] Carbenes, which are
readily generated by decomposition of corresponding diazo-
compounds, are versatile synthetic intermediates in organic
chemistry. For example, intramolecular carbene cycloaddition to
the olefinic bond has been used as a successful strategy for
preparation of small ring propellanes.[6–13] Likewise, the carbene
route has been employed for generation of bridgehead double
bonds as in anti-Bredt olefins.[14] Bridgehead double bonds
are readily accommodated in larger ring systems, but in the small
rings they are unstable.[15] The bridgehead-olefin carbene
rearrangement has also been documented.[16–22] Recently,
we reported the evidence for the formation of mono- and
dialkylidene species.[23,24,25] The reactivity profile of carbene and
dicarbene species is highly dependent on the carbene structure.
In order to gain insight into the chemical reactivity of alkyl-


dicarbene species, we studied the generation and reactions of
potential adamantane-1,3-dicarbenes 1–3. By introduction of
two potential carbene centers onto the adamantane framework,
we were able to study both the possibility of simultaneous ring-
expansion to its higher homologue and the introduction of two
double bonds into bridgehead positions of the parent system.
Carbenes were generated via pyrolysis of corresponding
precursors [i.e., dry sodium salt of adamantane-1,3-
dicarbaldehyde p-toluenesulfonylhydrazone (4a), sodium salt
of 1,3-diacetyladamantane p-toluenesulfonylhydrazone (5a),
sodium salt of 1,3-dibenzoyladamantane p-toluenesulfonyl-

g. Chem. 2008, 21 299–305 Copyright �

hydrazone (6a), and 1,3-bis(diazobenzyl)adamantane (7)]
in vacuo, or by photolysis of bis-diazocompound 7 in benzene
solution.

RESULTS AND DISCUSSION


The routes to prepare the carbene precursors 4a, 5a, 6a, and 7 are
shown in Scheme 1. The synthesis started from 1,3-dibromo-
adamantane via corresponding diacid 8 and dialdehyde 10 or
diketones 11 and 12. Hitherto unknown dicarbonyl compounds
10, 11, and 12 were converted in a high yield to new
corresponding tosylhydrazones 4, 5, and 6. Subsequent conver-
sion to their tosylhydrazone sodium salts 4a, 5a, and 6a, was
achieved using our previously developed procedure.[11,12] Novel
bis-diazo precursor 7 was prepared in 75% overall yield via
reaction of 12 with hydrazine monohydrate followed by
oxidation of dihydrazone 13 with BaMnO4


[26] in the presence
of CaO.
Flash vacuum pyrolysis of dry Na-salts 4a and 5a were carried


out at 2108C and 1� 10�3mmHg. The products were collected

2008 John Wiley & Sons, Ltd.


9
9







Scheme 1.
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into a trap cooled by liquid nitrogen, dissolved in C6D6 and
analyzed by NMR and GC-MS. Pyrolysis of 5a (Scheme 2) afforded
1,3-divinyladamantane (14) as a sole product in 42% yield. Olefin
14 forms as a product of 1,2-CH insertion which is favored to
C—C insertion when both reactions are possible.[2,4,5]


Therefore we presumed, that by having the carbon–hydrogen
bonds at a larger distance from the carbene center, as it is in
carbene species 1, the carbon–carbon insertion reaction will be
preferred, enabling us to test the generation of anti-Bredt olefin.
However, a problem that could arise here stems from the fact that
1 has several bonds for ring-expansion. Carbene insertion into
different C—C bonds would lead to the formation of several
related bridgehead alkenes (Scheme 3).
The 1H NMR spectrum of the product obtained by pyrolysis of


Na-salt 4a was complex, but all signals were in the aliphatic
region showing no olefinic protons. We hypothesized that
two carbene centers subsequently underwent carbene-
rearrangements which are known to take place through exclusive
migration of the shorter bridges.[27,28] Hypothesized highly
strained and reactive anti-Bredt intermediates would tend to

Scheme 2.


www.interscience.wiley.com/journal/poc Copyright � 2008

achieve stabilization through hydrogen abstraction leading to
the formation of saturated bishomoadamantane product. Given
that bishomoadamantane 15 is a stable product of high
symmetry and a product of migration into a shorter bridge, it
seemed likely that 15 would be the main product. Analysis of the
crude product by GC-MS exhibited a single peak with
mass Mþ(164) and some polymers which appeared at high
temperature. To test our hypothesis, an authentic sample of
bishomoadamantane 15[29] was prepared and compared with
the product obtained by pyrolysis of 4a. MS fragmentation
patterns as well as GC-retention time (compared by two different
capillary columns, HP-5 and DB-210) proved identical with the
data obtained for the authentic sample of 15 prepared from
2,6-adamantanedione. When Na-salt 4a was subjected to the
pyrolysis with simultaneous introduction of n-Bu3SnH into the
system, 1,3-dimethyladamantane (17) was obtained as the sole
hydrocarbon product. The formation of bishomoadamantane 15
and 1,3-dimethyladamantane (17) entails the generation of either
dicarbene species 1 or sequential formation of monocarbene
species as shown in Scheme 3.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 299–305







Scheme 3.


Scheme 4.
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To achieve stabilization of putative bridgehead olefin through
conjugative effect, phenyl-substituted precursors 6a and 7 were
prepared. The introduction of substituents to bridgehead olefins
is believed to alter their stability and reactivity. Schleyer[15] and
Jones[30] proposed that replacement of the vinyl hydrogen by
bulky groups with steric protection or substituents which provide
electronic stabilization could aid the formation of observable
species. In that regard, Eguchi et al.[31] reported conjugative
stabilization of the double bond at the bridgehead of homo-
adamantene through the 1,2-C shift of 1-adamantylcarbene
intermediate generated from (1-adamantyl)diazophenyl-
methane. However, flash vacuum pyrolysis of Na-salt 6a, at
2108C under reduced pressure (�1� 10�3mmHg) afforded
benzonitrile (18) as the only isolated product (Scheme 4).

Scheme 5.
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To exclude the fragmentation of Na-salt 6a prior to the
formation of diazo-precursor 7, we prepared pure 7 by a direct
method (refer to Experimental section for details) and carried out
the vacuum pyrolysis at 6008C (Scheme 5).
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A benzene solution of 7 was injected into a quartz tube
inserted into an oven preheated to 6008C. The quartz tube was
connected to the vacuum line (1� 10�1mmHg) and product
was collected in a trap cooled by liquid nitrogen. Again, analysis
of the product showed 18 to be the main product apart from
some polymers and traces of unidentified material.
Based on these results, we propose the formation of


monocarbene intermediate species 19 which undergoes intra-
molecular gas phase reaction with the second diazo-group to
yield cyclic azine 20 as shown in Scheme 5. Subsequent
homolytic cleavage of azine 20 at higher temperature affords
benzonitrile (18) and adamantane-diradical which polymerizes.
To generate carbene species 3 photochemically, a benzene


solution of 7 was irradiated with a high-pressure Hg-lamp
through a Pyrex filter until the red color of the diazo-compound
completely disappeared. The product obtained in 88% yield was
identified as azine-dimer 21 (Scheme 5). The 1H and 13C NMR
spectra of the product were identical to the spectra of the azine
21 obtained by the coupling reaction of the dihydrazone 13 and
diketone 12 performed in refluxing xylene and catalyzed with
p-toluenesulfonic acid.[32] Since the product was stable toward
thermolysis in solution at 1408C, a control experiment under
conditions of flash vacuum pyrolysis was carried out. Likewise,
when azine-dimer 21was subjected to the pyrolysis at 2108C and
0.5� 10�3mmHg, no benzonitrile was obtained, and 21 was
recovered quantitatively. However, pyrolysis of azine 21 at 6008C
and 1� 10�1mmHg led to homolytic cleavage whereupon
benzonitrile was obtained as the sole volatile product.

CONCLUSIONS


The potential generation of two carbene centers attached to the
1,3-bridgehead position of an adamantane system such as 1 has
been investigated. The results can be interpreted such that, in the
gas-phase and absence of trapping reagent, pyrolysis of sodium
salt 4a generates potential dicarbene 1, which is forced to
undergo insertion reaction into adjacent C—C bonds of
adamantane framework leading to generation of an anti-Bredt
olefin, 1,8-bishomoadamantanediene. Stabilization by hydrogen
abstraction leads to the formation of bishomoadamantane 15, as
confirmed by comparison with authentic sample. On the
contrary, when sodium salt 4a was subjected to the pyrolysis
in the presence of trapping reagent (n-Bu3SnH) 1,3-dimethyl-
adamantane (17) was formed possibly as a product of hydrogen
abstraction by adamantane-1,3-dicarbene (1). Pyrolysis of sodium
salt 5a produced 1,3-divinyladamantane (14)[33] in 41.3% yield,
possibly as the product formed by 1,2-H shift reaction from
adamantane dicarbene 2. However, the consecutive reaction and
formation of monocarbene species like 1a, 1b and 1c or 2a and
2b cannot be excluded. All of the products can be rationalized by
sequential reactions of monocarbenes as well as by reactions of
dicarbenes. Generation of dicarbene species 3 proved to be
unsuccessful both by pyrolysis of sodium salt 6a and
corresponding 1,3-bis(diazobenzyl)adamantane (7) or by pho-
tolysis of 7. The formed products, azines 20 and 21, suggest that
gas-phase pyrolysis of 6a and 7 proceed through the formation of
monocarbene intermediate 19, which then reacts intramolecu-
larly with the second diazo-group to yield cyclic azine 20. On the
other hand, photolysis of bis-diazo precursor 7 affords mono-
carbene 19 which in solution reacts intermolecularly furnishing
azine-dimer 21 as the only product.

www.interscience.wiley.com/journal/poc Copyright � 2008

EXPERIMENTAL


General


The purity of all compounds was determined by GC and/or
13C NMR spectral analysis. GC analyses were performed using a
Varian 3380 gas chromatograph equippedwith either a DB-210 or
a DB-1701 capillary column. GC-MS analyses were performed on a
HP 5890-II, MSD 5970 equipped with HP-5 column (25m�
0.2mm), operated over temperature range 60–2508C. 1H and
13C NMR spectra were recorded on 300MHz and 600MHz Brucker
spectrometers using TMS or CDCl3 as the internal standard. IR
spectra were recorded on a Perkin Elmer M-297 and ABB Bomem
M-102 spectrophotometers. UV-spectra were recorded on 100
Bio UV/VIS spectrophotometers. Melting points were determined
on a Koffler apparatus or Electrothermal 9100 and are
uncorrected. Elemental microanalyses were performed on Perkin
Elmer Series II CHNS/O Analyzer 2400. Adamantane-1,3-
dicarboxylic acid[34] and the dimethyl ester of adamantane-1,3-
dicarboxylic acid[35] were prepared according to the literature
procedures. Unless stated otherwise, reagent grade solvents
were used.


1,3-bis(hydroxymethyl)adamantane (9)


To a suspension of LiAlH4 (1.56 g, 41.8mmol) in dry THF (200ml)
was added dropwise a solution of dimethyl ester of adamanta-
ne-1,3-dicarboxylic acid (2.63 g, 10.5mmol) in dry THF (150ml)
and the mixture was heated to reflux. After 70 h of reflux, the
reaction mixture was cooled down to rt and diluted with THF
(70ml). The excess of LiAlH4 was quenched with water (13ml),
THF solution was decanted off and the white solid was washed
with THF (2� 30ml). Organic extracts were dried over anhydrous
MgSO4, filtered, and evaporated to give 9 as a colorless crystalline
solid (1.776 g, 86.7%): mp 1818C (lit.[35] 180.5–182.08C); 1H NMR
(CD3OD) d 1.24 (s, 2H), 1.40–1.55 (m, 8H), 1.66 (br.s, 2H), 2.06 (br.s,
2H), 3.14 (s, 4H); 13C NMR (CD3OD) d 30.0 (d, 2C), 36.2 (t, 1C), 38.0 (t,
1C), 40.1 (t, 4C), 42.0 (s, 2C), 74.0 (t, 2C); IR (KBr) ~n 3264 (s), 2898 (s),
2844 (s), 1452 (m), 1045 (s), 1026 (m) cm�1.


Adamantane-1,3-dicarbaldehyde (10)


To a suspension of pyridinium chlorochromate (PCC; 0.850 g,
4.0mmol) in CH2Cl2 (�10ml) was added a suspension of 9
(0.196 g, 1.0mmol) in dry THF (�5ml). The reaction mixture was
stirred at rt for 2.5 h, whereupon it was diluted with dry diethyl
ether (�50ml) and filtered through a plug of florisil. The filtrate
was evaporated in vacuo to afford 10 (0.183 g, 95%). According to
GC analysis (DB 210, 1508C) product 10 had a purity of over 95%.
Since dialdehyde 10 is unstable and decomposes on silica gel, it
was used in the next step without further purification. 1H NMR
(CDCl3) d 1.60–1.84 (m, 12H), 2.29 (br.s, 2H), 9.39 (s, 2H); 13C NMR
(CDCl3) d 26.6 (d, 2C), 34.2 (t, 1C), 35.0 (t, 4C), 35.3 (t, 1C), 44.5 (s,
2C), 204.4 (d, 2C); IR (KBr) ~n 2910 (s), 2850 (m), 2800 (w), 2700 (w),
1720 (s), 1450 (m) cm�1.


Adamantane-1,3-dicarbaldehyde ditosylhydrazone (4)


To a solution of 10 (0.317 g, 1.7mmol) in abs. MeOH (8ml) was
added p-toluenesulfonylhydrazine (0.672 g, 3.3mmol) in small
portions and the reaction mixture was stirred at rt for 2 days. The
progress of the reaction was monitored by TLC (2% MeOH
in CH2Cl2). After the reaction was completed, water (20ml) was
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added and the resulting white suspension was extracted with
diethyl ether (3� 20ml). The combined organic extracts were
dried over anhydrous MgSO4, filtered and concentrated in vacuo
to give crude 4 (1.108 g). Further purification by column
chromatography on silica gel (0–3% MeOH in CH2Cl2) yielded
4 (0.824 g, 92%) as a white microcrystalline solid: mp 163–1658C;
1H NMR (CD3OD) d 1.40–1.75 (m, 14H), 2.12 (s, 2H), 2.50 (s, 6H),
7.03 (s, 2H), 7.46 (d, 4H, J¼ 7.6 Hz), 7.83 (d, 4H, J¼ 7.6 Hz); 13C NMR
(CD3OD) d 21.8 (2C), 29.4 (2C), 36.8 (1C), 38.5 (1C), 40.2 (4C), 42.7
(2C), 129.2 (4C), 130.8 (4C), 137.5 (2C), 145.5 (2C), 159.5 (2C); IR
(KBr) ~n 3160 (s), 2900 (s), 2840 (s), 1620 (w), 1590 (m), 1480 (w),
1430 (s), 1350 (s), 1310 (s), 1150 (s) cm�1; Anal. Calcd.
for C26H32N4S2O4 (528.70): C, 59.07; H, 6.10; N, 10.60. Found: C,
59.06; H, 6.04; N, 10.80.


Preparation and pyrolysis of sodium salt of
adamantane-1,3-dicarbaldehyde ditosylhydrazone (4a)


To a solution of 4 (0.351 g, 0.664mmol) in dry THF (3.5ml) was
added NaH (50% dispersion in mineral oil, 0.063 g, 1.31mmol) in
small portions over 2 h at rt. The solvent was removed under
reduced pressure, and the crude product was additionally dried
under high vacuum (�1� 10�3mmHg) for several hours. The dry
4a (1.0mmol) was pyrolyzed at 2108C and 1� 10�3mmHg for
20min. The volatile product was collected into a trap cooled by
liquid nitrogen and subsequently dissolved in C6D6 (0.5ml) under
a nitrogen atmosphere. The crude product was analyzed by
GC-MS (as in Supplementary data).


1,3-Diacetyladamantane (11)


Adamantane-1,3-dicarbaldehyde (0.231 g, 1.2mmol) was dis-
solved in dry THF (10ml) under a nitrogen atmosphere and
cooled to 08C. To the resulting solution was added dropwise 2M
solution of CH3Li in hexane (1.2ml, 2.4mmol). The reaction
mixture was stirred for 48 h at rt, quenched with saturated
aqueous NH4Cl (15ml) and water (5ml) and extracted with
diethyl ether (4� 30ml). The combined organic extracts were
dried over anhydrous MgSO4, filtered, and concentrated in vacuo
to afford 0.183 g (65%) of the crude product. The crude product
was dissolved in CH2Cl2 (5ml), and added in small portions to a
solution of pyridinium chlorochromate (0.707 g, 3.3mmol)
in CH2Cl2 (5ml). The reaction mixture was stirred at rt for 2 h
and then was diluted with dry diethyl ether (�50ml), and filtered
through a small plug of florisil. The organic filtrate was
concentrated in vacuo to give 0.180 g of the mixture of products
which, according to GC (DB-210, 1508C) contained 60% of
diacetyladamantane. Purification by column chromatography on
silica gel (10–30% diethyl ether in pentane) yielded 11 (0.137 g,
51.8%) as a white solid. Analytical sample of 11 was obtained by
sublimation: mp 528C; 1H NMR (CDCl3) d 1.66–1.85 (m, 12H), 2.11
(s, 6H), 2.18–2.23 (br.s, 2H); 13C NMR (CDCl3) d 24.3 (d, 2C), 27.7 (q,
2C), 35.3 (t, 1C), 37.3 (t, 4C), 38.4 (t, 1C), 46.5 (s, 2C), 212.8 (s, 2C); IR
(KBr) ~n 2931 (w), 2905 (w), 2851 (w), 1707 (s), 1450 (m), 1343 (m),
1252 (m), 1191 (s), 596 (s) cm�1; Anal. Calcd. for C14H20O2 (220.31):
C, 76.33; H, 9.15. Found: C, 76.47; H, 9.11.


1,3-Diacetyladamantane ditosylhydrazone (5)


To a solution of 11 (0.137 g, 0.6mmol) in abs. MeOH (2.5ml) was
added p-toluenesulfonylhydrazine (0.236 g, 1.2mmol) in small
portions. The solution was stirred at rt for 24 h. The reaction was
monitored by TLC (2% MeOH in CH2Cl2). While stirring, a white
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residue precipitated out of the reaction mixture. The residue was
collected by filtration, washed with MeOH and dry diethyl ether
to yield 5 (0.345 g, 100%) as a white powder: mp 217–2198C;
1H NMR (CD3OD) d 1.28 (s, 2H), 1.45–1.73 (m, 18 H, with strongly
expressed singlet at 1.72 (CH3)), 2.06 (br.s, 2H), 2.41 (s, 6H), 7.35 (d,
4H, J¼ 8.3 Hz), 7.81 (d, 4H, J¼ 8.3 Hz); 13C NMR (CD3OD) d 11.9 (d,
2C), 21.8 (q, 2C), 30.0 (q, 2C), 37.1 (t, 1C), 40.1 (t, 4C), 42.6 (t, 1C),
42.7 (s, 2C), 129.7 (d, 4C), 130.5 (d, 4C), 137.6 (s, 2C), 145.3 (s, 2C),
165.6 (s, 2C); IR (KBr) ~n 3230 (s), 2920 (m), 2850 (w), 1600 (w), 1340
(s), 1160 (s) cm�1; Anal. Calcd. for C28H36N4S2O4 (556.75): C, 60.41;
H, 6.52; N, 10.06. Found: C, 60.52; H, 6.53; N, 10.23.


Preparation and pyrolysis of sodium salt of
1,3-diacetyladamantane ditosylhydrazone (5a)


To a suspension of NaH (50% dispersion in mineral oil; 0.112 g,
2.3mmol) in dry THF (4ml) heated to 608C was added 5 (0.493 g,
0.9mmol) in small portions. After 2 h at 608C, the reactionmixture
was cooled to rt and the solvent was removed in vacuo. The
product was additionally dried under high vacuum
(�1� 10�3mmHg) for 2 h and the resulting salt was used in
the pyrolysis without further purification. The dry 5a (1mmol)
was heated at 2108C and 1� 10�3mmHg for 20min, during
which, salt changed its color from white to pink. The volatile
product was collected in a liquid nitrogen cooled trap, and the
product was dissolved in C6D6 under a nitrogen atmosphere.
Analysis of the crude product by GC (DB 210, 1008C, 1min; 108C/
min; 2008C) showed the presence of one product with 90% purity.
Purification of the crude product by chromatography on
neutral Al2O3 (activity 1) with pentane as the eluent afforded
1,3-divinyladamantane (14) as a colorless oil (0.069 g, 41.3%).
Spectral data for 14 1H NMR, 13C NMR and IR, were identical with
published data [33] (as in Supplementary Data).


1,3-Dibenzoyladamantane (12)


A solution of 8 (1.5 g, 6.7mmol) in SOCl2 (15ml) was refluxed
overnight. Evaporation of excess of SOCl2 afforded adamanta-
ne-1,3-dicarboxylic acid dichloride as a white solid (1.726 g, 99%),
which was characterized by IR spectroscopy: IR (KBr) ~n 2915 (m),
2863 (m), 1794 (s), 1455 (s), 1446 (s), 1061 (s), 1040 (s), 943 (s), 833
(s), 670 (s) cm�1. The compound was used in the next step
without further purification due to its instability.
To the magnesium turnings (0.488 g, 20.1mmol) in dry diethyl


ether (7ml) was added dropwise a solution of bromobenzene
(2.1ml, 20.1mmol) in dry diethyl ether (10ml) under a nitrogen
atmosphere, and the reaction mixture was stirred at rt. The
reaction mixture changed color from turbid white to brown. After
addition of the reagent had been completed, the resulting
mixture was refluxed until the magnesium turnings disappeared.
Reaction mixture was cooled in an ice bath and to the suspension
was added CdCl2 (1.842 g, 10mmol) in several portions within
10min. After the addition of CdCl2 had been completed, mixture
was heated to reflux for 1.5 h. The mixture was cooled down to rt
and the solvent was removed under vacuum. The residue was
suspended in dry benzene (15ml), a solution of adamantane-
1,3-dicarboxylic acid dichloride (1.73 g, 6.6mmol) in dry benzene
(15ml) was added dropwise, and the reaction mixture was
refluxed overnight. The reaction mixture was poured on the ice
and subsequently was added 10% sulfuric acid (20ml). Organic
layer was separated and the aqueous layer was extracted
with diethyl ether (4� 25ml). The combined organic extracts
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were washed with water (25ml) and dried over anhydrous
MgSO4. Solvent was removed in vacuo and the resulting residue
was purified by column chromatography on silica gel (0–10%
ethyl acetate in hexane). Fractions eluted with 100% hexane
afforded biphenyl (0.062 g) as a side product, while fractions
eluted using (3–5%) ethyl acetate in hexane afforded compound
12 (1.87 g, 81.9%) as a colorless crystalline solid: mp 108–1108C;
1H NMR (CDCl3) d 1.75 (br.s, 2H), 1.95–2.12 (m, 8H), 2.27 (br.s, 4H),
7.37–7.49 (m, 6H), 7.54–7.60 (m, 4H); 13C NMR (CDCl3) d 28.0 (d,
2C), 35.3 (t, 1C), 38.1 (t, 4C), 40.0 (t, 1C), 47.1 (s, 2C), 127.0 (d, 4C),
127.9 (d, 4C), 130.4 (d, 2C), 138.9 (s, 2C), 208.8 (s, 2C); IR (KBr) ~n
2934 (m), 2891 (m), 2854 (w), 1660 (s), 1444 (m), 1241 (m), 917 (m),
707 (m), 651 (m) cm�1; Anal. Calcd. for C24H24O2 (344.46): C, 83.69;
H, 7.02. Found: C, 83.74; H, 6.76.

1,3-Dibenzoyladamantane ditosylhydrazone (6)


To a solution of 12 (0.580 g, 1.7mmol) in abs. MeOH (8ml) was
added p-toluenesulfonylhydrazine (0.939 g, 5.0mmol) in small
portions and the reaction mixture was stirred at reflux for 4 days.
The reaction was monitored by TLC (2% MeOH in CH2Cl2). While
stirring, a white residue precipitated out of the reaction mixture.
The residue was collected by filtration, washed with methanol
and diethyl ether to afford product 6 (0.938 g, 82%) as a white
powder solid: mp 172–1748C; 1H NMR (DMSO-d6) d 1.31–1.54 (m,
12H), 1.97 (br.s, 2H), 2.39 (s, 6H), 6.87 (br.s, 4H), 7.36 (d, 4H,
J¼ 7.6 Hz), 7.42 (br.s, 6H), 7.69 (d, 4H, J¼ 7.6 Hz), 9.27 (br.s, 2H);
13C NMR (CDCl3) d 21.6 (q, 2C), 27.9 (d, 2C), 35.1 (t, 1C), 38.7 (t, 4C),
40.6 (s, 2C), 41.5 (t, 1C), 127.5 (d, 4C), 127.7 (d, 4C), 129.2 (d, 4C),
129.3 (d, 2C), 129.4 (d, 4C), 130.8 (s, 2C), 135.2 (s, 2C), 143.9 (s, 2C),
164.3 (s, 2C); IR (KBr) ~n 3276 (w), 3208 (w), 2927 (m), 2904 (m), 2854
(w), 1598 (w), 1442 (w), 1385 (m), 1338 (m), 1168 (s), 704 (m), 674
(m), 555 (s) cm�1; Anal. Calcd. for C38H40N4S2O4 (680.89): C, 67.03;
H, 5.92; N, 8.23. Found: C, 66.56; H, 5.60; N, 8.06.

Preparation and pyrolysis of sodium salt of
1,3-dibenzoyladamantane ditosylhydrazone (6a)


To a suspension of 6 (0.681 g, 1.0mmol) in dry THF (5ml) was
added NaH (50% dispersion in mineral oil, 0.096 g, 2.0mmol) in
small portions during 2 h at rt. Upon addition of NaH, stirring was
continued for additional 20min, whereupon solvent was
removed in vacuo. Crude product was dried under high vacuum
(�1� 10�3mmHg) for several hours. The salt was used in the
pyrolysis without further purification. The dry 6a (1mmol) was
pyrolyzed at 2108C and 1� 10�3mmHg for 10min during which
the salt changed its color from white to pink. Volatile products
were collected in a trap cooled by liquid nitrogen, and the
resulting crude product was dissolved in benzene under a
nitrogen atmosphere. Analysis of the crude product by GC (DB
210, 608C, 10min; 158C/min; 2008C) and GC-MS (HP-5) showed
the presence of benzonitrile and polymeric material. Benzonitrile
was confirmed by comparison of the GC and GC-MS analysis of
the authentic sample: GC-MS (HP-5; 608C, 10min; 158C/min;
2508C); tR¼ 14.01; m/e: 103 (Mþ 100%), 76 (39%), 50 (23%).

1,3-Dibenzoyladamantane dihydrazone (13)


A solution of 12 (1.0 g, 2.9mmol) and hydrazine monohydrate
(2.8ml, 58mmol) in abs. EtOH (25ml) was refluxed for 4 days. The
solvent was removed in vacuo and the resulting solid purified by
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column chromatography on silica gel (50–80% EtOAc in hexane)
to yield 13 (0.827 g, 76.4%), as a white solid: mp 169.7–173.38C;
1H NMR (CDCl3) d 1.4–1.8 (m, 12H), 2.0 (s, 2H), 4.7 (s, 4H), 6.8–7.5
(m, 10H); 13C NMR (CDCl3) d 28.5 (d, 2C), 35.7 (t, 1C), 39.4 (t, 4C),
39.8 (s, 2C), 42.8 (t, 1C), 128.0 (d, 4C), 128.2 (d, 4C), 128.7 (d, 2C),
133.1 (s, 2C), 159.8 (s, 2C); IR (KBr) ~n 3369 (m), 2925 (s), 2897 (s),
2848 (s), 1621 (w), 1491 (w), 1439 (w), 1073 (w), 1021 (w), 712
(s) cm�1; Anal. Calcd. for C24H28N4 (372.51): C, 77.38; H, 7.58; N,
15.04. Found: C, 76.96; H, 7.83; N, 14.98; MS EI Mþ calcd. 372.2308,
found 372.2309.
In some reactions besides 13, the sideproduct, 1-(phenylcarbinol)-


3-benzoyladamantane hydrazone, was formed in various per-
centage (from 13.6 to 36.3%): mp 208.9–2108C; 1H NMR (CDCl3) d
1.19–2.29 (m, 14H), 4.25 (s, 1H), 4.78 (s, 2H), 6.94-7.33 (m, 10H);
13C NMR (CDCl3) d 28.3 (d, 2C); 36.0 (t, 1C); 36.5 (t, 1C); 37.4 (s, 1C);
37.7 (s, 1C); 39.7 (t, 2C); 41.0 (t, 2C); 82.5 (d, 1C); 127.2 (d, 1C); 127.4
(d, 2C); 127.6 (d, 2C); 128.0 (d, 1C); 128.2 (d, 2C); 128.8 (d, 2C); 133.2
(s, 1C); 140.9 (s, 1C); 160.1 (s, 1C); IR (KBr) ~n 3403 (s), 3304 (m), 2901
(s), 2847 (s), 1490 (m), 1449 (m), 709 (s) cm�1.


1,3-bis(diazobenzyl)adamantane (7)


To a suspension of a barium manganate (BaMnO4; 0.635 g,
2.48mmol) and powdered CaO26 (0.959, 17.1mmol) in dry THF
(10ml) was added a solution of 13 (0.115 g, 0.31mmol) in dry THF
(10ml) under a nitrogen atmosphere. The reaction mixture was
stirred at rt for 1 h. Filtration of solids and evaporation of the
solvent afforded 7 (0.111 g, 98.2%), as a red-wine colored oil. IR
spectrum with characteristic absorption band at 2031 cm�1


confirmed formation of diazo-compound 7which was used in the
further experiments without purification. 1H NMR (C6D6) d


1.30-2.10 (m, aliphatic H), 6.92–7.30 (m, Ph-H); 13C NMR (C6D6) d
29.3 (d, 2C), 33.1 (t, 1C), 35.6 (s, 2C), 40.1 (t, 4C), 44.4 (t, 1C), 124.7
(d, 2C), 125.8 (d, 4C), 129.2 (d, 4C), 131.1 (s, 2C); IR (KBr) ~n 2901 (s),
2848 (s), 2031 (m), 1655 (m), 1449 (m), 1025 (m), 737 (s) cm�1; UV
(EtOH) lmax/nm (log e): 501.2 (1.18).


Pyrolysis of 1,3-bis(diazobenzyl)adamantane (7)


Diazo-compound 7 (1.0mmol) was subjected to the pyrolysis at
6008C under reduced pressure (1� 10�1mmHg). Volatile
products were collected in a trap cooled by liquid nitrogen,
and subsequently dissolved in benzene under an atmosphere of
nitrogen. Analysis of the crude product by GC (DB 210 and DB
1701; 608C, 10min; 158C/min; 2008C) and GC-MS analysis showed
the presence of two compounds. GC-MS analysis (HP-5) showed
that the major peak has mass of Mþ(103) and corresponding to
the benzonitrile (18): GC-MS (HP-5; 608C, 10min; 158C/min;
2508C); tR¼ 14.01; m/e: 103 (Mþ 100%), 76 (35%), 50 (15%).


Photolysis of 1,3-bis(diazobenzyl)adamantane (7)


A degassed solution of 7 (0.046 g, 0.13mmol) in C6D6 (0.675ml)
was irradiated with a high pressure Hg-lamp through a Pyrex filter
until the characteristic color of the diazo-compound disappeared.
Evaporation of the solvent afforded azine 21 (0.048 g) as a pale
yellow solid: 1H NMR (C6D6) d 1.15–2.11 (m, aliphatic H), 6.87–7.36
(m, Ph-H); 13C NMR (C6D6) d 28.8, 35.9, 39.7, 40.7, 43.0, 127.3, 127.7,
128.0, 137.1, 165.3; IR (KBr) ~n 2902 (s), 2851 (s), 1743 (w), 1593 (m),
1490 (w), 1444 (m), 1341 (m), 1238 (w), 1067 (m), 764 (m), 697
(s) cm�1. HRMS for C48H48N4 [Mþ 1]þ calcd. 681.3957, found
681.3951.
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Preparation of authentic azine 21


To a solution of 12 (0.092 g, 0.27mmol) and 13 (0.100 g,
0.27mmol) in xylene (10ml) was added catalytic amount of
p-TsOH. The mixture was heated to reflux and the reaction was
monitored by TLC (ethyl acetate:hexane¼ 70:30). After 3 h under
reflux, the bright yellow solution was cooled down to rt, washed
with 0.1M NaOH (2� 15ml) and water (2� 20ml) and dried over
anhydrous MgSO4. The solvent was evaporated in vacuo to give
21 (0.120 g, 65%), as a yellowish solid.

SUPPLEMENTARY MATERIAL


The following data are available in WILEY Interscience: 1H and
13C NMR spectra of compounds 4, 5, 6, 7, 9, 10, 11, 12, and 13, as
well as GC-MS data and/or NMR spectra of products 14, 15, 17,
18, and 21.
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Structure-reactivity relationships for
b-galactosidase (Escherichia coli, lac Z): a
second derivative effect on bnuc for addition
of alkyl alcohols to an oxocarbenium ion
reaction intermediate
John P. Richarda*, Christina K. Heoa and Maria M. Totevaa

J. Phys. Or

Velocities for the synthesis of trifluoroethyl 2-deoxy-b-D-galactopyranoside by transfer of the 2-deoxygalactosyl
group from b-galactosidase to trifluoroethanol were determined from studies of the b-galactosidase-catalyzed
cleavage of 4-nitrophenyl-2-deoxy-b-D-galactopyranoside as the difference in rates of appearance of 4-nitrophen-
oxide anion and 2-D-deoxygalactose. These data were used to calculate a rate constant ratio of kROH/ks¼ 2.3MS1 for
partitioning of the intermediate between addition of trifluoroethanol and solventwater. Velocities for the synthesis of
other alkyl 2-deoxy-b-D-galactopyranosides by transfer of the 2-deoxygalactosyl group from b-galactosidase to alkyl
alcohols were determined from the effect of alkyl alcohols on the velocity of b-galactosidase-catalyzed cleavage of
4-nitrophenyl-2-deoxy-b-D-galactopyranoside in a reaction where breakdown of the intermediate is rate determining.
These data were used to calculate rate constant ratios kROH/ks for the reactions of eight alkyl alcohols. Absolute rate
constants kROH (MS1 sS1) were calculated from kROH/ks and ks¼ 0.002 sS1 for the addition of water. A Brønsted
coefficient of bnuc¼S0.07W 0.08was determined as the slope of a logarithmic correlation of kROH against alcohol pKa.
The change from a 2-OH to a 2-H substituent at the b-D-galactopyranosyl intermediate causes a 0.12W 0.04 increase in
the value of bnuc for alcohol addition. This anti-Hammond effect provides evidence that general base-catalyzed
addition of alcohols to an enzyme-bound b-D-galactopyranosyl oxocarbenium ion intermediate proceeds along a
reaction coordinate in which there is strong coupling between carbon–oxygen bond formation and proton transfer
from the alcohol to a basic residue at the enzyme. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Brønsted coefficients a and b, and Hammett coefficients r for the
reactions of small organic molecules in solution may be
conveniently determined as the slopes of linear logarithmic free
energy relationships between rate and equilibrium constants.
These first-derivative parameters provide a wealth of useful
information about the position of the transition state along a free
energy reaction diagram.[1–5] The specificity of enzymes for their
substrates is generally too narrow to allow for the types of
structural variations required for the determination of Brønsted
and Hammett reaction coefficients. When such variation is
possible, the quality of the derived Brønsted or Hammett correla-
tion for the enzymatic reaction seldom match those for organic
reactions. Much valuable information about enzymemechanisms
has been obtained in the relatively rare cases where good
Brønsted correlations are observed for the appropriate kinetic
parameter.[6–10]


b-Galactosidase catalyzes the hydrolysis of lactose and other
b-D-galactopyranosyl derivatives by a two-step mechanism. The
first step is the readily reversible transfer of the b-D-galacto-
pyranosyl group from substrate to the carboxylate side-chain of
Glu-537 to form a covalent reaction intermediate (Scheme 1).[11]

g. Chem. 2008, 21 531–537 Copyright �

This is followed by transfer of the sugar from the enzyme to water
to form b-D-galactose.
b-Galactosidase shows a high specificity for the b-D-galacto-


pyranosyl group of substrate (X¼OH, Scheme 1). It is tolerant of
variations in the leaving group and has been found to catalyze
the cleavage of b-D-galactopyranosyl derivatives with pyridine,[12]


ring-substituted phenol,[11] alkyl alcohol,[13] azide anion,[14,15] and
fluoride anion[16] leaving groups. We have reported good linear
Brønsted correlations of kinetic parameters for enzyme-catalyzed
cleavage and synthesis of alkyl b-D-galactopyranosides with
slopes ½ðbnucÞkcat=km ¼ �0:75 � 0:14� and [bnuc¼�0.19� 0.10]
for the cleavage and synthesis reactions, respectively.[13,14] These
results are consistent with participation by the carboxylic acid
side-chain of Glu-461 in concerted general acid catalysis of the
cleavage of alkyl b-D-galactopyranosides to form an enzyme-
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Scheme 1.
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bound glycosyl oxocarbenium ion that is trapped by Glu-537 to
form the reaction intermediate (Scheme 1); and, with general
base catalysis of alcohol addition to the enzyme-bound glycosyl
oxocarbenium ion for the reaction in the reverse direction.[17,18]


Brønsted coefficients are first-derivative structure-reactivity
effects that provide a measure of the development of transition
state ‘‘effective charge’’ at the reaction center.[5] Changes in
first-derivative correlations with changing substrate structure
have been characterized to give second-derivative structure-
reactivity parameters. The interpretation of these second-
derivative effects has the potential to provide deep insight into
reaction mechanisms.[3,4] There have been many determinations
of Brønsted coefficients bnuc for reactions similar to that in
Scheme 1. These reactions show changes in second-derivative
structure-reactivity effects that provide evidence for the
following changes in transition state structure with changing
electrophile reactivity.[4,19]

(1) T

ww

he Brønsted coefficient bnuc for the addition of alkyl alcohols
to unstable ring-substituted 1-phenylethyl carbocations
decreases with increasing carbocation reactivity.[20,21] This
corresponds to a Hammond-type shift from a transition state
with a large degree of C—O bond formation and positive
charge development at the alkoxy oxygen, to an early tran-
sition state with little bond formation to the nucleophile.[22]


This change may be illustrated on a one-dimension reaction
coordinate diagram for nucleophile addition; or, on a two-
dimension reaction coordinate diagram that assigns separate
coordinates to changes in bonding to carbon and the trans-
ferred proton.[3,4] In the latter case, the dominant atomic
motion at the transition state is C—O bond formation, and
the proton is stationary at the oxygen nucleophile.[20,21,23]

(2) V

alues of bnuc for general base-catalyzed addition of alkyl
alcohols to formaldehyde[24] and acetaldehyde[25] increase
with increasing electrophile reactivity. This corresponds to
anti-Hammond movement of the position of the transition
state.[4] The result cannot be explained on a one-dimension
reaction diagram, but can be rationalized on a two-dimension
diagram by a reaction coordinate in the region of the
transition state where movement toward C—O bond for-
mation on one axis is strongly coupled to movement on the
second axis of the proton from the alkoxy oxygen to the base
catalyst.[3,24,25]


We recently characterized the effects of a 2-H for 2-OH
substitution on the kinetic mechanism for b-galactosidase-
catalyzed cleavage of HO-1-OC6H4-4-NO2.


[26] This conservative
substitution causes a large 3.2� 105-fold decrease in the rate
constant ks (s


�1) for transfer of the reaction intermediate from
enzyme to water.[26] We now report that the 2-H for 2-OH
substitution at HO-1-E (Scheme 1) causes a change to a more
positive value of bnuc for the addition of alkyl alcohols to an
enzyme-bound glycosyl oxocarbenium ion. This result is
consistent with an anti-Hammond shift in the position of the

w.interscience.wiley.com/journal/poc Copyright � 2007

transition state for enzyme-catalyzed b-D-galactopyranosyl group
transfer that is similar to the shift observed for the addition of
alcohols to simple aldehydes.[24,25]

EXPERIMENTAL SECTION


Reagent grade organic chemicals and inorganic salts from
commercial sources were used without further purification. Water
was distilled and then passed through a Milli-Q water purification
system. b-D-Nicotinamide adenine dinucleotide (NADþ), 4-nitrophenyl
b-D-galactopyranoside, and b-galactosidase from Escherichia coli
(E. coli, Grade VIII) were purchased from Sigma. Galactose
dehydrogenase from E. coli that contains the gene for the
Pseudomonas fluorescens enzyme on a plasmid was purchased
from Boehringer Mannheim or Sigma. The commercial prep-
aration of galactose dehydrogenase was freed of ammonium
sulfate by dialysis against 25mM sodium pyrophosphate at pH
8.6 that contained 1mM EDTA and the enzyme was assayed as
described in earlier work.[14] 4-Nitrophenyl 2-deoxy-b-D-galacto-
pyranoside (H-1-OC6H4-4-NO2) was prepared by a published
procedure.[27]


The solution pH was determined at the end of each kinetic
experiment on b-galactosidase using an Orion Model 601A pH
meter equipped with a Radiometer GK2321C combination
electrode that was standardized at pH 7.00 and 10.00.


Enzyme assays


The activity of b-galactosidase was routinely determined at 258C
by monitoring the formation of 4-nitrophenoxide anion at
405 nm for reactions at pH 8.6 (25mM sodium pyrophosphate) in
solutions that contain 1.0mM MgCl2 and 0.5mM HO-1-OC6H4-
4-NO2. b-Galactosidase-catalyzed cleavage of H-1-OC6H4-4-NO2


(0.1mM) at pH 8.6 (25mM sodium pyrophosphate) in solutions
that contain 1.0mM MgCl2 was followed by monitoring the
formation of 4-nitrophenoxide anion at 405 nm.[26] Control
experiments for reactions in the presence of alkyl alcohols were
performed which showed that the presence of the highest
concentrations of alkyls alcohols used in these experiments
caused a �5% reduction in the velocity of enzyme-catalyzed
cleavage of HO-1-OC6H4-4-NO2.
The initial velocities of the formation of 4-nitrophenoxide


anion and of 2-deoxygalactose in the b-galactosidase-catalyzed
cleavage of H-1-OC6H4-4-NO2 were determined at 258C in a
single assay solution that contained 25mM sodium pyropho-
sphate (pH 8.6), 1.0mM MgCl2, 0.7mM NADþ, 0.1mM
H-1-OC6H4-4-NO2, ca. 1mM subunits b-galactosidase, and 2.3
units of galactose dehydrogenase in a total volume of 1.0ml. The
absorbance at 340 nm was monitored until it was constant with
time (ca. 3min) and b-galactosidase was added. The formation of
2-deoxygalactose was then monitored by following the increase
in absorbance at 340 nm (DA340), and the formation of
4-nitrophenoxide anion was monitored by following the increase
in absorbance at 405 nm (DA405). The enzyme-catalyzed reaction
was allowed to reach steady-state over a period of several
minutes[26]; and, the initial velocities for the formation of
2-deoxygalactose and 4-nitrophenoxide anion were then
determined by following the reaction for an additional 10min
as described in earlier studies.[14]


DA340ð ÞGal¼ DA340ð Þobsd�
DA405


82
(1)
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The initial velocity (<10% consumption of substrate) of
formation of 4-nitrophenoxide anion (vPNP) was calculated from
DA405 using De¼ 18 300M�1 cm�1 at pH 8.6.[26] The initial
velocity of the formation of 2-deoxygalactose (vgal) was
calculated from the observed change in absorbance at 340 nm
(DA340)obsd, with a small correction for the contribution to this
absorbance change from the formation of 4-nitrophenoxide
anion (Eqn (1)).
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Figure 1. (A) The effect of increasing initial concentration of trifluoro-


ethanol on the ratio of the velocities for the formation of 4-nitrophenoxide
anion (vPNP) and of 2-deoxygalactose (vgal) in the b-galactosidase-


catalyzed reactions of 4-nitrophenyl 2-deoxy-b-D-galactopyranoside at


pH 8.6 (*); and, 4-nitrophenyl b-D-galactopyranoside at pH 8.6 (!).[14]


(B) A linear replot of data from Fig. 1(A) for the reaction of 4-nitrophenyl
2-deoxy-b-D-galactopyranoside

RESULTS


The initial velocity of b-galactosidase-catalyzed cleavage of
H-1-OC6H4-4-NO2 (0.1mM) to give 4-nitrophenoxide anion (vPNP)
and D-galactose (vgal) was determined at pH 8.6 (25mM
pyrophosphate) in a single cuvette by monitoring: (a) the
formation of 4-nitrophenoxide anion at 405 nm; and, (b) the
formation of 2-deoxygalactose by trapping this sugar with NADþ


in a reaction catalyzed by galactose dehdyrogenase.[14,28] The UV
spectra of 4-nitrophenoxide anion and NADH are well resolved,
but there is overlap between the spectra of 4-nitrophenol and
NADH. Therefore, these experiments were conducted at pH 8.6
where 4-nitrophenol is largely ionized.[14]


Control experiments showed the following: (1) there is no
significant change in absorbance at 405 nm associated with the
reduction of NADþ; (2) the change in absorbance at 340 nm due
to the formation of 4-nitrophenoxide anion is 82-fold smaller
than the change in absorbance at 405 nm. (3) The ratio of the
velocities for formation of 4-nitrophenoxide anion and 2-deoxy-
galactose, vPNP/vgal, is independent of the concentration of the
galactose dehydrogenase coupling enzyme.
A ratio of vgal/vPNP¼ 1.0 is observed for stoichiometric


formation of 4-nitrophenoxide anion and 2-deoxygalactose in
water. This ratio increases when the intermediate is trapped by
added alcohols to form H-1-OR at the expense of D-2-deoxy-

Table 1. Rate constant ratios for partitioning of X-1-E (Scheme 2)
reaction rate constantsa


ROH pKa
b


H-1-OC6H4-4-N


kROH/ks
d (M�1) k


CH3CH2OH 16.0 1.02� 0.07
CH3OH 15.5 1.40� 0.05
HOCH2CH2OH 15.1 4.4� 0.2
CH3OCH2CH2OH 14.8 3.05� 0.08
ClCH2CH2OH 14.3 6.1� 0.2
FCH2CH2OH 14.2 1.8� 0.2
Cl2CHCH2OH 12.9 3.3� 0.2
F3CCH2OH 12.4 2.2� 0.2


2.3� 0.2f


a At 258C in 25mM sodium pyrophosphate buffer (pH 8.6) contain
b Reference [34].
c Data from Reference [14].
d Rate constant ratios for partitioning of H-1-E (Scheme 2) betwee
correlations shown in Fig. 2. The quoted errors are standard devia
e Calculated from kROH/ks and ks¼ 0.002.[26]
f Determined by analysis of data from Fig. 2 as described in the te
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galactose (H-1-OH). The velocity of formation of H-1-OR is equal
to the difference between the total velocity of cleavage of
H-1-OC6H4-4-NO2 (vPNP) and the velocity of formation H-1-OH
(vgal).


[14]


Figure 1(A) shows the decrease in vgal/vPNP for the reaction of
H-1-OC6H4-4-NO2 (*) in the presence of increasing initial con-

between reaction with alkyl alcohols and water and, absolute


O2 HO-1-OC6H4-4-NO2
c


ROH (M�1 s�1)e kROH/ks (M
�1) kROH (M�1 s�1)


0.0020 1.1 780
0.0028 2.3 1600
0.0088 4.9 3500
0.0061 2.9 2060
0.013 11.7 8300
0.0036 2.0 1420
0.0066 10.2 7200
0.0044 6.0 4200
0.0046


ing 1.0mM MgCl2.


n addition of ROH and water, determined as the slopes of the
tions.


xt.
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centrations of trifluoroethanol; and, earlier data for the reaction of
HO-1-OC6H4-4-NO2 (!).[14] Figure 1(B) shows the linear increase
in vPNP/vgal. The rate constant ratio kROH/ks¼ 2.3M�1 (Table 1) for
partitioning of the 2-deoxy-b-D-galactopyranosyl reaction inter-
mediate between reaction with trifluoroethanol and with water
was obtained as the slope of this linear correlations using Eqn (2)
derived for Scheme 2.


vPNP=vgal ¼ 1þ kROH½ROH�=ks (2)


Figure 2 shows linear plots of normalized initial steady-state
velocities vobsd/vo for the b-galactosidase-catalyzed reaction of
H-1-OC6H4-4-NO2 (0.1mM) for reactions carried out in the
presence of increasing initial concentrations of alkyl alcohols at
pH 8.6, where v0 is the velocity of the reaction when no alcohol is
present. The addition of ROH to H-1-E to form H-1-OR causes an
increase in the observed velocity (vobsd) for cleavage of
H-1-OC6H4-4-NO2 to form 4-nitrophenoxide anion. This is
because the breakdown of H-1-E is the rate-determining for
enzyme-catalyzed cleavage of H-1-OC6H4-4-NO2.


[26] Downward
curvature (not shown) was observed for some plots as [ROH] was
increased to 1.0M. We attribute this to: (1) a partial change in
rate-determining step for the enzyme-catalyzed reactions when
the value of (ksþ kROH[ROH]) approaches that for k3 (Scheme 2);

v ob
sd


 / 
v o


[ROH]/ M


0.00 0.05 0.10 0.15
0.0


0.5


1.0


1.5


Figure 2. The effect of increasing initial concentrations of alkyl alcohols
on the initial velocity of b-galactosidase-catalyzed cleavage of 0.10mM


H-1-OC6H4-4-NO2 at pH 8.6, monitored by following the formation of


4-nitrophenoxide anion at 405 nm
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and, (2) a medium effect that causes a decrease in the rate
constant k3 for the formation of the reaction intermediate
(Scheme 2). Control experiments performed for each alcohol
showed that the highest [ROH] used in the ‘‘trapping’’ studies
(Fig. 2) has no effect (�5%) on the initial velocity of cleavage of
HO-1-OC6H4-4-NO2, a substrate for which k3 (Scheme 2) is the
rate-determining step.[14]


yobsd ¼ ðkcatÞapp½E�½S� ¼
k3ðks þ kROH½ROH�Þ½E�½S�
ðk3 þ ks þ kROH½ROH�Þ


(3)


yobsd


y0
¼ 1þ kROH½ROH�


ks
(4)


Equation (3) derived for Scheme 2 shows the dependence on
[ROH] of the observed initial velocity of b-galactosidase-catalyzed
cleavage of H-1-OC6H4-4-NO2.


[29] Equation (3) simplifies to Eqn
(4) under the conditions of the experiments reported in Fig. 2
because, k3� ksþ kROH[ROH].


[26] The solid lines through the
experimental data in Fig. 2 show the theoretical fit using the
slopes kROH/ks (M�1) reported in Table 1, determined by
least-squares analysis.

DISCUSSION


A simple method (Scheme 2) was used to monitor the initial
velocity of b-galactosidase-catalyzed cleavage of H-1-OC6H4-4-
NO2 to form 4-nitrophenoxide anion (vPNP) and of the hydrolysis
reaction to form D-2-deoxygalactose (vgal).


[14] A rate constant ratio
of kROH/ks¼ 2.3M�1 was determined from the linear increase in
vPNP/vgal for reactions in the presence of increasing initial
concentration of trifluoroethanol (Fig. 1(B)). Rate constant ratios
for partitioning of H-1-E (Scheme 2) between addition of alkyl
alcohols and water were also determined by examining the effect
of increasing [ROH] on the initial velocity of b-galactosidase-
catalyzed cleavage of H-1-OC6H4-4-NO2 (vobsd) when the
breakdown of H-1-E is rate determining for turnover (Fig. 2).
There is good agreement between kROH/ks¼ 2.3M�1 determined
for the reaction of trifluoroethanol by monitoring the relative
yields of H-1-OH and of H-1-OCH2CF3, and kROH/ks¼ 2.2M�1


determined by examining the effect of trifluoroethanol on the
rate of breakdown of H-1-E (Table 1).
Figure 1(A) shows that increasing [CF3CH2OH] has a smaller


effect on the yields of 2-deoxygalactose from b-galactosidase-
catalyzed cleavage of H-1-OC6H4-4-NO2 than on the yields of
galactose from enzyme-catalyzed cleavage of HO-1-OC6H4-4-
NO2.


[14] We conclude that the 2-H for 2-OH substitution causes a
decrease in the selectivity X-1-OH for the addition of weakly
nucleophilic trifluoroethanol. A similar decrease in selectivity is

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 531–537
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Figure 3. (A) Brønsted correlations with slope bnuc¼�0.19� 0.10 and


�0.07� 0.08 for the addition of alkyl alcohols to the b-D-galactopyranosyl


enzyme intermediate (HO-1-E, !)[14] and to the 2-deoxy-b-D-galacto-


pyranosyl intermediate (H-1-E,*) of b-galactosidase-catalyzed cleavage
reactions. (B) Brønsted correlation of the ratio of rate constants for


the addition of alcohols to H-1-E (k2-H) and to HO-1-E (k2-OH) with slope


(Db)nuc¼ 0.12� 0.04


Figure 4. Reaction coordinate diagram for general base catalysis of the


addition of alcohols to electrophilic trivalent carbon. The x- and y-axes
represent proton transfer and C–O bond formation, respectively. The


values of bnuc are indicated by diagonal lines of constant change at


the alcohol oxygen. The reaction coordinates A and B are discussed in the
text
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also observed for the reactions of the other alkyl alcohols
examined in this work (Table 1).
Absolute rate constants kROH (M�1 s�1) for the addition of ROH


toH-1-E (Table 1) were calculated from the alcohol selectivity and
ks¼ 0.002 s�1 for the reaction of solvent water.[26] Figure 3(A)
shows Brønsted plots of the rate constants kROH (M


�1 s�1) against
the pKa of the alkyl alcohol for the reactions of H-1-E. Also shown
in Fig. 3(A) is the Brønsted correlation for the addition of ROH to
HO-1-E reported in earlier work.[14] These data are correlated by
slopes of bnuc¼�0.07� 0.08 and �0.19� 0.010 for the addition
of ROH to H-1-E and HO-1-E,[14] respectively.
The significant deviations from the Brønsted correlations


shown in Fig. 3(A) cause a relatively large uncertainty in the
Brønsted parameters bnuc. A better logarithmic correlation is
observed for the rate constant ratio, k2-H/k2-OH, against alcohol
pKa (Fig. 3(B)). The slope of this correlation, Dbnuc¼ 0.12� 0.04, is
equal to the difference in the Brønsted coefficients for alcohol
addition to H-1-E and to HO-1-E. This shows that similar
deviations from Brønsted correlations are observed for rate
constants for the addition of individual alcohols to H-1-E and
HO-1-E and that the deviations cancel in the ratio k2-H/k2-OH. The
deviations from the correlations shown Fig. 3(A) have been
proposed to result from specific binding interactions between
b-galactosidase and the alkyl groups of ROH.[13,14]


Figure 4 shows a structure-reactivity diagram for the addition
of alcohols to electrophilic trivalent carbon, where alcohol
addition is assisted by general base catalysis.[18] This diagram
assigns separate reaction coordinates to the bond formation
between carbon and the oxygen nucleophile (y-axis) and to
proton transfer from the alcohol to the base catalyst (x-axis). The
third z-axis is for energy, but the energy contour lines are not
shown in order to simplify the diagram. The value of bnuc for
the addition of alcohols determined in this work provides a
measure of the change in the effective charge at the alcohol

J. Phys. Org. Chem. 2008, 21 531–537 Copyright � 2007 John W

oxygen.[5] This depends upon the extent of C—O bond
formation, and of proton transfer to the base catalyst.[3] The
values of bnuc are indicated in Fig. 4 by diagonal lines of constant
charge at the alcohol oxygen.
Systematic variations in reactant structure that cause the


driving force for a chemical reaction to change may cause one of
two types of changes in transition state structure.

(1) A

iley

Hammond-type shift. Variations in structure that cause the
energy of a species to increase in a direction that is parallel to
that of the reaction coordinate will cause the structure of the
transition state to move toward that of the species of increas-
ing energy.[22] This change in transition state structure results
in the decrease in nucleophile selectivity with increasing
carbocation reactivity associated with the reactivi-
ty-selectivity principal.[30]

(2) A

n anti-Hammond-type shift. Variations in structure that cause
the energy of a species to increase in a direction that lies
perpendicular to that of the reaction coordinate will cause the
structure of the transition state to move away from that of the
species of increasing energy.[3,4]


The direct addition of alcohols to carbocations is described by
a one-dimension reaction coordinate, where changes in the
relative energy of reactants and products must lie parallel to the
reaction coordinate and cause Hammond-type shifts in transition
state structure. For example, changes from electron-donating to
electron-withdrawing ring-substituents that destabilize ring-
substituted 1-phenylethyl carbocations cause a shift to an earlier
transition state for alcohol addition that more closely resembles
the reactant 1-phenylethyl carbocation.[31]


General base catalysis of the addition of alcohols to relatively
stable carbonyl electrophiles proceeds by a fully concerted
mechanism with a diagonal reaction coordinate (A, Fig. 4).[24]
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Substituents that destabilize the electrophile reactant increase
the energy of the bottom edge of the reaction diagram relative to
the top edge. This causes both Hammond and anti-Hammond
shifts in the position of the transition state. For example,
formaldehyde is more reactive than acetaldehyde and might
therefore be expected to react through an earlier transition state
for addition of ROH, and show a less positive value of bnuc for
alcohol addition. Instead, the value of bnuc is 0.17 units more
positive for general base-catalyzed addition of alkyl alcohols to
formaldehyde compared to acetaldehyde (Scheme 3).[25] This
result is consistent with a diagonal reaction coordinate (A, Fig. 4),
wheremovement of the proton toward the base catalyst is tightly
coupled to C—O bond formation. Increasing electrophile
reactivity by replacing the methyl group of acetaldehyde with
hydrogen causes an increase in the energy of the bottom edge of
Fig. 4 relative to the top edge, and results in both Hammond and
anti-Hammond shifts in the position of the transition state. The
vector sum of these two shifts is in accord with the observed
increase in bnuc for the addition of ROH (A, Fig. 4).
The value of bnuc for uncatalyzed addition of alcohols to ring-


substituted 1-phenylethyl carbocations increases with decreasing
carbocation reactivity, as expected for a reaction that can be
treated by a one-dimension reaction coordinate diagram.[31]


There is no general base catalysis of the addition of alkyl alcohols
to the 1-(4-methylphenyl)ethyl carbocation (Scheme 4).[23] Gen-
eral base catalysis by carboxylate anions appears for the addition
of alcohols to the more stable 1-(4-methoxyphenyl)ethyl
carbocation,[23] and becomes more pronounced for addition to
the more stable 1-(4-dimethylaminophenyl)ethyl carbocation.[32]


There is little difference in the values of bnuc for acetate anion-
catalyzed addition of alkyl alcohols to the 1-(4-methoxyphenyl)-
ethyl carbocation and to the much more stable 1-(4-dimethyl-
aminophenyl)-ethyl carbocation.[32] This result is consistent with
a reaction coordinate that has been rotated in a clockwise
direction from the vertical coordinate for a fully stepwise
reaction, but is not strongly diagonal (coordinate B, Fig. 4). The
small change in bnuc for alcohol addition shows that the shift in
the position of the transition state for nucleophile addition with
changing electrophile reactivity, which is obtained as the vector
sum of changes in the position of the transition state caused by
parallel and perpendicular substituent effects, occurs along a
diagonal line of constant charge at the alcohol nucleophile.
The large selectivity observed for the transfer of the enzyme-


bound b-D-galactopyranosyl group to nucleophilic anions pro-
vides good evidence for a stepwise reaction through an
enzyme-bound galactosyl oxocarbenium ion intermediate in
which there are differing degrees of stabilization of the transition

Scheme 4.
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state for its capture by interactions with anions of differing
nucleophilic reactivity.[17] It has been proposed, by analogy,
that the transfer of the enzyme-bound b-D-galactopyranosyl
group to alcohols also proceeds by a stepwise mechanism
through an oxocarbenium ion intermediate, with assistance from
general base catalysis by the carboxylate anion side chain of
Glu-461.[17,33]


The 2-H for 2-OH substitution at HO-1-E causes a 320 000-fold
decrease in ks for hydrolysis to form the sugar product.[26] This
effect on ks for transfer of the sugar from b-galactosidase to water
or alkyl alcohols is due to the loss of specific interactions (ca.
7.5 kcal/mol) that stabilize the transition state for cleavage of the
covalent intermediate to form the enzyme-bound sugar
oxocarbenium ion. We have proposed that these stabilizing
interactions result because of the ionization of the 2-OH group to
form an alkoxide anion (2-O�) which interacts strongly and
favorably with the neighboring positive charge at the oxocarbe-
nium ion.[26]


The 2-H for 2-OH substitution destabilizes the transition state
for cleavage of X-1-E to form the putative glycosyl oxocarbenium
ion and should destabilize the fully formed cation. This
corresponds to an increase in the energy of the bottom edge
of Fig. 4 relative to the top edge. This change results in a 0.12 unit
increase in bnuc (5)for alcohol addition to X-1-E that resembles the
increase in bnuc with increasing electrophile reactivity observed
for the addition of alcohols to simple aldehydes (Scheme 3),
where there is a high degree of coupling of proton transfer to
C—O bond formation (coordinate A, Fig. 4).[24,25] These results
provide evidence that the reaction coordinate for general
base-catalyzed alcohol addition to an enzyme-bound sugar
oxocarbenium ion shows a more strongly diagonal component
than the coordinate for general base-catalyzed addition of
alcohols to ring-substituted 1-phenylethyl carbocations (B, Fig. 4).
The proposed diagonal reaction coordinate might be caused by a
high pKa for the Brønsted base catalyst for the breakdown of
X-1-E,[33] and/or reflect a particularly large stabilization of the
enzyme-bound glycosyl oxocarbenium ion by interaction with
the enzyme catalyst.[17,32]
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Competing reactions of hypercoordinate
silicon dichelates
Inna Kalikhmana, Boris Gostevskiia, Evgenia Kertsnusa, Stephan Deuerleinb,
Dietmar Stalkeb, Mark Botoshanskyc and Daniel Kosta*

Neutral hexacoordinate silicon complexes derived fr

J. Phys. Or

om hydrazide chelating ligands with imino-donor groups, and
their pentacoordinate ionic dissociation products, undergo facile intramolecular aldol-type condensation catalyzed
by their chloride counterion leading to formation of a third chelate ring. In analogous silacyclobutane dichelates, in
the absence of halide counterion, a similar uncatalyzed rearrangement takes place, accompanied by opening of the
four-membered ring. In the absence of a-protons necessary for the condensation, the four-membered ring residue
adds directly to one of the imino-carbon atoms forming a new C—C bond and closing a different chelate ring. This
latter addition to the imino carbon is the preferred reaction pathway, even in the presence of 12 a-protons, when
cyanide ion replaces the chloride counterion and acts as nucleophile. The cyanide reactivity is rationalized in terms of
the HSAB concept. An unusual intramolecular rearrangement involving themigration of a t-butyl group from silicon to
carbon, while enabling the unprecedented attachment of a third hydrazide chelating agent, leading to a hexacoor-
dinate trichelate complex, is presented. Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: hypercoordinate silicon; molecular rearrangement; silacyclobutane complex; aldol condensation of imines;
silicon trichelate

* Correspondence to: D. Kost, Department of Chemistry, Ben-Gurion University,


Beer-Sheva 84105, Israel.


E-mail: kostd@bgu.ac.il


a I. Kalikhman, B. Gostevskii, E. Kertsnus, D. Kost


Department of Chemistry, Ben-Gurion University, Beer-Sheva 84105, Israel


b S. Deuerlein, D. Stalke


Institut für Anorganische Chemie, Universität Göttingen, Göttingen, Germany


c M. Botoshansky


Department of Chemistry, Technion – Israel Institute of Technology, Haifa


32000, Israel 1

INTRAMOLECULAR ALDOL CONDENSATION
OF IMINES


Pentacoordinate hydrazide-based siliconium chloride comp-
lexes were recently shown to undergo a facile base-catalyzed
molecular rearrangement Eqn (1), forming a new carbon–
carbon bond and closing a third chelate ring.[1] A closer
examination reveals that the rearrangement is equivalent to an
intramolecular aldol-type condensation between two adjacent
imine groups,[2,3,4,5] catalyzed by its own counterion, chloride,
acting as a base to abstract an allylic proton. The catalysis by the
counterion was recognized from the observation that chloride
reacted faster than bromide, which in turn reacted faster than
iodide in this reaction, under otherwise similar conditions
(boiling chloroform solution).


It was therefore quite surprising to find later that even in the
absence of any counterions in the silacyclobutane complexes 3,
which are purely hexacoordinate in solution (judging from the

g. Chem. 2008, 21 1029–1034 Copyright

high field 29Si NMR chemical shift: �134.7 ppm for
R¼Me, R1¼H, and from the lack of easily ionizable halide
ligands), a very similar molecular rearrangement took place Eqn
(2).[6] There are two distinct differences between these
rearrangements: the absence of apparent catalysis, and the
accompanying opening of the four-membered ring in the latter
reaction. Clearly, the fact that the silacyclobutane ring opens
and forms an n-propyl ligand requires that a proton be
abstracted by the terminal carbon atom of the opening ring. It
follows that the ring very likely opens spontaneously due to ring
strain resulting in a positively charged pentacoordinate silicon
center and a primary carbanion. The latter rapidly abstracts one
of the allylic protons, initiating the interchelate aldol conden-
sation. Because of the high energy generally attributed to
primary carbanions,[7] it seems more likely that ring opening
and proton abstraction take place simultaneously, during
collision of a methyl group with the four-membered ring
carbon, such that no free carbanion actually exists at any point
in time.

� 2008 John Wiley & Sons, Ltd.
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It is obvious that both of the reactions described in Eqs. 1 and 2
require the presence of activated (allylic) a-protons, to initiate the
condensation. In the absence of a-protons, the reaction takes a
different course: the transient carbanion intermediate, unable to
abstract a proton, acts as a nucleophile and attacks the most
electrophilic carbon atom in the system, the imino carbon
Eqn (3).[6] As a result a different third chelate ring is closed, with
the formation of a new C—C bond, and the conversion of one of
the N! Si dative bonds to a substantially shorter covalent bond
(1.758(1) vs. 2.044(2) Å, respectively, in 6a). In this case the
alternative reaction pathways are dictated by the presence or
absence of a-protons; the aldol condensation Eqn (2) takes place
preferentially over addition to the imino double bond Eqn (3),
and the latter is only observed when the first pathway is
unavailable.

REARRANGEMENTS INVOLVING THE
CYANIDE GROUP


The selectivity order described above (preference for aldol
condensation over addition to imino carbon) is completely
reversed in the following reactions involving the cyanide group.
Attempts to replace chloride by cyanide in a silicon complex via
transsilylation, using Me3SiCN Eqn (4), did not result in the
expected hexacoordinate cyano-complex 8, but in spontaneous
addition of the cyano group to the imino carbon of one of the
chelate rings (9), despite the availability of no less than 12
a-protons![8] Thus, when instead of the presumed alkyl carbanion
in Eqn (2) a cyanide ion (also a carbon base) is present in the
reaction, addition to the imino carbon becomes the over-
whelmingly preferred reaction.[8]


The preference of the cyanide ion to add to the imino carbon,
in contrast to the condensations of Eqs. 1 and 2, may be
rationalized by reference to the Hard Soft Acid Base (HSAB)
concept:[9,10,11] the cyanide is a soft base, and therefore prefers to
react with the soft imino-carbon acid, rather than to abstract a
hard proton acid.

www.interscience.wiley.com/journal/poc Copyright � 2008

Traces of the intramolecular condensation product 10 are
always found as a by-product along with 9 in the reaction shown
in Eqn (4). 10 could, in principle, be either the result of chloride
reacting with the reactant 7, as in Eqn (1), or could result from
cyanide acting as a base, abstracting a proton and initiating
the condensation, or could be formed by rearrangement of 9.
When carefully purified 9 was heated for several hours in boiling
chloroform, it eventually produced the rearrangement product
10 Eqn (5).[8] 10was identified by its 1H, 13C and 29Si NMR spectral
analogy with the corresponding spectra of an authentic
sample,[1] prepared and isolated from the rearrangement of 7,
and by the appearance of a distinct HCN signal at 108.8 ppm in
the 13C NMR spectrum of the reaction mixture.


The reaction takes a slightly different course when the dichloro
complex 11 reacts with one molar equivalent of Me3SiCN
Eqn (6);[8] in addition to the major product (12) in which the
cyanide group has added to the imino carbon, also the
hexacoordinate complex (13) is found as a minor product in
contrast to the total absence of 8 in the analogous reaction of the
monochloro complex 7, Eqn (4). The formation of 13 as a
by-product in Eqn (6), and the lack of a similar product in Eqn (4),
probably reflect the additional electron-withdrawal from silicon
by the additional chloro ligand in 11, resulting in a greater
tendency of the silicon to attract donor ligands and, hence, a
relatively more stable hexacoordinate complex 13.


This greater tendency of silicon to form hexacoordinate
complexes in the presence of electron-withdrawing ligands
becomes even more evident when 11 is treated with two molar
equivalents Me3SiCN Eqn (7). The hexacoordinate dicyano
complex (14) is now the major product.[8] Only upon prolonged
heating (20 h) in boiling chloroform it eventually rearranges to
the tricyclic cyano complex 16. However, upon attempts to

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1029–1034
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crystallize 14, by keeping its chloroform solution at 4 8C for
several days, the doubly rearranged 15 was obtained, with no
trace of the pentacoordinate, singly rearranged, presumed
intermediate.
Formation of 14 in the presence of excess Me3SiCN provides


indirect evidence that 12 does not form directly from 11, but
probably via initial formation of 13: the latter is required for the
formation of 14, and thus the reactions leading from 13 to either
12 or 14 are competitive, and the outcome is dictated by the
concentration of the reactant Me3SiCN. If 13 were not the
intermediate during formation of 12, 14would probably not form.

Figure 1. Molecular structure of 18 in the crystal, depicted at the 50%
probability level. Hydrogen atoms omitted for clarity


1


REACTIONS INVOLVING A t-BUTYL LIGAND
AT HEXACOORDINATE SILICON


It has been shown previously that the bulky t-butyl ligand, when
attached to silicon, causes an adjacent chloro ligand to dissociate
already at room temperature Eqn (8), in contrast to less
sterically-demanding ligands which cause significant dissociation
only at lower temperatures (in CD2Cl2 solutions).[12] However,
depending on the nature of the chelating ligand, a t-butyl ligand
attached to silicon can act in a variety of different ways, described
below. When the chelating ligand is substituted with relatively
strong electron-withdrawing groups, such as in the benzylide-
neimino complex 17 (having phenyl and H groups pulling
electrons from the donor-nitrogen through the imino double
bond), silicon becomes sufficiently electron poor to resist ionic
dissociation Eqn (9). 17 is the first undissociated hexacoordinate
chlorosilicon complex with a t-butyl ligand. The solution (CDCl3)
29Si NMR spectrum of 17 showed two stereoisomers (�132.1 and
�135.4 ppm) both of which were well within the hexacoordinate
silicon resonance range. The hexacoordinate nature of one of the
isomers was confirmed by an X-ray crystal analysis.[8]


This situation can easily be reversed by substitution of the
chloro by the bulkier and better leaving group bromo ligand.
Transsilylation of 17 with Me3SiBr results in the dissociated
pentacoordinate t-butylsiliconium bromide (18). 18 was charac-
terized by its single crystal X-ray analysis (Fig. 1, Table 1), that
features a distorted trigonal bipyramid (TBP) geometry about the
pentacoordinate silicon, and a well separated bromide counter-
ion. The solid state structure agrees well with the solution
29Si NMR chemical shift (CDCl3 solution 300 K) of �79.6 ppm,
characteristic of pentacoordination. Clearly, the tendency of
silicon to keep the halogeno ligand attached, due to weak
coordination by the relatively weak nitrogen donors, is counter-
balanced by the steric bulk of the halogen, which in 18 is
dominant and causes dissociation.

J. Phys. Org. Chem. 2008, 21 1029–1034 Copyright � 2008 Joh

Perhaps the most striking case of intramolecular rearrange-
ment, involving the t-butyl ligand, is the following: synthesis of
the dichelate 20 was attempted by transsilylation[13] of 19 with
t-BuSiCl3 as shown in Eqn (10). However, instead of the expected
20 a red crystalline trichelate 21 was obtained. The latter was
subjected to single crystal X-ray analysis, which confirmed its
structure (Figure 2). Selected bond lengths and angles are
presented in Table 1. 21 is the first of the hydrazide-derived
silicon complexes[13] in which all three chlorine atoms of the
XSiCl3 precursor (X¼ t-Bu in the present case, and alkyl, aryl or
halogens in others) have been replaced by the chelate-forming
bidentate O—Si ligands.


Why is 21 different from so many previously reported
hexacoordinate silicon dichelates of this family? The answer
must relate to the exceptionally electron-withdrawing groups
attached to the chelating (hydrazide derived) ligands. In each

n Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 1. Selected bond lengths (Å) and angles (8) for 18 and
21


18 21


Si–O1 1.695(2) Si–O1 1.7317(16)
Si–O2 1.701(3) Si–O2 1.8054(15)
Si–C19 1.894(2) Si–O3 1.7781(16)
Si–N3 1.908(3) Si–N2 1.7873(18)
Si–N1 1.908(2) Si–N4 1.9424(18)
C12–N3 1.302(3) Si–N6 1.9495(19)
C1–N3 1.310(4) C3–N2 1.466(3)
O1–Si–O2 132.73(11) C16–N4 1.291(3)
O1–Si–C19 113.60(13) C25–N6 1.280(3)
O2–Si–C19 113.65(13) N4–Si–N6 162.59(8)
O1–Si–N3 87.75(11) O1–Si–O3 175.52(8)
N3–Si–N1 157.94(11) N2–Si–O2 175.66(8)
O2–Si–N1 88.73(10) O1–Si–N4 96.74(8)
O1–Si–N2 82.81(11) O2–Si–N4 80.82(7)
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chelate ring in the presumed intermediate 20 (and in two of
the three in 21) the donor nitrogen atom is part of a
benzylideneimino group, with its relatively strong electron-
withdrawing hydrogen and phenyl groups. In addition, the
powerful electron-withdrawing CF3 substituents in each ring
make the donor nitrogen a very weak electron donor, even
weaker than in 17 and 18 above. These chelating ligands are

Figure 2. Molecular structure of 21 in the crystal, depicted at the 50% prob


saturated imino hydrogen, were omitted for clarity


www.interscience.wiley.com/journal/poc Copyright � 2008

probably the weakest N-donor ligands of the hydrazide family
prepared and reported so far.[13] As a result of this weak donor
property, the coordination of nitrogen to silicon is weak, resulting
in a relatively electron-poor silicon atom. This, in turn, causes the
residual chloro ligand in 20 to resist ionic dissociation (in contrast
to Eqn (8)).[12] Rather than dissociate, the chloro ligand of 20 is
readily exchanged by the less-electronegative oxygen atom of a
third chelating agent 19, which also forms a substantially
stronger bond to silicon.[14] Therefore, 20 quickly forms 21, in
which three of the hydrazide residues are ligated. Formation of 21
by attachment of a third hydrazide residue is accompanied by an
intramolecular 1,3-t-butyl shift from silicon to the adjacent
imino-carbon, replacing the relatively weak carbon–silicon bond
by the stronger carbon–carbon bond,[14] and releasing the steric
congestion caused by the t-butyl ligand, while closing a third
chelate ring by attachment of the N-donor group to silicon. Thus
the unusual 21 is formed, with the (unprecedented) three
hydrazide-derived chelate rings, two of which have the
benzylideneimino group, while the third imino double bond
has been saturated by addition of a t-butyl group to the imino
carbon.
The results described above demonstrate that in the same


basic molecular system all three different species can be
observed: the undissociated, hexacoordinate t-butylchlorosilicon
dichelate 17, the dissociated ionic (pentacoordinate)
t-butylsiliconium bromide 18, and when additional
electron-withdrawing CF3 substituents are introduced in the
chelate rings, the t-butyl group migrates to the imino-carbon,
making room for the attachment of a third chelating ligand and
formation of the rearranged trichelate 21.

ability level. Hydrogen atoms, except the two imino hydrogens and one
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EXPERIMENTAL SECTION


The reactions were carried out under dry argon using Schlenk
techniques. Solvents were dried and purified by standard
methods. NMR spectra were recorded on a Bruker Avance
DMX-500 spectrometer operating at 500.13, 125.76, and
99.36MHz, respectively, for 1H, 13C and 29Si spectra. Spectra
are reported in d (ppm) relative to TMS, as determined from
standard residual solvent-proton (or carbon) signals for 1H and
13C and directly from TMS for 29Si. Melting points were measured
in sealed capillaries using a Buchi melting point instrument,
and are uncorrected. Elemental analyses were performed by
Mikroanalytisches Laboratorium Beller, Göttingen, Germany.
Single crystal X-ray diffraction measurements were performed


on a Nonius Kappa-CCD Diffractometer (18), and a Bruker Smart
Apex on a D8-Goniometer (21). Crystallographic details are listed
in Table 2. Crystallographic data for 18 and 21 have been
deposited with the Cambridge Crystallographic Data Centre. The
CCDC numbers are listed in Table 2.


Bis[N-(benzylideneimino)acetimidato-N’,O]tert-
butylsiliconium bromide(18)


A mixture of 1.013 g (4.32mmol) of N-(benzylideneimino)O-
(trimethylsilyl)acetimidate[6] and 0.458 (2.39mmol) of t-BuSiCl3 in
5mL of chloroform was kept at room temperature for 48 h,
followed by removal of volatiles under 0.2mmHg. The white solid
was washed in 10mL of n-hexane to yield 0.895 g (94%) of 17.[8]

Table 2. Crystal data and experimental parameters for the structu


CCDC number
Empirical formula C
Form mass (g mol�1)
Collection T, K
Cryst. syst.
Space group


a (Å)
b (Å)
c (Å)
a (8)
b (8)
g (8)
V (Å3)
Z


rcalc, (Mg/m3)
F (000)
u range (8)
No. of coll. reflns
No. of indep. reflns
Rint
No. of reflns used
No. params.
Goof
R1 wR2[I> 2s(I)]
R1 wR2(all data)
Max./min. res electron dens (eÅ�3)


J. Phys. Org. Chem. 2008, 21 1029–1034 Copyright � 2008 Joh

The product was stirred with 0.319 g (2.09 mmol) of Me3SiBr in
5mL of chloroform for 24 h. The white solid was isolated by
decantation and vacuum drying to yield 0.926 g (90%), mp
173–174 8C. Crystals for X-ray diffraction analysis were grown
from acetonitrile solution. Anal. Calcd for C22H27BrN4O2Si: C,
54.21; H, 5.58; N, 11.49. Found: C, 54.30; H, 5.73; N, 11.35. 1H NMR
(CDCl3, 300 K): d 1.02 (s, 9H, C4H9), 2.53 (s, 6H, Me), 7.56–8.73 (m,
10H, Ph). 13C NMR (CDCl3, 300 K): d 18.3 (Me), 19.8 (C(CH3)3), 27.0
(C(CH3)3), 128.9, 129.2, 135.9, 136.4 (Ph), 161.7, 171.4 (C——N).
29Si NMR (CDCl3, 300 K): d -79.6.

Bis[N-(benzylideneimino)trifluoroacetimidato-N’,O]
[N-(1-(tert-butyl)benzylamino)trifluoroacetimidato-N’,O]
silicon(IV) (21)


A mixture of 1.292 g (4.48mmol) of N-(benzylideneimino)O-
(trimethylsilyl)trifluoroacetimidate (19) and 0.423 g (2.21mmol)
of t-BuSiCl3 in 5mL of chloroformwas kept at 100 8C for 170 h. The
volatiles were removed under reduced pressure leaving a viscous
orange residue that formed red crystals after treating with 5mL
n-hexane. 0.48 g (41%) of 21 was isolated, mp. 108–110 8C. Anal.
Calcd for C31H27F9N6O3Si: C, 50.96; H, 3.72; N, 11.50. Found: C,
50.65; H, 3.74; N, 11.38. 1H NMR (CDCl3, 300 K): d 0.86 (s, 9H, C4H9),
3.89 (s, 1H, N–CH) 7.06 - 8.35 (m, 15H, Ph), 7.24, 8.11 (2s, N——CH).
13C NMR (CDCl3, 300 K): d 28.4 (C(CH3)3), 37.5 (C(CH3)3), 117.5 (q,
1JC–F¼ 280Hz, CF3), 126.2–142.8, (Ph), 159.2, 160.5 (C——N), 153.0,
158.3 (CF3C——N). 29Si NMR (CDCl3, 300 K) d -149.8.

re analyses of 18 and 21


18 21


681007 681008


46H57Br2N9O4Si2 C31H27F9N6O3Si
1016.01 730.68
240(1) 133(2)
Triclinic Orthorhombic


P1 Pbca


10.232(2) 18.367(1)
10.486(2) 18.285(1)
26.163(5) 19.431(1)
94.97(2) 90
92.14(2) 90
118.70(3) 90
2442.9(8) 6525.6(6)


2 8
1.360 1.487
1052 2992


2.27–25.02 1.89–24.85
16355 73735
8409 5641
0.0406 0.1048
8409 5641
570 514
0.968 0.927


0.0423 0.1028 0.0388 0.0773
0.0774 0.1104 0.0704 0.0846
0.481/0.386 0.373/0.172
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Diastereofacial selectivity in some
4-substituted (X) 2-adamantyl
derivatives: electronic versus steric effects
William Adcocka* and Neil A. Trouta

J. Phys. Or

p-Facial selectivity data for the reduction and methylation of some 4ax-substituted (X) 2-adamantanones (3, Y¼O) as
well as the nucleophilic trapping of secondary and tertiary 4ax-substituted (X)-2-adamantyl cations (4; R¼H and CH3,
respectively) and the 4-methylene-2-adamantyl radical (8) are presented. The pronounced anti-face selectivities
observed for (3, Y¼O and 4, R¼CH3) emphasize the importance of the steric factor as expected for systems with a
strong steric bias. However, the dominant syn-face capture of 4 (R¼H) was completely unexpected and highlights a
subtle interplay between steric and electronic effects. Finally, the very high anti-face stereoselectivity for the trapping
of (8) with the trimethylstannyl anion (Me3Sn


�) is rationalized in terms of an electrostatic effect overwhelming the
steric factor. Copyright � 2007 John Wiley & Sons, Ltd.

Supplementary electronic material for this paper is avai

lable in Wiley InterScience at http://www.mrw.interscience.wiley.com/
suppmat/0894-3230/suppmat/


Keywords: adamantane; diastereofacial selectivity; substituent effects; steric effects; electronic effects

INTRODUCTION


By the use of rigid model systems in which steric and
conformational effects can be effectively segregated, electronic
effects have been shown unambiguously to be a significant factor
governing diastereofacial selectivity of additions to trigonal
carbon centres.[1] However, in most general situations where all
factors are at play in determining p-face selectivity steric effects,
which are well recognized and reasonably predictable, generally
predominate. The number of examples where the electronic
factor overwhelms steric effects are relatively rare,[2] con-
sequently, it was of considerable interest when we discovered
unexpectedly several examples which emerged from our recent
study of face selection in the nucleophilic capture of secondary
(R¼H) and tertiary (R¼CH3) 4eq-substituted (X) 2-adamantyl
cations (1).[3] The synthesis of the precursor 4eq-substituted
(X)-2-adamantanones (2, Y¼O, X¼ F, Cl, Br, I and Sn(CH3)3) for
this study also provided the corresponding 4ax-substituted
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2100, Adelaide SA 5001, Australia.
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ketones (3, Y¼O). Essentially for the sake of completion, we
subjected these latter compounds to the same reactions we
performed on 2 (Y¼O), namely, hydride reduction, methylation
and olefination followed by fluorination and hydrochlorination of
the alcohols and alkenes (3, Y¼CH2), respectively. Herein, we
report the facial selectivity results of this apparently extraneous

g. Chem. 2008, 21 68–72 Copyright � 20

study of nucleophilic trapping of 4ax-substituted (X)-2-adamantyl
cations (4) in which it would be expected that the axial disposed
group obviously exerts a pronounced steric bias. In addition, we
also report on the stereochemical outcome of the trimethyl-
stannylation of the bromo-alkenes (2 and 3, Y¼CH2 and X¼ Br)
which was deployed for the synthesis of the tin-alkenes (2 and 3,
Y¼CH2 and X¼ Sn(CH3)3).

EXPERIMENTAL SECTION


Synthesis of compounds


The ketones (3, Y¼O) were available from another investi-
gation.[3] The halo-alkenes (3, Y¼CH2) were prepared from the
corresponding ketones in the same manner as previously
described for the preparation of 1-bromo-4-methyleneada-
mantane from 5-bromoadamantan-2-one[4] and were obtained
as colourless oils after kugelrohr distillation. 13C NMR data for
the aforementioned ketones and alkenes (3; Y¼O and CH2,
respectively) together with calculated chemical shifts are listed in
the Supplementary Material. Spectral assignments were made
from additivity and APT methodology as well as chemical shift
considerations and, in the main, are in accord with literature
values.[5]

07 John Wiley & Sons, Ltd.







Table 1. Product distributions for the reduction and
methylation of some 4-substituted (Xax)-2-adamantanones
(3, Y¼O; X¼ F, Cl, Br and I)


X


Reductiona Methylationb


%E %Z %E %Z


F 2 (0)c 98 (100)c 1 99
Cl 0 100 0 100
Br 0 (0)c 100 (100)c 0 100
I 0 100 0 100
Sn(CH3)3 0 100 — —


aNaBH4/CH3OH/0 8C.
b CH3Li/Et2O/0 8C.
c Reference [8].
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General procedures for reduction (NaBH4), methylation
(MeLi) and hydrochlorination (HCl)


The procedures were all identical to those recently reported for 2
(Y¼O and CH2).


[3] All the epimeric product mixtures were
unambiguously characterized by 13C NMR and analysed by VPC,
GC-MS and 1H NMR. The 13C NMR chemical shifts of the various
alcohols and chlorides are given in the Supplementary Material
together with the calculated chemical shifts. The shifts are mainly
in accord with available literature values although some minor
discrepancies exist.


Fluorination of alcohol mixtures


Fluorination of the alcohols was performed utilizing DAST as the
reagent in the same manner as recently described.[3] The fluoride
mixtures were analysed by 13C and 19F NMR, VPC and GC-MS.
The 13C NMR chemical shifts of the fluorides are listed in the
Supplementary Material together with the calculated shifts. The
data are in accord with available literature values.[5e]


The relative selectivity data listed in the various Tables below
are the average of determinations by several methods
(13C, 1H and 19F NMR, VPC-MS and VPC) and are accurate to�3%.


Computational methods


The cation and radical calculations reported below were carried
out at the B3LYP/6-31G* level of theory utilizing the GAUSSIAN 98
program package.[6] Analytical frequency calculations were
performed on the minima and transition states of the density
functional theory (DFT) optimized cation structures to determine
zero-point vibrational energies (ZPVE) and, as well, to ensure
Nimag¼ 0 and 1 for the minima and transition states. Other
calculations were performed at the B3LYP/6-31þG* level of
theory. The NBO approach is described in detail byWeinhold et al.
[7] and no detailed account is necessary here. Suffice to state that
it is useful methodology for estimating quantitatively the energy
of hyperconjugative effects by treating the delocalizing inter-
actions by a standard second-order perturbation approach to
provide so-called E(2) energies.

Table 2. Product distributions for the fluorinationa of some
4-substituted (Xax)-adamantan-2-ols (5, R¼H and CH3; as in
Table 1)

RESULTS AND DISCUSSION


Stereoselectivity of reduction and methylation of ketones (3,
Y¼O), hydrochlorination of alkenes (3, Y¼CH2) and
fluorination of alcohols (5, R¼H and CH3)


The results of hydride reduction (NaBH4) and methylation (CH3Li)
of 4-substituted (Xax)-2-adamantanones (3, Y¼O; X¼ F, Cl, Br and
I) are listed in Table 1 together with those recently reported.[8]


It can be seen that 4ax-substituted (X)-2ax-adamantanols (5,
R¼H) and 4ax-substituted (X) 2eq-methyl-2ax-adamantanols (5,

J. Phys. Org. Chem. 2008, 21 68–72 Copyright � 2007 John Wil

R¼ CH3) are almost the exclusive products. Clearly, the results
highlight the dominant role of steric effects in controlling p-face
selection during nucleophilic addition to the carbonyl group. This
is well recognized and predictable. Thus, it can be seen (Table 1)
that the steric factor (this includes electrostatic repulsion
between the nucleophile and halogen unshared electrons in
this factor)[8] of the 4-Xax substituents dominates the electronic
one and directs the reagent (NaBH4 and CH3Li) almost exclusively
to the remote anti-face of the ketone (3,Y¼O). It is worth noting
that a simple visualization technique based on the electrostatic
potential mapped onto the LUMO with an isosurface proximal
to the reactive electrophilic site accurately predicts the anti and
syn face attack by nucleophiles on 3 (Y¼O, X¼ F; Table 1),
respectively.[9] Although a priori, it is not possible to discriminate
between the aforementioned two explanations for the anti-face
preference of the fluoro-ketone (3, Y¼O, X¼ F), we favour the
former because through-space electrostatic repulsion between
the approaching nucleophile and the substituent as a dominant
influence governing diastereoselectivity appears to be an
established phenomenon.[10]


The fluoride product mixtures obtained on the treatment of
the syn (or Z) alcohols (5, R¼H and CH3; Table 1) with the DAST
reagent are set out in Table 2. It should be noted that these
substitution reactions proceed via an SN1 mechanism with
2-adamantyl substrates.[11] A cursory examination of the data

X


5 (R¼H) 5 (R¼CH3)


%E %Z %E %Z


F 15 85 90 10
Cl 11 89 93 7
Br 16 84 94 6
I 19 81 94 6


a DAST/CH2Cl2.
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Table 3. Product distributions for the hydrochlorinationa of
some 4-substituted (Xax)-2-methyleneadamantanes (3,
Y¼CH2; X¼ F, Cl, Br and I)


X %E %Z


F 94 6
Cl 100 0
Br 100 0
I 100 0


a HCl/CH2Cl2.
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clearly reveals, quite unexpectedly, that the diastereoselectivities
for the capture of the secondary and tertiary cations (4, H
and CH3, respectively) are diametrically opposed (syn and
anti-face capture, respectively). Noteworthy is the fact that
the product distributions for the hydrochlorination of some
4-substituted (Xax)-2-methyleneadamantanes (3, Y¼CH2;
Table 3), being mediated by the tertiary ions (4, R¼CH3), also
display pronounced anti-face selectivities. Within the framework
of the picture presented for 13, namely, that p-facial selectivity
is essentially controlled by the relative stability of rapidly
equilibrating solvated pyramidalized syn and anti-epimeric ions
prior to capture by the nucleophile, it seems reasonable to
assume that the initial formation of the pyramidalized syn (or
Z)-cation readily undergoes interconversion to the epimeric anti
(or E)-cation (6 Ð 7) prior to nucleophilic capture. A consider-
ation of orbital and steric effects on the relative stability of these
ions suggests that the latter ions (7) should predominate at
equilibrium (Z> E). Consequently, the observed predominant

anti-face selectivity for both fluoride and chloride ion capture of
the tertiary ion 4 (R¼ CH3) can be reconciled in terms of 6
(R¼CH3) being captured much more rapidly than 7 (R¼CH3) as
a result of steric factors (this includes electrostatic repulsion
between the nucleophile and halogen unshared electrons)
impeding the syn approach of the nucleophile in the latter ion.
However, the unexpected stereochemical outcome of capture of
the secondary cations (4, R¼H) by the fluoride anion (Table 2),
namely, dominant syn-face capture, appears to be a relatively rare
situation where the trajectory is not governed by steric effects
but by the electronic configuration of the initially formed cationic
substrate. Apparently, the rate of conversion of 7 (R¼H) to 6
(R¼H) is slow with respect to fluoride ion capture which is
surprising given the very low barrier between the two in the gas
phase (as in Table 19, Supplementary Material). Significantly, this
phenomenon has provided a means for the successful synthesis

www.interscience.wiley.com/journal/poc Copyright � 2007

of an interesting model system, namely, syn-2,4-difluoroada-
mantane.[12]


It should be noted that the above proposals concerning the
stereoselectivity of capture of the cations (4, R¼H and CH3) must
remain equivocal until confirmed by the study of the dias-
tereoselectivity of fluorination of the corresponding E-epimers of
5 (R¼H and CH3). Unfortunately, these alcohols pose a significant
synthetic challenge.


Theoretical calculations


The B3LYP/6-31G*- computed critical structures of the ions
(4, R¼H and CH3; X¼ F and Cl) are given in Table 19 of the
Supporting Material. After ZPVE corrections, only a single
zero-order critical structure has been identified on the potential
energy surfaces (PES) of the tertiary ions of 4 (R¼CH3). Except for
4 (R¼CH3 and X¼ F), which surprisingly gave only the anti (or E)
ion (6, R¼CH3), the favoured invertomer of the remaining
tertiary ions is syn (or Z) 7 R¼CH3). In contrast, two zero-order
critical structures have been found for the secondary ions (4,
R¼H). The syn (or Z) ion is favoured in all cases (7, R¼H).
Relevant aspects of their geometries are displayed in Table 20 of
the Supporting Material. A pertinent feature is that the
electron-deficient centre (C2) is pyramidalized to varying
degrees, dependent on electron demand. Although the calcu-
lations are for isolated molecules in the gas phase, the finding
that only one structural minimum exists on the PES for
the tertiary ions raises the possibility that the relative reactivity
of the two faces of a single solvated ion may determine the
stereoselectivity of these systems in solution. This is not the case
for the secondary ions where two minima have been located.
The unexpected calculated result that the anti (or E) invertomer


is the favoured ion of the 4ax-fluoro substituted 38 species
(4, R¼CH3, X¼ F; Table 19 of the Supporting Material) is of
particular interest since it is counter-intuitive to predictions based
on qualitative considerations of differential hyperconjugative and
steric effects. Noteworthy is the fact that the H—F distance in this
ion (7; R¼CH3, X¼ F) is 2.59 Åwhich is just inside the sum of the
van der Waals radii of hydrogen (1.20 Å) and fluorine (1.47 Å).[13]


We believe this unexpected result highlights the importance
of a reversed electrostatic field effect (a dipolar substituent effect
can be modified by its geometrical orientation to be ‘normal’,
diminished, absent or even ‘reversed’)[14] between the C—F
dipole and the positive charge delocalized on the methyl group
as a significant contributing factor determining the preferred
conformation of the ion. In an attempt to provide support for this
conclusion, we have chosen the reaction energy (DE) of an
isodesmic reaction (Eqn (1)) as a measure of the through-space
electrostatic field interaction between groups X and Y in the
adamantane ring system (Ad). Hence, the effect of orientation
(angle and distance) on the electrostatic interaction between


X-Ad-Hþ Y-Ad-H ! X-Ad-Yþ H-Ad-H ð1Þ


the C-F dipole and positive charge on the methyl group in the
various dispositions of the epimeric ions can be readily mimicked
in a relative sense by calculating DE for Eqn (1) where X¼ F and
Y¼NHþ


3 . The DE values for the appropriate orientations are listed
in Table 4. It can be seen that the electrostatic interaction energy
varies widely with orientation and, moreover, is significantly
destabilizing (normal effect) for all orientations except for
4Xax,2Yax where the interaction is clearly stabilizing (reverse
effect).[14] Since this orientation approximates the geometry of
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Table 4. Isodesmic reaction energies (DE, kcal/mol) of Eqn (1)


Orientation X Y DE


4Xeq,2Yeq F NHþ
3 4.99


4Xeq,2Yax F NHþ
3 5.69


4Xax,2Yeq F NHþ
3 2.59


4Xax,2Yax F NHþ
3 �3.82


5X,2Yeq F NHþ
3 5.29


5X,2Yax F NHþ
3 4.50


aDetermined from B3LYP/6-31þG*calculated energies listed
in Table 21 of the Supplementary Material.
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the 38 epimeric ion (6; R¼CH3, X¼ F) of 4 (R¼CH3), the
explanation for the finding above that the anti (or E) ion and not
the expected syn (or Z) epimer exists on the PES of 4 (R¼CH3)
appears validated. The relative magnitude of the destabilizing
interaction energies for the orientations of the other dispositions
(syn> anti (4,2) and anti> syn (5,2)) are of interest in connection
with the conclusion that differential electrostatic effects appear
to govern the relative stability of the epimeric ions in 1 but not in
the 5,2-disposition. Note that in the case of the 4,2 disposition the
syn orientation (4Xeq,2Yax) is considerably larger than the anti
(4Xeq,2Yeq) whereas, in contrast, the reverse situation prevails
in the 5,2-disposition. Consequently, extrapolating this pattern
to the epimeric tertiary ions of these two dispositions implies
that the relative magnitude of the two destabilizing components
of the electrostatic field interaction in the syn (or E) cation of the
4,2 disposition are in unison but opposed in the corresponding
ion of the 5,2 disposition.
A useful way of quantitatively describing electron delocaliza-


tion interactions is by the energies of the second-order
perturbation analysis of the Fock matrix elements in the NBO
basis (E(2)).[7] Consequently, we carried out an NBO analysis of the
secondary and tertiary ions of 4 (Z and E, R¼H and Me,
respectively) in order to obtain E(2) values for the hyperconju-
gative interactions between the flanking C—C bonds and the
electron-deficient centre (C2). These parameters are set out in
Table 5.
One of the more significant aspects of these results is that the


decreased donor capacity of the C3—C4 bond by the s-inductive

Table 5. Selected NBO E(2) energies (kcal/mol)a,b of hyper-
conjugative interactions (C–C!C2þ) in 4


System C1–C8 C1–C9 C3–C4 C3–C10


4 (Z;R¼H, X¼ F) 34.98 0.92 1.24 18.92
4 (E;R¼H, X¼ F) 0.66 39.53 16.98 1.45
4 (Z;R¼H, X¼Cl) 36.76 0.69 0.82 19.60
4 (E;R¼H, X¼Cl) <c 55.91 12.12 1.17
4 (E;R¼Me, X¼ F) 3.91 15.95 12.48 4.01
4 (Z;R¼Me, X¼Cl) 17.82 3.14 2.51 14.51


a,b Only energies> 0.5 kcal/mol shown.
f Parent ions (X¼H, R¼H): 27.03, 1.02, 1.02, 27.03 (X¼H,
R¼Me): 18.18, 2.54, 2.54, 18.18.
c<0.5 kcal/mol.
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effect in the E-cations of system 4 (R¼H) is accompanied by a
concominant increased donor effect from the C1—C9 bond as a
result of enhanced electron demand at the reaction centre (C2).
The low symmetry of the 4-X ions (4) is exemplified by the fact
that the donor effects of the four flanking C—C bonds in this
system are all different. Finally, a further pertinent observation is
the considerable reduction in the energy of hyperconjugative
interactions on reducing electron demand (cf. corresponding
interactions of 28 and 38 ions (R¼H and CH3, respectively).


Stereochemical result for the stannylation of
4-bromoeq/ax-2-methylene-adamantanes


Previously,[3] we had occasion to treat 4-bromoeq -and/or
4-bromoax-2-methyleneadamantane (2 and 3, Y¼CH2 and X¼ Br,
Br, respectively) with trimethyltin lithium in THF in order to
prepare 4-trimethylstannyleq-2-methyleneadamantane (2, Y¼
CH2 and X¼ Sn(CH3)3), obtained almost exclusively (>95%) from
both bromo isomers. The strikingly high stereoselectivity of this
reaction was reported by Duddeck and Islam[5h] more than
20 years ago but no satisfactory explanation was proffered.
Mechanistic studies of the trimethylstannylation reaction in
recent years[15] have clearly established that nucleophilic tin
substitution of bromine in substituted 2-bromoadamantanes
occurs exclusively by an SRN1-type mechanism (free-radical chain
process) in which the first step involves dissociative electron-
transfer to form the correspondingly substituted 2-adamantyl
radical. The next step involves the capture of this radical with
the Me3Sn


� ion to form a radical tin anion which subsequently
loses an electron to form the tin substitution product. Hence, the
aforementioned stereoselectivity has its origin in the discrimi-
nation of the two faces of a common intermediate by the
attacking Me3Sn


� anion, namely, preferential anti-attack on
the 4-methylene-2-adamantyl radical (8). Noteworthy, is that the
preferred direction of attack is diametrically opposite to

7


predictions (syn) based on the Cieplak model[1a] or steric
accessibility (anti-approach is sterically more encumbered than
syn because the nucleophile encounters two axial hydrogens for
the former versus one for the latter). Moreover, it is the most
conspicuous example of a distal substituent influencing the
stereochemical outcome of trapping of a remotely substituted
2-adamantyl radical (XAd


.
).[16] In an attempt to provide some


insight into the origins of this high stereoselectivity, we have
carried out calculations at the B3LYP/6-31G* level of theory on 8
(Table 22, as in the Supplementary Material). Two minima are
located on the PES with significant distortions at the carbon
bearing the unpaired electron (C2): one (E or anti) in which the
dihedral angle (u) between the C1—C2—C3 plane and the C2—H
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bond is 150.128 and another (Z or syn) where the corresponding
angle is 159.438.The energy difference between the two isomers
is small (0.30 kcal/mol), E being slightly more stable than Z. The
relative stability is in accord with crude expectations based on
hyperconjugative effects. An attempt to locate a TS on the PES
appeared successful (Nimag¼ 1, y¼�75.5 cm�1; C2—H bond
bent away from the substituent (u¼ 1678)) but after ZPVE
correction the energy was found to be lower than themore stable
E species! The situation highlights that defining such stationary
points on a very flat PES is highly problematical. Interestingly,
calculations at the B3LYP/DZPþþ level of theory found the
ground state of 2-Ad


.
in Cs symmetry (u¼ 159.78) with only a


0.23 kJ/mol energy difference on a very flat PES between the Cs
and C2y structures.[17] Even if 8 exists in solution (THF) as two
rapidly equilibrating discrete species (E and Z epimers), the
observed high stereoselectivity in the reaction with Me3Sn


�


cannot be reconciled in terms of their relative populations based
on an energy difference of 0.30 kcal/mol (as described above).
Although by default it could be ascribed to orbital interactions
(Ahn model),[1a,18] there is no precedent in the literature that we
are aware of where such interactions lead to such profound
stereochemical consequences. Consequently, we calculated
the minimum electrostatic potential (VS,min, kcal/mol) on the
molecular surface of 8 (AM1 geometry, u¼ 1808) defined by the
0.002 electron bohr�3 contour of the electron density. The VS,min


values reveal that the trajectory of the incoming nucleophile on
the syn-face encounters a much higher ‘barrier’ of negative
potential (i.e. higher electron density) than on the opposing
anti-face (VS,min(syn)¼�24 versus VS,min(anti)¼�14). This
suggests that the high stereoselectivity of trapping of 8 has its
origins in electrostatic effects,[10] namely, the relative magnitude
of destabilizing repulsive interactions from approach of the
trimethylstannyl anion to the respective faces prior to bond
formation (syn> anti). This is an interesting example where
remote electronic effects clearly overwhelm steric effects.[2]
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Isomerization and rearrangement of (E)- and
(Z)-phenylhydrazones of 3-benzoyl-5-phenyl-
1,2,4-oxadiazole: evidence for a ‘new’ type
of acid-catalysis by copper(II) salts in
mononuclear rearrangement of heterocycles
Francesca D’Annaa*, Vincenzo Frennaa, Susanna Guernellib,
Gabriella Macalusoa, Salvatore Marulloa and Domenico Spinellib**
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A kinetic investigation in methanol of the title reaction has evidenced the occurrence of two processes: the 1-E ! 1-Z
isomerization and the rearrangement of the (Z)-isomer into the relevant 4-benzoylamino-2,5-diphenyl-1,2,3-triazole
(1-Z! T). The latter reaction is in line with the ability of the (Z)-phenylhydrazones of 3-benzoyl-1,2,4-oxadiazoles to
undergo the so called mononuclear rearrangement of heterocycles (MRH). The occurrence of both the examined
reactions is dependent on a Lewis-acid-catalysis. The obtained results have shown the possibility of a ‘new’ type of
acid-catalysis (bifunctional catalysis by Lewis salts) in the MRH. This catalysis operates through a completely different
mechanism with respect to the one recently observed, and deeply investigated, in the presence of protic acids for the
(Z)-phenylhydrazone of 5-amino-3-benzoyl-1,2,4-oxadiazole, in both dioxane/water and toluene, for which the
catalytic process was dependent on the protonation of N(4) ring-nitrogen of the 1,2,4-oxadiazole. As a matter of
fact, the copper salts seem able to interact with the>C——N—NH—C6H5moiety, yielding adducts which, in some cases,
are prone to both isomerize and rearrange. Therefore, a similar behaviour in some manner parallel to that already
observed in benzene in the presence of aliphatic amines (base-catalysis) has been evidenced. Copyright� 2008 John
Wiley & Sons, Ltd.
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INTRODUCTION


Transition metal catalysis has attracted much attention in
chemistry.[1–8] This is not surprising as several examples of
efficient natural reactions catalyzed by metal enzymes are
known, and nature itself represents an ‘infinite’ source of teaching
and inspiration for researchers.
In order to perform metal catalysis, it is important to consider


both the characteristics of the metal (or of the ion, if salts are
used) and the structure of the involved substrate. Several reports
in literature have shown that copper(II) salts are able to form
complexes with organic p- or p-donor ligands having both
heterocyclic units[9–17] (e.g. azoles, azines etc.) and various kinds
of nitrogen atoms.[18–20] The interest in this area is also related to
the biological importance of interactions of copper ions with the
imidazole of histidine in several biological molecules and metallo
proteins[21–23] as well as with pyrrole ring in porphyrins.[24–27]


Indeed, these interactions represent the prerequisite for their
reactivity.
Due to our interest in the study of the reactivity of


five-membered heterocyclic compounds, we decided to inves-
tigate the effect of metal catalysis on heterocyclic rearrange-
ments. In particular, for a long time we have been involved in the

g. Chem. 2008, 21 306–314 Copyright �

study of synthesis and reactivity of the (E)- and (Z)-arylhydrazones
of 3-benzoyl-5-X-1,2,4-oxadiazole.[28–35] In principle, these hydra-
zones might be able to show a dichotomic behaviour. On one
hand, in both polar and apolar solvents (acetonitrile, dioxane and
benzene), and in the presence of organic bases (e.g. piperidine)
the E!Z isomerization around the imino bond has been
observed.[33] This isomerization has been also investigated on a
series of meta- and para-substituted phenylhydrazones eviden-

2008 John Wiley & Sons, Ltd.







Scheme 1. Isomerization of 1-E and rearrangement of 1-Z.


HYDRAZONE ISOMERIZATION AND REARRANGEMENT

cing the occurrence of an unusual substituent effect.[33] On the
other hand, the (Z)-arylhydrazones of 3-benzoyl-5-phenyl-
1,2,4-oxadiazole, under the same experimental conditions used
for the isomerization, rearrange into the relevant 2-aryl-4-
benzoylamino-5-phenyl-1,2,3-triazoles by means of a mono-
nuclear rearrangement of heterocycles (MRH; as named by
Boulton and Katritzky; Scheme 1).[29,36–39] In contrast, the (E)-
phenylhydrazone of 3-benzoyl-5-phenyl-1,2,4-oxadiazole (1-E)
remains unchanged in benzene either at room temperature or by
heating in the presence of an excess of acetic acid (48 h at
333 K).[33]


MRHs are intramolecular nucleophilic substitutions (SNi). They
proceed via a ‘quasi-aromatic’ transition state (TS)[40] and show
reaction rates largely influenced by both the acidity of the
hydrogen of the Na—H on the arylhydrazonic nitrogen and the
nucleophilicity of the Na.


[29,34]


Usually this ring-to-ring interconversion can occur via a
general-base-catalyzed and/or a uncatalyzed pathway.[28,30]


Moreover, a specific-acid-catalyzed pathway has been observed
if an amino group is present at the C-5 of the 1,2,4-oxadiazole
ring, thus rendering the N-4 atom so basic to undergo a
protonation: an example is given by the behaviour of the
(Z)-phenylhydrazone of 5-amino-3-benzoyl-1,2,4-oxadiazole in
water/dioxane or in toluene in the presence of protic acids.[41–43]


Also in non-aqueous solvents the MRHs can occur by
base-catalyzed or uncatalyzed pathways. They have been studied
in conventional solvents (acetonitrile, benzene, dioxane, ethyl
acetate and methanol),[31,32] and in organized and pre-organized
systems (micelles[44] and b-cyclodextrin[45]) and recently in room
temperature ionic liquids.[46–48]


However, it has been qualitatively outlined that in methanol
and in the presence of copper acetate (Lewis acids),[49] the (E)-
and the (Z)-phenylhydrazones of the 3-benzoyl-5-phenyl-

Scheme 2. 1-E(*1-Z isomerization and 1-Z! 1-T rearrangement
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1,2,4-oxadiazole (1-E and 1-Z) give both the 1-E  ! 1-Z
isomerization and the 1-Z! T rearrangement into the relevant
4-benzoylamino-2,5-diphenyl-1,2,3-triazole. Considering all these
information and particularly the last intriguing behaviour (see
above the stability of 1-E in benzene in the presence of acetic
acid[33]), we started with a quantitative examination of the
reactivity of 1-E and 1-Z in methanol in the presence of some
Cu(II) salts to gain mechanistic information. Thus, we carried out a
study by using several Cu(II) salts [CuSO4�5H2O, Cu(ClO4)2�6H2O,
CuCl2, CuBr2 and Cu(OAc)2�H2O] having different characteristics,
that is, anions showing different coordinating ability as well as
different basic and nucleophilic aptitude.

3


RESULTS AND DISCUSSION


A qualitative approach


In order to verify the ability of the above Cu(II) salts to induce the
isomerization and/or the rearrangement, we have checked the
reactivity of 1-E and 1-Z in methanol in the presence of
equimolar amounts of the salt. All the reactions were monitored
for 8 h (refer to Experimental section).
Moreover, for comparison, we have carried out a blank test on a


methanol solution of 1-Z since its rearrangement into the
relevant triazole can significantly proceed via an uncatalyzed
pathway in a protic solvent.[30,31] The same blank reaction has
been carried out also with 1-E which appeared to remain
unchanged. The results are reported in Table 1.
An analysis of data evidenced that the outcome of the


reactions is affected by the nature of the anion of the copper
salts. In particular, CuCl2, CuBr2 and Cu(OAc)2�H2O were able to
promote both the 1-E  ! 1-Z isomerization and the 1-Z! T
rearrangement. With these salts, increasingly higher yields in
triazole (from 24� 3% to 91� 3%), with respect to the blank test
(17� 3%), were obtained showing the occurrence of catalysis.
At first sight some results concerning the yields in T from 1-E


and 1-Z (comparable or higher yields from 1-E, which gives the
MRH only after the isomerization into 1-Z) could appear
unexpected, but they can be easily related to the different
solubility in methanol of the two isomers (refer to Experimental
section).
In contrast, CuSO4�5H2O and Cu(ClO4)2�6H2O seem able to


induce only the 1-E ! 1-Z isomerization as indicated by yields in
triazole strictly comparable to that observed in pure methanol
[(17.5–18.0)� 3% vs. 17� 3%].
Data in Table 1 indicate that the nature of the anion in the


salts affects the reactivity. Among acetate, bromide and chloride
the former is the best catalyst for the 1-Z! T rearrangement,
while the chloride anion seems to be the worst. In contrast,
sulphate and perchlorate did not favour any rearrangement.
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Table 1. Data concerning the isomerization (1-E ! 1-Z) and the rearrangement (1-Z! T) in methanol at 313 K and in the presence
of some copper saltsa


Substrate Copper salt Reaction time Substrate unchanged (%) Yield in 1-E(%) Yield in 1-Z(%) Yield in (T)(%)


1-Z None 8 h 83.0 17.0
1-E 8 h 100
1-Z CuCl2 8 h 54.7 11.9 23.8
1-E 8 h 12.5 56.2 27.0
1-Z CuBr2 8 h 21.7 17.3 52.1
1-E 8 h 1 26.7 66.7
1-Z Cu(OAc)2�H2O 8 h 4.7 88.4
1-E 8 h 91.0
1-Z CuSO4�5H2O 8 h 65.0 12.5 17.5
1-E 8 h 20.0 60.0 18.0
1-Z Cu(ClO4)2 8 h 51.2 23.2 18.0
1-E 8 h 26.4 54.5 18.0


a The yields are reproducible within �3%.


Figure 1. Observed rate constant (kE,Z) versus [Cu(ClO4)2�6H2O] for the


1-E  ! 1-Z isomerization in methanol at 313.1 K
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A quantitative approach: the mechanism of the
conversion processes


To better interpret the above results we have measured the
reactivity in methanol as a function of copper salts concentration.
As the hydrazones 1-E and 1-Z and the relevant triazole T are
active in different region of UV–Vis spectrum, the kinetic
investigation was carried out at 313.1 K by means of UV–Vis
measurements. At the used kinetic concentrations, 1-E and 1-Z
(as well as T) are soluble in methanol and we have ascertained
that the presence of a small quantity of water (crystallization
water of used salts, always lower than 1%) does not affect the
nature of the solvent. The overall reactivity of hydrazones 1 is
illustrated in Scheme 2:
where kE,Z and kZ,E are the rate constants related to the


reversible isomerization and kZ,T is the rate constant for the
rearrangement, respectively. Details concerning the reaction
mixture analysis and the determination of the rate constants have
been reported in the Experimental section.


The 1-E  ! 1-Z isomerization


In all of the cases considered, the plot of the observed rate
constants (kE,Z or kZ,E) versus Cu(II) concentration showed an
hyperbolic trend: in Fig. 1 data concerning the isomerization in
the presence of Cu(ClO4)2 are shown. Data at different
concentrations of all the copper salts are reported in Supple-
mentary Material (Tables 4–8 and Figures 7–14). Collected data
indicate that, in the presence of copper salts, the reaction
proceeds via a two steps mechanism: a first fast equilibrium [the
coordination between the substrate and Cu(II)], followed by the
rate determining step (the isomerization around the imino bond),
as reported in Scheme 3 considering 1-E as substrate.
Analogous equilibria apply to 1-Z as starting material. The fit of


experimental data by means of equations such as:


kE;Z ¼
ðkE;ZÞCu ðKEÞCu½CuðIIÞ�
1þ ðKEÞCu½CuðIIÞ�


kZ;E ¼
ðkZ;EÞCu ðKZÞCu½CuðIIÞ�
1þ ðKZÞCu½CuðIIÞ�


(1)

www.interscience.wiley.com/journal/poc Copyright � 2008

[(KE)Cu and (KZ)Cu are the binding equilibrium constants for the
formation of the adducts between 1-E and 1-Z and Cu(II) and
(kE,Z)Cu, and (kZ,E)Cu the rate constants for the isomerization,
respectively] gave the results in Table 2.
Data in Table 2 show that all of the copper salts tested are able


to promote the 1-E ! 1-Z isomerization. For both isomers, two
parallel pathways furnishing the same TS can be depicted as
shown in Scheme 4.
In both cases the coordination of the Cu(II) cation must occur


at the imino nitrogen in order to cause the isomerization: it
lowers the carbon-nitrogen [C(30)a—Nb] double bond character
and allows the occurrence of the rotation around the ‘ex-
double bond’ in the TS. In the TS the imino nitrogen would
have a trigonal structure with Cu(II) and NHa—Ph substituents
orthogonal to the plane individuated by N(2)a—C(3)a—
C(30)a—Nb.
This hypothesis appears in line with literature data[50] about


the ability of ions of transition metals, for example Zn(II), to
catalyze the isomerization around a >C——N—. Furthermore, a
similar function of Cu(II) salts was previously suggested also by
Gokhale et al.[51] and by some of us.[49]

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 306–314







Scheme 3. 1-E/Cu(II) complexation equilibrium and 1-E(* 1-Z copper
assisted isomerization
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Moreover, since the formation of chelated adducts can occur
in organic systems containing several donor atoms with the
correct arrangement,[52–56] we have taken into account this
possibility. For both of the isomers, the formation of chelated
adducts with a stable five- or six-membered ring [e.g. refer to
(1-E/Cu0) and (1-Z/Cu0) in Scheme 4] could be hypothesized, but
these species could be considered kinetically ‘inactive’ versus the
isomerization.
In the presence of CuCl2, CuBr2 and Cu(OAc)2�H2O 1-Zwas able


also to give the rearrangement (see later). For these salts, with the
exception of CuBr2, the isomerization reaction was studied only
considering as starting material 1-E. Indeed, in the case of 1-Z,
the rearrangement proceeded too fast to allow the determination
of the 1-E isomer concentration, with an acceptable degree of
precision and therefore the relevant (KZ)Cu and (kZ,E)Cu constants.
A comparison between data obtained in the presence of CuCl2


or of CuBr2 shows that the latter displays a lower ability to
coordinate the substrate [(KE)CuCl2/(KE)CuBr2¼ 3.2� 0.2], but, in
contrast, a higher efficiency in catalyzing the 1-E  ! 1-Z
isomerization [(kE,Z)CuCl2/(kE,Z)CuBr2¼ 0.2� 0.1]. In line with the
qualitative data of Table 1, we observed that the (KE)CuBr2
(kE,Z)CuBr2/(KE)CuCl2 (kE,Z)CuCl2 ratio is higher than 1.
As can be seen from data in Table 2 the adducts stability from


1-E or 1-Z and Cu(II) depends on the present anion. Indeed, for
1-E it increases in the order: CuBr2<CuCl2<Cu(ClO4)2�6H2O<
CuSO4�5H2O<Cu(OAc)2�H2O and a parallel trend has been
observed for 1-Z.
This trend is related to the fact that the salts tested individuate


two classes of copper Lewis salts: the former with highly
coordinating (Cl� or CuCl�3 ; Br


� or CuBr�3 ; AcO
�) and the latter


with loosely coordinating anions (ClO�4 , SO
2�
4 ) able, respectively,


‘to live in’ or ‘to live out’ the cation sphere.[57–63]


In the first class, (KE)Cu increases with the anion electro-
negativity: the high value with Cu(OAc)2�H2O can also depend on
the ability of AcO� to act as a bidentate ligand.[59] In contrast, in
methanol the second class salts would exist as loose ion-pairs.
The stability constants concerning 1-E are a little higher than
those for 1-Z, with a negligible effect of the anions.

Table 2. Binding equilibrium constants and rate constants concerni
presence of different copper salts


Copper salt (KE)Cu (M�1) (KZ)Cu (M�


CuCl2 620� 50
CuBr2 195� 20 140� 25
Cu(OAc)2�H2O 21100� 1170
Cu(ClO4)2�6H2O 1130� 110 920� 50
CuSO4�5H2O 7400� 250 5500� 28
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Moreover, both SO2�
4 and ClO�4 in the HSAB are hard anion,


while Cu(II) is a borderline cation,[64,65] and ClO�4 was reported to
give more loose ion-pairs with respect to SO2�


4 . Thus, data in
Table 2 show that the more intimate ion-pair gives the more
stable complex.
Looking at the rate constants, the (kE,Z)Cu smoothly increases in


the order: CuSO4�5H2O<CuCl2< Cu(OAc)2�H2O< Cu(ClO4)2�
6H2O<CuBr2 [a parallel trend has been observed for (kZ,E)Cu]
showing an opposite trend to that observed for (KE)Cu. Indeed,
with the exception of acetate (see above), the reactivity follows
an inverse trend with respect to the adduct stability, that is, the
reaction proceeds faster when the substrate is more loosely
bonded to the cation.
In line with the higher stability of 1-Z with respect to 1-E the


(kE,Z)Cu is higher than the (kZ,E)Cu, the relevant ratios being only
moderately affected by the anion (from 1.7 with CuBr2 up to 3.6
with CuSO4�5H2O).


The 1-Z! T rearrangement


As above reported, copper acetate, bromide and chloride were
able to induce the isomerization as well as the MRH. In Fig. 2a–c,
the plots of kZ,T as a function of copper salt concentration are
reported (details are in Tables 4–6 of Supplementary Material):
they point out the occurrence of a ‘new’ kind of acid-catalysis
(Lewis-acid-catalysis, see after) in the MRH.
As can be seen, with copper acetate, the kZ,T follows a


hyperbolic trend as a function of salt concentration. In contrast,
with copper halides, it follows a parabolic trend suggesting that
the ‘real’ course of the two reactions is different. For this reason,
we shall discuss separately the 1-Z! TMRH catalyzed by copper
acetate from that catalyzed by halides.

Rearrangement in the presence of copper acetate


The trend observed for the MRH of 1-Z in the presence of copper
acetate (Fig. 2a) agrees with a reaction following a two steps
mechanism (Scheme 5).
The observed rate constant kZ,T can be expressed as


kZ;T ¼
ðKZÞCu ðkZ;T ÞCu½CuðIIÞ�
1þ ðKZÞCu½CuðIIÞ�


(2)


(KZ)Cu being the binding constant between 1-Z and Cu(II) and
(kZ,T)Cu the relevant rate constant for its rearrangement. The
analysis of experimental data gives: (KZ)Cu¼ 1293� 80M�1;
(kZ,T)Cu¼ (4.77� 0.17) 10�3 s�1 (R¼ 0.999).
The course of the reaction can be depicted as in Scheme 6


(refer to 1): the adduct formationmakes the hydrazonic hydrogen

ng the 1-E ! 1-Z isomerization inmethanol at 313.1 K and in the


1) (kE,Z)Cu (s�1) (kZ,E)Cu (s�1)


(2.11� 0.06)10�3


(1.10� 0.07)10�2 (6.44� 0.95)10�3


(2.47� 0.03)10�3


(3.16� 0.08)10�3 (7.69� 0.12)10�4


0 (1.12� 0.01)10�3 (3.13� 0.04)10�4
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Scheme 4. General scheme for 1-E(* 1-Z isomerization in the presence of copper salts.
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more acidic and then prone to interact with feeble bases, such as
acetate ion, methanol and so on.


Indeed, the kinetically active adduct is the one having the
imino nitrogen (Nb) coordinated by the cation. The coordination
of the imino nitrogen induces an electronic shift causing an
acidity increase.[66,67] This kind of coordination has been recently
evidenced in substrates bearing also an amino nitrogen.[68] On
the other hand, the coordination at the phenylhydrazonic amino
nitrogen could give chelated ‘inactive’ adducts (refer to e.g. 1-Z/
Cu0 in Scheme 4) unable to evolve into the triazole.
In summary, the kinetically active adduct should show a higher


acidity of the of Na—H proton, favouring the reaction and a lower
nucleophilicity of Na nitrogen, disfavouring the reaction. As a

www.interscience.wiley.com/journal/poc Copyright � 2008

matter of facts, the rearrangement rate is the result of a subtle
balance between these effects.[28–35,40]


Also the occurrence of a bifunctional catalysis[69–71] can be
supposed as proposed for other nucleophilic substitutions:
the Cu(II) acting as a Lewis acid, the relevant anion [in this case,
the acetate ion present in the coordination sphere of Cu(II)]
acting as a Lewis base.
To confirm the importance of the acetate anion, we have


carried kinetic measurements at [Cu(ClO4)2�6H2O]¼ 1� 10�4M
and [NaOAc] variable from 1.8� 10�4 up to 5� 10�3M.
Kinetic data have shown that with Cu(ClO4)2/NaOAc mixtures,
differently from what happens in the presence of Cu(ClO4)2
alone, also 1-E gives the MRH. As can be seen from Fig. 3 (details
in Table 9 of Supplementary Material), the kZ,T increases with
[NaOAc], furtherly supporting the hypothesis of a bifunctional
catalysis.
Rate constants in the presence of mixed salts are lower than


those observed in solution of pure Cu(OAc)2�H2O of similar
concentration, well in line with observations[72] that the ‘real’
concentration of copper acetate deriving from mixtures of Cu(II)
[e.g. from a solution of Cu(ClO4)2] and AcO� (from a solution of
NaOAc) are lower than those from a solution of Cu(OAc)2 of
comparable concentration.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 306–314







Figure 2. Rate constants (kZ,T) versus [Cu(II)] concerning the 1-Z!T rearrangement in methanol at 313.1 K and in the presence of: (a) Cu(OAc)2�H2O,


(b) CuCl2, (c) CuBr2


HYDRAZONE ISOMERIZATION AND REARRANGEMENT

Rearrangement in the presence of copper halides


As evidenced in Fig. 2b,c in the presence of copper chloride or
bromide, kZ,T as a function of salt concentration shows a parabolic
trend. The fit of experimental data agrees with Eqn (3), where ku
and kII represent the first-order and the third-order rate constants
concerning the uncatalyzed and trimolecular pathways, respect-
ively.


kZ;T ¼ ku þ kII ½CuX2�2 (3)


In Table 3 the relevant results of kinetic data fit are reported.
Looking at data in Table 3 the following considerations can be


done. The rearrangement (refer also to data of Table 1) proceeds
faster in the presence of CuBr2 than in the presence of CuCl2. Rate
constants of Table 3 depend also on the stability constants that
our experimental data do not allow to determine being included
in the calculated rate constants. The higher reactivity in the
presence of CuBr2 than in the presence of CuCl2 can be confirmed
by comparing the various kZ,T values determined at the same
concentration of the two copper salts (e.g. at [CuX2]¼

Scheme 5. 1-Z/Cu(II) complexation equilibrium and 1-Z! 1-T re-


arrangement
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1.11� 10�3M the calculated rate ratio is 4.5. Refer to
Supplementary Material, Tables 4–5).
Furthermore, the main course of the reaction can be


determined by a species having two CuX2 ‘units’. The kinetically
active species could be a halo-bridge dinuclear copper complex
such as 2.


The formation of binuclear complexes with CuHalg2 has been
well documented.[19,20] Their higher efficiency in catalyzing the
MRH, respect to mononuclear complex, can indicate a higher
ability of Cu2X4 complex to induce the electronic shift from
hydrazonic moiety to metal centre or can be related to the
occurrence of a bifunctional catalysis.
The contribution of the uncatalyzed pathway that is physically


meaningful in the presence of CuCl2, appears in line with some
our previous results [ku¼ (1.67� 0.18) 10�5 in methanol].[31]


To confirm the importance of the nature of the anion in the
Lewis acids, we have carried out kinetic measurements for the
1-Z! T reaction at [Cu(ClO4)2�6H2O]¼ 3� 10�3M and [LiCl]

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Scheme 6. Details on the 1-Z/copper acetate complexation equilibrium and the relevant 1-Z!1-T rearrangement


Figure 3. Observed rate constants (kZ,T) versus [NaOAc] concerning the
1-Z!T rearrangement in methanol at 313.1 K and in the presence of a


fixed concentration of Cu(ClO4)2�6H2O (1� 10�4M)


Figure 4. Observed rate constants (kZ,T) versus [LiCl] concerning the


1-Z!T rearrangement in methanol at 313.1 K and at a fixed concen-
tration of Cu(ClO4)2�6H2O (3� 10�3M)
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variable from 6� 10�3M up to 16� 10�3M. As can be seen from
Fig. 4 (details in Table 10 of Supplementary Material), unlike what
happens in the presence of the only Cu(ClO4)2�6H2O, also the
1-Z! T occurs, confirming the role of particular anions in the
MRH.
In such a kind of conditions the formation of various complexes


(CuClþ, CuCl2, CuCl
�
3 , CuCl


2�
4 etc.) can occur:[57] thus, it can be

Table 3. Rate constants concerning the 1-Z! T rearrange-
ment in methanol at 313.1 K and in the presence of copper
halides according to Eqn (3)


Copper salt ku (s�1) kII (s
�1M�2) R


CuCl2
a (5.41� 0.84) 10�5 14.15� 0.38 0.996


CuBr2 (�6.22� 2.64) 10�5 326� 15 0.987


a In an attempt to correlate kinetic data by using three-
parametric equation we found a kI value about 500
times lower than kII value (kI¼ 0.0301M�1 s�1 and kII¼
14.15M�1 s�1).
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necessary the presence of salts with anions able to furnish a
bifunctional catalysis or else, a base-assistance on proton
abstraction from the Na—H bond (e.g. by AcO�, CuHalg�3 and
so on). As a matter of fact the (kZ,T)Cu increases linearly
[i¼ (6.55� 1.24)� 10�5, s¼ (2.87� 0.11)� 10�2, r¼ 0.997] with
[LiCl] (refer to Fig. 4).

CONCLUSIONS


The results of a thermodynamic and kinetic study of the
behaviour in methanol of 1-E and of 1-Z in the presence of
different copper salts [CuSO4�5H2O, Cu(ClO4)2�6H2O, CuCl2, CuBr2
and Cu(OAc)2�H2O] have been discussed, giving a role to both
copper cation and present anions on the occurring processes. In
fact CuSO4�5H2O and Cu(ClO4)2�6H2O are able to cause only the
1-E  ! 1-Z isomerization. In contrast Cu(OAc)2�H2O, CuBr2 and
CuCl2 are also able to determine the subsequent 1-Z! TMRH, as
well as the global 1-E  ! 1-Z! T process.
The different course of the rearrangement in the presence of


copper acetate or of copper halides has been examined.
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To confirm the role of the anion we have studied the reaction in
the presence of mixed salts [such as Cu(ClO4)2�6H2OþNaOAc, or
þ LiCl], observing in such conditions also the 1-Z! T
rearrangement.
The whole of the obtained results has evidenced the


occurrence of a ‘new’ kind of Lewis-acid-catalysis in MRH,
completely different from that recently discovered in the case of
the (Z)-arylhydrazones of 5-amino-3-benzoyl-1,2,4-oxadiazole in
the presence of protic acids.[41–43] In that case the basic centre
protonated by the added acids was the N-4 of the 1,2,4-
oxadiazole ring.
In contrast, in the instance now examined the basic centre


appears to be the imino nitrogen of the phenylhydrazone moiety
able to interact with Lewis acids giving the relevant adducts. The
weakening of the>C——N— bond makes possible the 1-E ! 1-Z
isomerization and in case the 1-Z! TMRH (increasing the acidity
of the Na—H proton). As a matter of fact this acidity increase
makes the proton able to interact with bases (AcO�, CuBr�3 ,
methanol and so on). This fact causes the occurrence of a sort of
bifunctional catalysis,[69–71] whose course can be easily realized
looking at the structure of the intermediates 1 and 2.
In the whole the present study has enlightened a new aspect of


the possible reactivity of 1,2,4-oxadiazole derivatives in MRH
showing how azoles, particularly 1,2,4-oxadiazoles characterized
by a very low heteroaromaticity,[73–76] can offer new and new
kinds of reactivity.

3


EXPERIMENTAL


Materials


Commercial methanol was distilled before use. Commercial
CuSO4�5H2O, Cu(ClO4)2�6H2O, CuCl2, CuBr2 and Cu(OAc)2�
H2O were dried in a muffle at 608C over phosphorous pentoxide.
Then they were stored in a dryer over CaCl2. 1-Z, 1-E and (T) were
prepared according to procedure previously reported.[77,78]


General procedure for qualitative studies


Each experiment was carried out at 313 K suspending 0.1 g of
substrate in 40ml of anhydrous methanol and adding the copper
salt dissolved in 10ml of solvent. Different behaviours were
observed depending on the isomer used as starting material:
thus, with 1-E, a clear solution was immediately obtained; while
with 1-Z [excluding the reaction in the presence of
Cu(OAc)2�H2O] a suspension was observed, which became clear
in the time (ca. 3 h).
The composition of the reaction mixture was examined by TLC


time by time and the reaction was monitored for 8 h. Then the
solvent was eliminated at reduced pressure and the obtained
residue was extracted several times with ethyl ether. After the
ethyl ether elimination the residues were separated by flash
chromatography on silica gel. In the presence of copper
perchlorate, in order to avoid the decomposition of the reaction
products during the solvent elimination, the reactionmixture was
poured in water and then extracted with ethyl ether.


Kinetic measurements


UV–Vis spectra for kinetic measurements were carried out by
using a spectrophotometer equipped with a Peltier temperature
controller, to keep the temperature constant within 0.1 K. The

J. Phys. Org. Chem. 2008, 21 306–314 Copyright � 2008 John W

sample for a typical kinetic run was prepared by mixing in a
quartz cuvette (light path 1 cm) 2ml of a solution of the substrate
in methanol with 1ml of the appropriate copper salt solution.
Both the solutions were thermostated at 313.1 K. The concen-
tration of the substrates was 5� 10�5M. The copper salt
concentration ranged from 2� 10�4 up to 8� 10�3M. All kinetic
data were analysed by means of Kaleidagraph 3.0.1 software.
Supplementary Material associated with this article can be


found in the online version.
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[25] G. Szintay, A. Horváth, Inorg. Chim. Acta 2001, 324, 278–285.
[26] Q. H. Huang, Z. Pan, P. Wang, Z. Chen, X. Zhang, H. Xu, Bioorg. Med.


Chem. Lett. 2006, 16, 3030–3033.
[27] L. Jiao, B. H. Courtney, F. R. Fronczek, K. M. Smith, Tetrahedron Lett.


2006, 47, 501–504.

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc


1
3







F. D’ANNA ET AL.


3
1
4


[28] D. Spinelli, A. Corrao, V. Frenna, N. Vivona, M. Ruccia, G. Cusmano,
J. Heterocycl. Chem. 1976, 13, 357–360.


[29] M. Ruccia, N. Vivona, D. Spinelli, Adv. Heterocycl. Chem. 1981, 29,
141–169.


[30] V. Frenna, N. Vivona, G. Consiglio, A. Corrao, D. Spinelli, J. Chem. Soc.
Perkin Trans. II 1981, 1325–1328.


[31] V. Frenna, N. Vivona, G. Consiglio, D. Spinelli, J. Chem. Soc. Perkin
Trans II 1983, 1199–1202.


[32] V. Frenna, N. Vivona, G. Consiglio, D. Spinelli, J. Chem. Soc. Perkin
Trans. II 1984, 541–545.


[33] V. Frenna, S. Buscemi, D. Spinelli, G. Consiglio, J. Chem. Soc. Perkin
Trans. 2 1990, 215–221.


[34] N. Vivona, S. Buscemi, V. Frenna, G. Cusmano, Adv. Heterocycl. Chem.
1993, 56, 49–154.


[35] F. D’Anna, F. Ferroni, V. Frenna, S. Guernelli, C. Z. Lanza, G. Macaluso, V.
Pace, G. Petrillo, D. Spinelli, R. Spisani, Tetrahedron 2005, 61, 167–178.


[36] A. R. Katritzky, C. W. Rees (Eds.), in Comprehensive Heterocyclic
Chemistry I, (Eds: A. R. Katritzky, C. W. Rees, E. F. V. Scriven ) Pergamon,
New York, 1982–1985.


[37] A. J. Boulton, A. R. Katritzky, A. Hamid, J. Chem. Soc. C 1967,
2005–2007.


[38] A. J. Boulton, Lectures in Heterocyclic Chemistry, Hetero Corporation,
Provo, Utah, 1973.


[39] A. R. Katritzky, M. F. Gordev, Heterocycles 1993, 35, 483–518.
[40] A. Bottoni, V. Frenna, C. Z. Lanza, G. Macaluso, D. Spinelli, J. Phys.


Chem. A 2004, 108, 1731–1740.
[41] B. Cosimelli, V. Frenna, S. Guernelli, C. Z. Lanza, G. Macaluso, G.


Petrillo, D. Spinelli, J. Org. Chem. 2002, 67, 8010–8018.
[42] B. Cosimelli, F. D’Anna, V. Frenna, G. Macaluso, S. Morganti, P. Nitti, V.


Pace, D. Spinelli, R. Spisani, J. Org. Chem. 2004, 69, 8718–8722.
[43] F. D’Anna, V. Frenna, G. Macaluso, S. Marullo, S. Morganti, V. Pace, D.


Spinelli, R. Spisani, C. Tavani, J. Org. Chem. 2006, 71, 5616–5624.
[44] S. Guernelli, R. Noto, C. Sbriziolo, D. Spinelli, M. L. Turco Liveri,


J. Colloid Interface Sci. 2002, 239, 217–221.
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Antimalarial sulfide trioxanes:
a revision of mechanism
Gary H. Posnera* and Wonsuk Changa

J. Phys. Or

The mechanism by which an antimalarially inactive sulfanyl trioxane reacts with ferrous iron is revised. Although
originally proposed to involve a short-lived high-valent iron-oxo intermediate, the revised mechanism involves FeBr2
acting as a weak Lewis acid promoting intramolecular redox chemistry between the peroxide unit and the resident
sulfanyl sulfur atom; one of the peroxide oxygen atoms is transferred intramolecularly to the neighboring sulfide
sulfur atom, oxidizing it into a sulfoxide and reducing the trioxane into a non-peroxidic dioxolane. This facile ferrous
iron-triggered conversion of the parent 1,2,4-trioxane sulfide into the corresponding 1,3-dioxolane sulfoxide accounts
for the observed lack of antimalarial activity of the parent sulfanyl trioxane without invoking the intermediacy of a
high-valent iron-oxo species. Copyright � 2008 John Wiley & Sons, Ltd.


Keywords: peroxides; mechanism of action; intramolecular redox chemistry

INTRODUCTION


Ancient herbal remedies in China have led tomodern antimalarial
drugs characterized chemically by a peroxide pharmaco-
phore.[1,2] Ferrous (e.g., heme) iron-triggered reductive cleavage
of such O—O bonds in antimalarial 1,2,4-trioxanes like natural
artemisinin (1) and its derivatives artemether (2) and sodium
artesunate (3) initiates a cascade of chemical steps producing
cytotoxic reactive intermediates which kill themalaria parasites in
infected human red blood cells.[3–5] Such cytotoxic intermediates
include carbon-centered radicals,[6] electrophilic epoxides,[7] and
putative high-valent iron-oxo species.[8–10] Evidence supporting
the intermediacy of high-valent iron-oxo species includes Fourier
transform infrared spectroscopic data,[11] rearrangement of
hexamethyl Dewar benzene into hexamethylbenzene, oxidation
of toluene into benzyl alcohol, and oxidation of thioanisole into
methyl phenyl sulfoxide.[12]
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DISCUSSION


Years ago, we reported synthesis of simplified stable
12-phenylthiotrioxanes 4 designed to react with ferrous iron
to form a putative high-valent iron-oxo intermediate.[13] Ferrous
bromide-induced room temperature cleavage of phenylthio-

g. Chem. 2008, 21 538–540 Copyright �

trioxanes 4 is summarized in Eqn (1). Although the sulfones
corresponding to sulfides 4 were shown in vitro to have potent
antimalarial activity (IC50¼ 33–59 nM), only the 12b-sulfide 4 was
comparably active (IC50¼ 56 nM); the 12a-sulfide 4 was not
antimalarially active. We interpreted these results as shown in
Scheme 1 in which release of Fe(IV)——O from the a-face of the
C4-radical intermediate would be followed immediately by its
oxidation of the nearby 12a-oriented sulfide sulfur atom. Ferrous
bromide-promoted hydrolysis of the C12-sulfinyl monothioacetal
functional group in intermediate 8would then form the observed
lactol 5.


We now reinterpret these results without postulating the
intermediacy of a short-lived high-valent iron-oxo species in this
case. Scheme 2 summarizes our new current mechanistic
understanding. In silico Hartree–Fock calculations of the ground
state structure of 12a-sulfide 4 show that the sulfide sulfur atom
is significantly closer to O2 (3.06 Å) than O1 (3.22 Å).[14] Assisted by

2008 John Wiley & Sons, Ltd.







Scheme 1.


Scheme 2.
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coordination of the hard but weak Lewis acid ferrous bromide to
O1,[15] neighboring sulfide sulfur atom nucleophile attack on the
proximal O2 atom would form, via a favorable 5-centered
transition state, peroxide-cleaved intermediate 9 and then
oxonium intermediate 10; release of ferrous bromide from
oxonium intermediate 10 and dioxolane ring closure would form
C12-sulfinyl thioacetal 8 in which the original O2 peroxide oxygen
atom is now located in the sulfoxide functionality. Ferrous
bromide-promoted aqueous hydrolysis of C12-sulfinyl thioacetal
8would then form the observed lactol 5. This mechanism invokes
O2 atom transfer to (i.e., oxidation of ) the polarizable 12a-sulfide
sulfur atom, in this case without the originally proposed
intermediacy of a high-valent ion-oxo species.
In conclusion, we propose here that ferrous bromide acts


catalytically as a weak Lewis acid promoting neighboring group
participation by the resident polarizable 12a-sulfide sulfur atom
to mono-deoxygenate (i.e., reduce)[16] the peroxide unit
in 12a-SPh trioxane 4 and thus to render this trioxane
antimalarially inactive. Deoxygenated 1,3-dioxolane versions of
antimalarial 1,2,4-trioxane peroxides are known to be antimala-
rially inactive.[9] In sharp contrast, the diastereomeric 12b-SPh
trioxane 4, which cannot undergo such sulfide anchimeric
assistance (i.e., peroxide deoxygenation) because the resident
sulfide sulfur atom is remote from the peroxide unit, is
antimalarially potent. Likewise, the 12a-SO2Ph trioxane sulfone,

J. Phys. Org. Chem. 2008, 21 538–540 Copyright � 2008 John W

in which the sulfur atom is close to the peroxide unit but is not
nucleophilic and thus not able to participate in peroxide
deoxygenation, is antimalarially potent.
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The use of XPS spectra for the study of
reaction mechanisms: the atom inventory
method
Eduardo Humeresa*, Karen Mendes de Castroa, Regina de F. P. M. Moreirab,
Wido H. Schreinerc, Abil E. Alievd, Moisés Canlee, J. Arturo Santaballae


and Isabel Fernándeze

X-ray photoelectron spectroscopy (XPS) allows the a

J. Phys. Or

nalysis of the surface atomic composition of a solid and can be
used for mechanistic studies of solid–gas and solid–liquid reactions. The change of atomic composition of a surface
after a reaction can be calculated considering hypothetical mechanisms based on the known reactivity of the organic
moieties bound to the solid surface. Atom inventory of the elements involved in the reactions was used to quantify the
components of the XPS spectrum after the reaction and consequently the change of concentration in at%. Themethod
was used to study the basic hydrolysis and photolysis of the intermediates bound to the carbon matrix after the
reduction of SO2 on activated carbon. Consistent mechanisms were postulated for these reactions. Basic hydrolysis
hydrolyzed the sultine intermediate, and the attack of hydroxide ion on the episulfide formed a sulfide anion,
eliminating S2S in a consecutive step. Laser photolysis of modified activated carbon in t-butanol showed the insertion
of the organic moiety in the carbon matrix with expulsion of an SO2 radical anion that oxidized to SO2�
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INTRODUCTION


Physical organic chemistry on solid surfaces and interfaces


Understanding the chemistry on solid surfaces at molecular level
is central to many areas of practical interest, especially to new
materials. With the development of many surface-sensitive
analytical techniques in recent decades, great advances have
been made toward understanding this chemistry. Gerhard Ertl
was awarded the 2007 Nobel Prize in Chemistry because of his
important contribution to the study of structure and reactivity of
solid surfaces.
The study of the surface chemistry of relatively complex organic


molecules is connected to the selective synthesis of fine chemicals
and pharmaceuticals, to applied catalysis, and to the functiona-
lization of materials.[1] When the solid surface decreases, the
phenomena become related to nanoparticles and the merging of
these systems constitutes another area of great interest.
The general reactivity trends in terms of both the reactants and


the nature of the surface can be studied in mechanistic details.
The majority of the work of organic chemistry on solid surfaces
has been carried out on single-crystal metal or metal oxide
surfaces that act as catalysts. The reactions occur through
adsorbed species that are not necessarily bound chemically to
the surface. Many of the reactions have relevance to industrial
catalysis as CO oxidation[2] and hydrogenation,[3,4] ammonia
synthesis,[5,6] NO reduction,[7] ethylene hydrogenation,[8] and
methanol oxidation.[9]


Surface-science studies of some reactions have allowed
postulations to be made about the mechanisms using a variety

g. Chem. 2008, 21 1035–1042 Copyright

of techniques such as ultraviolet photoelectron (UPS), high-
resolution electron energy loss (HREELS), reflection–absorption
infrared (RAIRS), and near-edge X-ray absorption fine structure
(NEXAFS) spectroscopies, scanning tunneling microscopy (STM),
and temperature-programmed desorption (TPD) techniques.
The studies of the dissociation of saturated C—H bonds have


indicated that the reaction may take place either directly upon
collision of the incoming gas molecule with the surface or via the
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Scheme 1. Mechanism of the primary reaction
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formation of a weakly adsorbed intermediate trapped on the
surface. In the last case, the activation process may proceed via a
three-center two-electron intermediate.[10] The reactivity of alkyl
halides on early transition metals[11] depends on the activation of
the C—X bond and it is sensitive to the structure of the surface
and to doping.[12–16]


The loss of hydrogen atoms in hydrocarbon moieties takes
place preferentially at the b-position (the second carbon away
from the metal site) probably because of the particular stability of
the product. Thermal activation of 1,3-diiodopropane produces
metallacyclobutane that undergoes b-hydride elimination on
Pt(111) to form a stable allyl species.[17]


Silver or ruthenium surfaces covered with oxygen produce
surface alkoxides by oxygen insertion into a metal–alkyl bond.
Alkoxy intermediates have been postulated fromHREELS.[18] Alkyl
species couple with the surface alkoxides to form ethers.[19–21]


Analogous cross-couplings have been observed between alkyl
and alkyl thiolate,[22,23] and between aryl and aryl thiolate[24]


on Au.
Cyclotrimerizations of alkynes to aromatics is another typical


and well characterized carbon–carbon bond-forming reaction on
metal oxide surfaces. As on metals, this reaction appears to
involve the initial association of a pair of alkyne units to form a
surface intermediate, which then incorporates the third alkyne to
yield the aromatic product.[25]


Insertion reactions such as the one described above are quite
common in the presence of metal crystals.[26] For instance, the
formation of C3H6 detected during the thermal conversion of
M——CH2 moieties on polycrystalline aluminum can be explained
by sequential methylene insertion steps.[27]


Adsorbed oxygen can stabilize hydrocarbon intermediates
such as alkoxides[28] and carboxylates.[29] It should be noted that
the nature of the reactions promoted by the oxygenmodification
depends both on the nature of the metal surface and on the type
of reactant involved. Most of the evidence for oxygen insertion
steps on surfaces comes from the detection of gaseous
oxygenates, but the direct spectroscopic isolation of alkoxide
intermediates has also been achieved in a few instances. For
instance, weak HREELS[30] and RAIRS[31] peaks attributable to
methoxy species have been observed in the case of the methylþ
O/Rh(111) system at low temperatures, and another HREELS
study has suggested the presence of both ethoxide and ethyl
species in the case of ethyl þ O/Ag(110) system.[19,20]


X-ray photoelectron spectroscopy (XPS)


Surface-sensitive analytical techniques allow the analysis of the
surface atomic composition of a solid and can be used for
mechanistic studies of solid–gas and solid–liquid reactions. XPS is
an important technique for surface composition determination.
An X-ray beam produces photoelectrons that come from atomic
core levels and from the valence band. Photoelectrons that come
from the sample surface without energy loss are collected in a
spectrum and inform about the binding energy of atomic or
molecular levels within energy reach of the incoming X-rays.
Small chemical shifts are observed with changes of the oxidation
state and electronic environment of each of the components
present on the solid surface.[32,33] Final state effects are also
important for XPS characterization. These effects inform about
how the system is left after photoelectron ejection. Shake-up and
shakedown satellites as well as plasmon and other virtual particle
creation form relevant part of the XPS spectra. Besides the

www.interscience.wiley.com/journal/poc Copyright � 2008

qualitative information, the XPS technique is used to quantify the
atoms at the sample surface. All elements except hydrogen and
helium are accessed.
XPS spectra have been extensively used in surface science and


the technique has served to postulate mechanisms. For example,
the kinetics and energetics of the scission of the C—I bond in
adsorbed iodohydrocarbons have been measured using XPS.[34]


When 2-iodopropane was adsorbed on O/Ni(100), the XPS results
showed the formation of a 2-propoxide intermediate after the
oxygeńs insertion into the alkyl–metal bond.[35]


The surface chemistry of Group IV elements


The surface chemistry of Group IV elements has been particularly
studied recently because Si, Ge, and C are semiconductors and
the surface organic chemistry of these elements may have
important use in microelectronics.[36–40] [2þ2] Cycloaddition
reactions between the p bond of an unsaturated organic
molecule such as ethylene and the p bond of the element result
in the formation of a four-member ring. Similar mechanisms have
been identified upon treatment of the semiconductor surface
with organic reactants in solution.[36] Semiconductor surfaces,
when treated with HF or NH4F, lead to the formation of a
hydrogen-terminated surface because the non-bonded edges
are saturated with hydrides.[41] Double- or triple-bond insertions
can be induced on these surfaces using alkenes or alkynes.[42–44]


A great deal of information has been gathered on the reactivity
and selectivity of organic molecules on solid surfaces, but this
field is still in its infancy. However, within the near future, a better
understanding of the surface chemistry of more realistic systems
is expected.[1]


The reduction of SO2 on carbons


Specific studies when are carefully designed to address
mechanistic questions can further advance the fundamental
understanding of surface reactions using special techniques
including kinetic and IR spectroscopy[45] supported by theoretical
calculations.[46,47]


Reactions of organic moieties on the surfaces of Group IV
elements often involve unsaturated bonds and the organic
fragment ends up covalently bound on the surface. The reaction
of SO2 with carbons proceeds through the intermediates
1,3,2-dioxathiolane 1 and 1,2-oxathiene 2-oxide (or sultine) 2,
that decomposes to produce an episulfide 3 and CO2


(Scheme 1).[48–51] When activated carbon reacts for 3 h
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XPS SPECTRA AND REACTION MECHANISMS

with SO2 at 630 8C, the sulfur concentration increases and the
intermediates reach a steady state concentration.[49] The residual
carbon is referred to as modified carbon.
We have used the change of atomic composition of the surface


after a chemical transformation, observed by the XPS spectrum,
as information to postulate the mechanisms involved. This
method, that we call tentatively the ‘atom inventory technique’,
was outlined in a previous publication on the study of the
reactivity of the intermediates bound to the carbon matrix.
Consistent mechanisms for several reactions were postulated
from the information of the XPS spectra.[52] This technique will be
described in detail in this work.

1


EXPERIMENTAL SECTION


Reagents and methods have been described previously.[52] The
activated carbon, from Carbomafra S.A., Santa Catarina, Brazil, was
steam activated at 700 8C. It was demineralized in the laboratory
by HCl and HF treatment. It had a particle size of 1.68mm; 0.29%
ash content; surface area, 384m2/g; and no sulfur was detected.
Solid-state NMR experiments were carried out on an MSL300


(Bruker) with 7.05 T wide-bore magnet and a standard 7mm
double-resonance MAS probe (Bruker). High-resolution solid-
state 13C NMR spectra at 75.5MHz were recorded using
cross-polarization (CP). The RIDE pulse sequence was also used
for direct detection of 13C with suppression of acoustic ringing
effects. Both CP and RIDE spectra were recorded using MAS and
high-power 1H decoupling.


Modified activated carbon


The sample of demineralized activated carbon was dried and after
cooling it was placed in a tubular stainless steel reactor fitted with
a temperature controller and heated by an electric oven in a
system that has been described in detail previously.[48] The sample
was pretreated at 700 8C for 3 h under a flow of nitrogen
controlled at 80ml/min by amass flow controller. The temperature
was then adjusted to the experimental temperature, and the total
gas flow of SO2 (20% in N2) was 80ml/min. The sample was then
allowed to react for 3 h since it is known that during this time the
intermediates reach the steady state concentration.[49] This
residual carbon will be referred as modified carbon.
Samples of activated carbon without modification were


submitted to the reactions (hydrolysis, photolysis) studied with
themodified carbon. The XPS spectra showed changes within the
standard deviation of the spectra.


Alkaline hydrolysis


The alkaline hydrolysis of the modified carbon was carried out by
refluxing for 24 h a dispersion of a sample in 1M NaOH aqueous
solution. The solid was washed with water and ethanol, and
finally dried under vacuum.


Photolysis


A Brilliant B Nd:Yag laser from Quantel was used to irradiate the
samples with a discrete number of pulses of known energy (ca. 70
pulses of 15mJ). The same laser was coupled to a LKS-60 laser
flash photolysis system from Applied Photophysics in order to
monitor the initial stages of the process. The samples were
prepared as suspensions of the modified carbon in quartz cells
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containing 3ml of the solvent (t-buOH), previously saturated with
Ar. All experiments were carried out at the natural pH of the
samples and at 25 8C. The solvent was separated by filtration and
the solid was washed and dried under vacuum. The solid sample
from the photolysis showed a 13C NMR (CPMAS) spectrum with
an aliphatic carbon peak at 23 ppm.
Anions, and particularly SO2�


4 analysis of the solvent was
carried out by electrophoresis, in a Waters system bearing an
interchangeable positive–negative power supply, with a UV
detector. The detection limit for SO2�


4 was ca. 0.1 ppm.
The solvent samples were analyzed by GC/MS performed in a


Thermo-Finningan Trace GC 2000/Polaris Q system, using
electron ionization. Three different columns were used: J&W,
DB-XLB; J&W, DB-5MS; and Supelco SP 2330. No sulfur or organic
compounds were detected after exhaustive examination.
The XPS spectra were obtained using a VG Microtech


ESCA3000 spectrometer with a 250mm hemispherical analyzer
with nine channeltrons, operating with either an Mg or an Al
X-ray source. The X-ray linewidth was of 0.7 and 0.85 eV for Mg
and Al sources, which was also the system resolution. The base
pressure of the system was in the low 10�10 mbar range
and the operating pressure was maintained below 10�8 mbar
during the measurements. The calibration was carried out with
respect to the main C1s peak at 284.5 eV. The concentration of
the elements was calculated using the system database and is
generally known to have a precision of 0.3 at%. The deconvolu-
tion of the various peaks was done using the SDP software from
XPS International.[53,54] The use of deconvoluted peaks must be
made with high experimental sensitivity because this fitting
accepts multiple peaks under the same spectral curve.

RESULTS AND DISCUSSION


The atom inventory method


For one step reaction, if þni is the number of atoms of the
element i inserted (or excluded, �ni) from the matrix after the
reaction, Sni is the total balance of atoms of the elements
involved in the reaction and D is the extent of the reaction of the
element i given by Eqn (1):


D ¼ Ci
i � Cf


i


Cf
i ðSn=100Þ � ni


(1)


where Ci
i and Cf


i are the initial and final concentrations of the
element i in at%.
f is the correction divisor to transform the new surface


composition after the reaction in at%:


f ¼ 100þ ðSnÞD
100


(2)


The final concentration Cf
i for each element is obtained from


the following equation:


Cf
i ¼


Ci
i þ niD


f
(3)


where D and f should be the same for all the elements of the
spectrum for that reaction.
Therefore, calculation of D and f for one element allows the


calculation of the final concentration of the rest of elements if the
assumed reaction was correct. If the mechanism consists of
several steps, the final concentrations calculated for one step are
used as initial concentrations for the next step. However, the
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Figure 1. Survey of the XPS spectrum of modified activated carbon after basic hydrolysis at 100 8C
[This figure is available in colour online at www.interscience.wiley.com/journal/poc.]
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method does not allow distinguishing between reactions with
the same stoichiometry.
We will discuss two examples where the atom inventory


method was used successfully.[52]


Basic hydrolysis at 100 -C of modified activated carbon


The survey of the XPS spectrum of the product of the alkaline
hydrolysis at 100 8C of modified activated carbon is shown in

Figure 2. Deconvoluted peaks of the XPS spectrum of modified activated c


www.interscience.wiley.com/journal/poc Copyright � 2008

Fig. 1. The elements involved in the reaction are carbon, sulfur,
oxygen, and sodium, and the survey provides the surface
composition after the reaction in at% for each element. The peaks
were deconvoluted and the details are shown in Fig. 2. The
comparison of the spectra before and after the reaction can be
observed in Table 1. Only the two deconvoluted peaks of sulfur
were considered because they can be unambiguously
assigned.[54,55] The peak at 164 eV corresponds to non-oxidized
sulfur (episulfide) and the peak at 168 eV corresponds to oxidized

arbon after basic hydrolysis at 100 8C


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1035–104
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Table 1. Bond energies and composition from XPS spectrum of modified activated carbon after basic hydrolysisa


Sample Initial After basic hydrolysisb


Element eV (weight) at% eV (weight) at%


S2p
Non-oxi 163.9 (55.2) 3.97 163.8 (60.4) 2.56
Oxi 168.2 (44.8) 3.22 167.8 (39.6) 1.68
Total 7.19 4.24


C1s
Total 284.5 82.57 284.5 78.51


O1s
Total 531.8 10.25 531.8 15.40


Na1s 1072 1.85


a Spectrum calibrated by reference to C1s (284.5 eV). Weight of the component is in parenthesis.
b Refluxed in 1M NaOH for 24 h.


Table 2. Quantification of XPS spectrum components for the reactiona CðSO2Þ �!2NaOH�!H2O HO� CðÞ � OHþ Na2SO3


Element ni f D Ci exp Cf exp Cf calc


S2p
Non-oxi 0 3.97 (2.56) 4.03
Oxi �1 0.984 1.566 3.22 (1.68) 1.68
Total 7.19 (4.24) 5.71


C1s 0 82.57 (78.51) 83.88
O1s 0 10.25 (15.40) 10.41
Na1s 0 (1.85) 0.00
Sn �1


aCi and Cf are the initial and final concentration of the element in at%.


XPS SPECTRA AND REACTION MECHANISMS


1


sulfur: dioxathiolane in equilibrium with the sultine.[49–51] Table 1
also shows that the reaction decreased the total sulfur content,
mainly the oxidized sulfur, and that negative centers neutralized
by sodium ions were formed. Because of the restriction
mentioned above about the assignment of deconvoluted peaks,
we have used only the main peak of carbon and oxygen.
The dioxathiolane intermediate would hydrolyze under basic


conditions,[56,57] decreasing the oxidized sulfur with expulsion
of SO2 and formation of sodium sulfite (Eqn (4)).


CðSO2Þ �!2NaOH�!H2O
HO� CðÞ � OHþ Na2SO3 (4)


For this reaction the atom inventory can be worked out as
shown in Table 2 where nS-oxi¼Sn¼�1 because
nC¼ nNa¼ nO¼ 0. The number of oxygen atoms leaving the
matrix(SO2) is counterbalanced by two OHs that are inserted.
Calculation ofD and f over Soxi was done considering Eqns (1) and
(2) with the experimental values of Ci and Cf. The calculated
values of Cf for Snon-oxi, C, and O were obtained from f¼ 0.984
and D¼ 1.566. Of course, for Soxi, C


f calc¼ 1.68 is equal to the
experimental value, but the values for the other elements
calculated from Eqn (3) are very different. For the next reaction,
these Cf calc values are considered as initial concentrations Ci exp.
The nucleophilic attack of hydroxide ion on the carbon atom of


the episulfide ring would form a sulfide anion with Naþ as the

J. Phys. Org. Chem. 2008, 21 1035–1042 Copyright � 2008 Joh

counterion in the first step, [58,59] eliminating S2� in the
consecutive step.


CðSÞ þ 2NaOH ! HO� CðÞ � OHþ Na2S (5)


Table 3 shows the calculations for this reaction. Although the Cf


calc values are closer to the Cf exp, the value for sodium is still
zero, and therefore we have to consider another reaction.
It is also known that basic hydrolysis of sultines can easily occur


with nucleophilic attack on the sulfinyl sulfur that would form a
sodium salt.[60–66] However, the method does not allow us to
distinguish between the formation of sulfinylate (Eqn (6)) and/or
the sulfide sodium salt (Eqn (7)) because both reactions


CðSO2Þ þ NaOH ! HO� CðSO�
2 ÞNaþ (6)


CðSÞ þ NaOH ! HO� CðS�ÞNaþ (7)


occur with the same change of number of atoms (Table 4). When
calculated with respect to sodium, this final reaction produced an
element distribution of the spectrum in excellent agreement with
the experimental results. The standard deviation per element was
�0.40. This was the minimum standard deviation obtained out of
15 other possible reactions. A summary of the reactions that
produced the final at% composition is found in Table 5, and
Scheme 2 shows the mechanisms involved.

n Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc


0
3
9







Table 4. Quantification of XPS spectrum components for the reactionsa CðSÞ þ NaOH ! HO� CðS�ÞNaþ
CðSO2Þ þ NaOH ! HO� CðSO�


2 ÞNaþ


Element ni f D Ci exp Cf exp Cf calc


S2p
Non-oxi 0 2.56 (2.56) 2.47
Oxi 0 1.66 (1.68) 1.62
Total 4.22 (4.24) 4.09


C1s 0 82.70 (78.51) 79.64
O1s þ1 13.29 (15.40) 14.64
Na1s þ1 1.038 1.921 0.00 (1.85) 1.85
Sn þ2


aCi and Cf are the initial and final concentration of the element in at%.


Table 3. Quantification of XPS spectrum components for the reactiona CðSÞ þ 2NaOH ! HO� CðÞ � OHþ Na2S


Element ni f D Ci exp Cf exp Cf calc


S2p
Non-oxi �1 1.014 1.436 4.03 (2.56) 2.56
Oxi 0 1.68 (1.68) 1.66
Total 5.71 (4.24) 4.22


C1s 0 83.88 (78.51) 82.70
O1s þ2 10.41 (15.40) 13.29
Na1s 0.00 (1.85) 0.00
Sn þ1


aCi and Cf are the initial and final concentration of the element in at%.


Table 5. Bond energies and composition from XPS spectrum of modified activated carbon after basic hydrolysis at 100 8C.a


Sample Initial After basic hydrolysisb Calcc


Element eV (wt%) at% eV (wt%) at% at%


S2p
Non-oxi 163.9 (55.2) 4.0 163.7 (60.4) 2.5 2.5
Oxi 168.2 (44.8) 3.2 167.7 (39.6) 1.7 1.6
Total 7.2 4.2 4.1


C1s
Total 284.5 82.6 284.5 78.5 79.6


O1s
Total 531.8 10.3 531.7 15.4 14.6


Na1s 1072 1.9 1.9
at% SD �0.40d


a Spectrum calibrated by reference to C1s (284.5 eV).
b Refluxed in 1M NaOHfor 24 h.
c Calculated from the following reactions:


(1) CðSO2Þ �!2NaOH�!H2O HO� CðÞ � OHþ Na2SO3 DSoxi ¼ 1:566 ; fS�oxi ¼ 0:984.
(2) CðSÞ þ 2NaOH ! HO� CðÞ � OHþ Na2S DSnon�oxi ¼ 1:437; fSnon�oxi ¼ 1:014.


(3a) CðSÞ þ NaOH ! HO� CðS�ÞNaþ DNaþ ¼ 1:921 fNaþ ¼ 1:038.


(3b) CðSO2Þ þ NaOH ! HO� CðSO�
2 ÞNaþ.


d Standard deviation per element.
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Scheme 2. Mechanism of basic hydrolysis of modified activated carbon


at 100 8C


XPS SPECTRA AND REACTION MECHANISMS

Photolysis of modified activated carbon in t-butanol


Photolysis in t-buOH saturated with Ar led to insertion of the
t-buO group in the carbon matrix, shown as a relatively narrow
peak at 23 ppm in the 13C solid-state NMR spectrum. The XPS
spectrum components after the irradiation could be quantified
assuming the insertion of t-buOH with extrusion of SO2 that was
determined as sulfate anion in the solution (Table 6). Calculation
of f andD from Soxi led to the at% of the elements with a standard
deviation per element of �0.28.
The reaction of insertion of t-butoxide and extrusion of SO2


was also supported by laser flash photolysis experiments.[52] They
showed the formation of a broad undefined band between 300
and 500 nm due to SO��


2 whose rate of decay was 3.4� 106 s�1 at
25 8C measured at 300 nm. The oxidation to sulfate occurs after
the rate-determining step of the decay. Several pieces of
evidence led to the conclusion that the intermediates generated
upon light absorption decayed in energy by C—O (dioxathiolane)
and/or C—S (sultine) bond homolysis to yield a biradical species.
This biradical species reacted with the solvent accompanied by

Table 6. Quantification of XPS spectrum components for the
reactiona


CðSO2Þ þ t � buOH �!photolysis
t � buO� CðÞ � Hþ SO2


Initial Final


Element ni f D Ci Cf Cf calc


S2p
Non-oxi 0 4.1 3.5 4.0
oxi �1 1.036 1.799 3.0 1.1 1.1
Total 7.1 4.6 5.1


C1s
Total þ4 81.9 86.0 86.0


O1s
Total �1 11.0 9.4 8.8


Sn þ2
at% SDb �0.28


aCi and Cf are the initial and final concentration of the element
in at%.
b Standard deviation per element.


Scheme 3. Mechanism of phototransformation of the oxidized inter-
mediates on modified activated carbon upon irradiation at 266 nm in
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the expulsion of a sulfur dioxide radical anion (SO��
2 ) and the loss


of a proton, yielding the carbon matrix with a t-butoxide moiety
of the solvent inserted on it and an empty radical position. The
so-formed SO��


2 subsequently led to SO2�
4 through dimerization


and/or mild oxidation.[67] Since the intermediates are in equi-
librium, a similar mechanism should occur for both species, the
sultine and the dioxathiolane. The proposal in Scheme 3 is the
one that best fits the experimental observations. Similar rates of
displacement of SO��


2 by t-buOH from the sultine and the

t-butanol
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dioxathiolane biradicals are expected, leading to the same radical
species shown in Scheme 3.

CONCLUSIONS


XPS is a powerful tool to study the mechanisms of reactions that
occur with change of the atomic composition of organic moieties
bound to a solid surface.
Atom inventory of the elements involved in the reaction can be


used to quantify the components of the XPS spectrum after the
reaction and consequently the expected change of concentration
in at%.
The changes induced by the reaction to the composition of the


solid surface can be characterized further by other analytical
techniques such as solid-state 13C NMR, flash photolysis, and GC/
MS analysis.
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INTRODUCTION


One-electronic reduction and oxidation of aromatic compounds
with the formation of rather stable radical ions (RIs) is the
perspective approach to arene activation for various transform-
ations as occurrence of powerful reactivity factors such as a
charge and an unpaired electron is combined with conservation
of structural integrity.[2] For purposeful use of this approach,
electrochemical characteristics of activated compounds and data
on the electronic structure of their RIs are important. From this
point of view, the study of one-electron reduction and oxidation
of substituted arenes by the cyclic voltammetry (CV) method is
relevant to obtain electrochemical potential values reflecting
their frontier MO energies and, besides, to estimate a stability of
RIs thus formed. Additionally, their ESR spectra give an infor-
mation on the spin density distribution. All these characteristics
are useful for the interpretation of their reactivity and create the
basis for a tentative prediction of arene reaction ways with the RI
intermediacy.
Benzene derivatives were electrochemically studied quite


intensively.[3] At the same time, the higher electron affinity and
the smaller ionization potential of naphthalene in comparison
with benzene are favourable to a wider substituent variation in
the RIs which are stable enough to be generated in preparative
concentrations and suitable as synthons. There are the numerous
publications on the electrochemical reduction of 1-X-naphtha-
lene derivatives,[4] but these data are incommensurable because
of the great variety of experimental conditions. The oxidation
potential values are available mainly for naphthalene derivatives
with electron-donating substituents,[5] and from those with
electron-withdrawing substituents – only for naphthalenes with
the CN, NO2 and COOH groups.[6] The ESR data are known only for
radical anions (RAs) of 1-X-naphthalenes with X¼H, CH3, CN
and NO2.


[7–9] Thus, stability of formed RAs in most of the cases
was not characterized.
In this connection, the goal of the present work is the CV study


of electrochemical reduction and oxidation of 1-X-naphthalenes

g. Chem. 2008, 21 73–78 Copyright � 20

(X¼H (1), CH3 (2), OCH3 (3), CO2CH3 (4), CONH2 (5), CON(CH3)2
(6), CN (7), COPh (8), COCH3 (9), CHO (10), NO2 (11)) in CH3CN, the
estimation of the substituent X influence on the electrochemical
potential values and stability of the resulting RIs and elucidation
of their electronic structure by means of ESR spectroscopy.

EXPERIMENTAL


CV measurements on 2� 10�3mol/L solutions of 1–11 were
performed using CVA-1BM potentiostat equipped with a LAB-
MASTER analogue-to-digital converter with multifunctional
interface (Institute of Nuclear Physics, Russian Academy of
Sciences, Novosibirsk), which enables complete digital control
of the system. The measurements were carried out in a mode of
triangular pulse potential sweep in three-electrode electroche-
mical cell, at 295 K in an argon atmosphere in absolute DMF
or CH3CN solution of 0.1M (n-C4H9)4NBF4 as supporting electro-
lyte at a stationary platinum electrode (S¼ 8mm2), with sweep
rates of 0.01–100 V/s. Peak potentials are quoted with reference
to a saturated calomel electrode. DMF was twice vacuum distilled
over P2O5. CH3CN was distilled over KMnO4 and twice over P2O5.
ESR spectra were recorded on Bruker ESP-300 spectrometer


(MW power 265mW, modulation frequency 100 KHz, modulation
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Table 1. Experimental redox potentials of 1-X-naphthalenes 1–11 in CH3CN (v¼ 100mv/s), their gas phase DFT BLYP/3z first
electron affinities (EA1) and adiabatic ionization energies (IE1)


Compound (X) E1Cp (V) EA1 (eV) nrev (�V/s)a E2Cp (V) E1Oxp (V) IE1 (eV)


1 (none) �2.61 0.312 �0.05 — 1.72 �5.274
2 (CH3) �2.66 0.289 �0.10 — 1.61 �5.147
3 (OCH3) �2.74 0.390 �0.10 — 1.33 �4.844
4 (CO2CH3) �1.99 �0.523 0.02b — 1.94 �5.462
5 (CONH2) �2.16 �0.411 �0.10 — 1.89 �5.415
6 (CON(CH3)2) �2.38 �0.239 �2 — 1.80 �5.187
7 (CN) �1.96 �0.625 0.02b — 2.11 �5.809
8 (COPh) �1.78 �0.737 0.01b �2.27 1.88 �5.434
9 (COCH3) �1.86 �0.744 0.02b �2.44 1.88 �5.464
10 (CHO) �1.69 �0.763 �0.20 — 1.98 �5.691


In DMF �1.66 0.01b �2.31
11 (NO2) �1.12 �1.292 0.01b �1.92 2.13 �5.950


a The sweep rate at which a anode peak 1A in the reverse part of reduction CV becomes observable.
b Anode peak 1A at this scan rate is sufficiently intensive, at a smaller scan rate the experiment is not carried out.


*The values of peak potentials of C6H5X and s�
para – constants of substitutients


were taken from Ref. [17].
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amplitude 0.005mT) equipped with rectangular double reso-
nator and BST-100/700 temperature control unit. For ESR
measurements, DMF solutions (1–5� 10�3M) of 1-X-naphtha-
lenes were reduced on a Pt electrode in anaerobic conditions at
the first peak reduction potential and T¼ 295 K (for 2, 4, 7–11,
Table 1), T¼ 243 K (for 3) with 0.1M Bu4NBF4 as supporting
electrolyte. Digital simulation of ESR spectra was carried out using
the Winsim 2002 program. Accuracy in calculating a values is
�0.0001mT. The RA half-life values (t1/2) were calculated by
adjusting the time dependences of the ESR integral intensities
(starting from the moment of potential switching-off ) to an
equation for the first-order RA decay (I¼Ae�ktþ B, t1/2¼
0.69 k�1). DFT BLYP/3z calculations of full and frontier MO
energies of neutral compounds and RAs were performed
using the program ‘Nature 2.02’[10] with full optimization of
molecular geometry. The orbital basis sets of size {3,1,1/1}
for H and {6,1,1,1,1,1/1,1} for C, N, O were used for DFT
calculations.
1-X-Naphthalenes were prepared and purified as described


below.


1-Methoxynaphthalene was purified by high vacuum (0.01mm
Hg) distillation.
1-Methylnaphthalene was purified by distillation, b.p. 58–608C/
1mm Hg, lit.[11] b.p. 1118C/12mm Hg.
1-Naphthonitrile was purified by sublimation, m.p. 37–388C,
lit.[11] m.p. 388C.
1-Nitronaphthalene was purified by crystallization from EtOH,
m.p. 60–618C, lit.[11] m.p. 57.88C.
1-Naphthaldehyde was purified through the formation of
bisulphate derivatives and distillation, b.p. 111–1138C/1mm
Hg, lit.[11] b.p. 1448C/4mm Hg, purity 97.8%, 2-naphthaldehyde
admixture 1.9%.
1-Naphthamide was prepared according to the procedure,[12]


m.p. 2058C (from EtOH), lit.[11] m.p. 2058C.
N,N-Dimethyl-1-naphthamide was prepared by the interaction
of naphthoyl chloride with DMF according to the procedure,[13]


m.p. 62–62.58C (from hexane), lit.[14] m.p. 62–638C.

www.interscience.wiley.com/journal/poc Copyright � 2007

1-Carbomethoxynaphthalene was prepared by the esterifica-
tion of 1-naphthoic acid with MeOH in the presence of H2SO4,
m.p. 58–598C (from hexane), lit.[15] m.p. 58–608C.


1-Acetylnaphthalene was prepared by the interaction of
naphthyl magnesium bromide with CH3CN according to the
procedure[16] and purified by chromatography, m.p. 9–108C
(from hexane), lit.[11] m.p. 10.58C.


1-Benzoylnaphthalene was prepared by the interaction of
naphthalene with benzoyl chloride in the presence of AlCl3
according to the procedure[11] and purified by two-fold crystal-
lization from EtOH, m.p. 73–73.58C, lit.[14] m.p. 738C.

RESULTS AND DISCUSSION


The values of reduction and oxidation potentials of 1-X-
naphthalenes 1–11 (X¼H, CH3, OCH3, CO2CH3, CONH2,
CON(CH3)2, CN, COPh, COCH3, CHO, NO2) obtained in the present
work by using the CV method in CH3CN on a stationary Pt
electrode are listed in Table 1. As an example, the cyclic
voltamograms of reduction (Fig. 1a) and oxidation (Fig. 1b) of 7
are presented in Fig. 1. Depending on the X substituent, one or
two reduction peaks are observed on a cathodic curve of the
voltammogram. For the most of compounds investigated the first
reduction peak 1C is diffusionally controlled (ipn


�1/2¼ const,
where ip is the peak current and n is a potential sweep rate),
reversible or quasireversible (E1Ap �E1Cp ¼ 0.06 V, E1Cp=2�E1Cp ¼ 0.06 V)
and corresponds to the one-electron transfer.
Depending upon substituents, the first reduction peak


potential changes from �1.12V (X¼NO2) to �2.74V (X¼OCH3).
A good linear correlation (r¼ 0.988) exists between the E1Cp values
and the s�


para constants for electron-accepting substituents, the
point for X¼CN being only deviating. The same situation we
observed for the benzene derivatives.* Respectively, a satisfac-

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 73–78







Figure 1. CVof 1-naphthonitrile (7) at scan rates of 0.10 V/s: reduction (a)
and oxidation (b)
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tory linear correlation (r¼ 0.978) between the values of the first
reduction peak potentials of 1-X-naphthalenes (X¼H, CHO,
COCH3, CO2CH3, COPh, CN, NO2) and corresponding benzene
derivatives points to the uniformity of substituent influences on
the reduction potentials in these two series of compounds.
As follows from the n values at which the peak of the RA


oxidation (peak 1A) to appear, the most stable are the RAs of
1-X-naphthalenes with X¼NO2, CN, COPh, COCH3 and CO2CH3. In
all these cases, the peak 1A is intensive at n¼ 0.02 V/s. For the
compounds with X¼CH3, OCH3 and CONH2, it appears at n¼
0.1 V/s, and for naphthalene itself – at n¼ 0.05 V/s. The least
stable is the RA with X¼CON(CH3)2: in this case peak 1A appears
only at n¼ 2 V/s, though, apparently, this electron-accepting
group should stabilize a RA more effectively, than the electron-
donating methyl and methoxy groups.
Upon reduction of 10 in CH3CN, the distinctly discerned peak


1A appears at the n¼ 0.2 V/s, and in DMF – at n< 0.01 V/s, that
testifies to greater stability of the RA in the latter case. Unlike this,
transition from CH3CN to DMF does practically not affect the
stability of the RA of 6.
The second reduction peak (peak 2C), admittedly attributed to


the reduction of a RA to a dianion, was observed in cases of
X¼NO2, COPh, COCH3 and also CHO in DMF (Table 1). For all
substances, the second reduction peak is irreversible with all

J. Phys. Org. Chem. 2008, 21 73–78 Copyright � 2007 John Wil

studied sweep rates that testifies to instability of corresponding
dianions.
The experimental values of peak 1C potentials of 1-X-


naphthalenes correlate well with their DFT BLYP calculated
LUMO energies (r¼ 0.986) and adiabatic electron affinities (r¼
0.980) (EAad¼ EN�ERA, where EN and ERA – full energies of neutral
1-X-naphthalene and its RA, accordingly) listed in Table 1. This
probably means that the molecular structures of 1-X-naphtha-
lenes 1–11 and their RAs calculated with DFT BLYP are close to
that in solution, and the influence of solvation on the energy of
one-electron reduction is insignificant.
1-X-Naphthalene RAs stable under CV conditions have been


electrochemically generated at the peak 1C potential in the
resonator of an ESR spectrometer (for example Fig. 2). The
experimental hyperfine interaction (hfi) constants and the t1/2
values of RAs, along with DFT BLYP calculated hfi constants and
the respective literature data for RAs of 1, 2, 7, 11 are shown in
Table 2.
In DMF at 295 K, the most long-lived are RAs of 1-X-naphtha-


lenes 7 (X¼CN, t1/2¼ 729 s) and 11 (X¼NO2, t1/2¼ 213 s). The
RAs with X¼CH3, COOCH3, COPh, COCH3 are somewhat less
stable (t1/2¼ 70–130 s). Even less stable is a RA of 10 (X¼CHO,
t1/2¼ 30 s), and a RA of 3 (X¼OMe) was possible to be registered
only at T� 253 K as at higher temperature it is unstable. The RA of
5 (X¼CONH2) was unstable and undetectable by ESR even at
243 K. Since the sweep rate at which a anode peak 1A of 6
(X¼CON(CH3)2) in the reverse part of reduction CV becomes
observable much more, than that for RA of 5 (nrev� 2 V/s), there
was no point to generate electrochemically AR of 6. As a
whole, the data obtained are in line with the above CV estimation
of the RA relative stability in CH3CN.
The experimental hfi constants (a) of 1-X-naphthalene RAs


were assigned on the basis of comparison with the correspond-
ing values calculated by the DFT BLYP method with full geometry
optimization. There is a good correspondence between the
experimentally obtained and calculated hfi constants. An
exception is the discrepancy between the experimental and
calculated aN values for the RA of 1-nitronaphthalene, the first
value being �4 times larger than the second one. This fact may
be due to the underestimation of the exchange interactions for
the planar p-radicals with the spin-polarization mechanism of the
isotropic hyperfine coupling on 14N nucleus.[18] Nevertheless, the
assignment of this constant in the ESR spectrum is unambiguous
due to a characteristic 1:1:1 triplet due to coupling with
14N nucleus.
According to the DFT BLYP results, the naphthalene frag-


ment in a RAs is flat, the substituents X¼NO2, CHO, COCH3,
COPh, CO2CH3 are in co-planarity with it thus promoting a
negative charge and spin density delocalization. The C——O bond
of substituents X¼CHO, COCH3, COPh, CO2CH3 is transoid to the
naphthalene C1—C2 bond. In the RAs with X¼CONH2 and
CON(CH3)2, the carbonyl group also is aside to a non-substituded
ring, in so doing the amide group being out-of-plane deviated by
108 and 208, respectively.
For naphthalene 1 RA, a(Ha)/a(Hb)¼ 2.6 (Table 2). An electron-


withdrawing substituent in the naphthalene position 1 disperses
a part of RA spin density and redistributes it inside a naphthalene
framework. So, substituents X¼CHO, COCH3, COOCH3, CN
increase a(H2) 2.5–3 times and a(H4) �1.5 times (a(H4) in RA of
11 is increased only slightly). In contrast, the a(H3) constants in
the specified RAs are 2.8–4.7 times decreased as compared to the
naphthalene RA.

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 2. Experimental (a) and simulated (b) ESR spectra of RAs from electrochemical reduction of 1-X-naphthalenes 3, 4, 9 in DMF
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As a whole, for the non-substituted naphthalene fragment of
RAs with substantially electron-accepting X substituents the
tendency is observed to distinctly decrease the a(H) values as
compared with the naphthalene RA. The hfi constant a(H5) in RAs
of 7 (X¼CN), 4, 9, 10 (X¼CO2CH3, COCH3, CHO) and 11 (X¼NO2)
is 1.5–3 times decreased. The ratios of a(H8) and a(H6) values in RA
of 1 to a(H8) and a(H6) in its 1-X-substituted derivatives depend
on the nature of X more specifically, being raised from�2–3.4 for
RAs of 7 and 11 up to�7 for a(H8) in RAs of 4, 9, 10 and to 17 for
a(H6) in RA of 9. At the same time, the influence of electron-
accepting substituents on the a(H7) value is slight and ambi-
guous: in RA of 7 (X¼CN) it is practically the same, in RA of 11

www.interscience.wiley.com/journal/poc Copyright � 2007

(X¼NO2) �1.3 times reduced and in RAs of 4, 9, 10 (X¼CO2CH3,
COCH3, CHO) �1.3 times increased as compared to naphthalene
RA.
Unlike electron-accepting substituents, electron-donating


ones influence on hfi constants more moderately: methyl and
methoxy groups in the naphthalene position 1 render a(H5) and
a(H8) 5–20% larger and a(H4) 20–30% smaller.
Some conclusions about the influence of the nature of


substituent X on the distribution of unpaired electron density
(UED) in RAs of 1-substituted naphthalenes could be done on the
basis of hfi constants presented in Table 2. The UED in RAs with
electron-donating substituents CH3 and OCH3, such as in the

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 73–78







Table 2. Experimental and calculated hfi constants of ESR spectra of 1-X naphthalene (1–4, 7–11) RAs and their half-life times t1/2
(T¼ 295 K)


R t1/2, s hfi constants, mT


H — Lit.7: H1, H4, H5, H8 0.479; H2, H3, H6, H7 0.184
DFT BLYP: H1, H4, H5, H8 0.526; H2, H3, H6, H7 0.191


CH3 69 Lit.8 a: H2 0.153; H3 0.223; H4 0.416; H5 0.549; H6 0.149; H7 0.196; H8 0.523; H (CH3) 0.361
DFT BLYP: H2 0.166; H3 0.196; H4 0.490; H5 0.542; H6 0.136; H7 0.244; H8 0.513; H (CH3) 0.406
Experimental: H2 0.157; H3 0.194; H4 0.432; H5 0.530; H6 0.135; H7 0.231; H8 0.497; H (CH3) 0.378


OCH3 379 DFT BLYP: H2 0.186; H3 0.170; H4 0.485; H5 0.529; H6 0.196; H7 0.192; H8 0.547; H (CH3) 0.023
(243 K) Experimental: H2 0.179; H3 0.128; H4 0.370; H5 0.546; H6 0.208; H7 0.184; H8 0.587; H (OCH3) 0.010


CO2Me 120 DFT BLYP: H2 0.439; H3 0.034; H4 0.684; H5 0.280; H6 0.018; H7 0.214; H8 0.152; H (CH3) 0.078
Experimental: H2 0.514; H3 0.038; H4 0.792; H5 0.271; H6 0.012; H7 0.237; H8 0.077; H (CH3) 0.062


CN 729 Lit.9: H2 0.227; H3 0.042; H4 0.785; H5 0.465; H6 <0.008; H7 0.170; H8 0.308; N (CN) 0.128
DFT BLYP: H2 0.376; H3 0.081; H4 0.678; H5 0.348; H6 0.076; H7 0.211; H8 0.266; N (CN) 0.088
Experimental: H2 0.444; H3 0.047; H4 0.770; H5 0.313; H6 0.015; H7 0.180; H8 0.225; N (CN) 0.122


COPh 132 Unresolved specter
COMe 99 DFT BLYP: H2 0.401; H3 0.028; H4 0.663; H5 0.251; H6 0.056; H7 0.217; H8 0.099; H (CH3) 0.304


Experimental: H2 0.512; H3 0.039; H4 0.757; H5 0.235; H6 0.017; H7 0.229; H8 0.070; H (CH3) 0.337
CHO 30 DFT BLYP: H2 0.380; H3 0.047; H4 0.677; H5 0.262; H6 0.008; H7 0.226; H8 0.106; H (CHO) 0.450


Experimental: H2 0.508; H3 0.057; H4 0.791; H5 0.246; H6 0.011; H7 0.237; H8 0.065; H (CHO) 0.525
NO2 213 Lit.9 H2 0.544; H3 0.062; H4 0.552; H5 0.165; H6 0.070; H7 0.141; H8 0.137; N (NO2) 0.772


DFT BLYP: H2 0.412; H3 0.013; H4 0.545; H5 0.200; H6 0.014; H7 0.181; H8 0.062; N (NO2) 0.191
Experimental: H2 0.541; H3 0.065; H4 0.549; H5 0.166; H6 0.065; H7 0.140; H8 0.140; N (NO2) 0.756


a Reduction with Na in THF.


Figure 3. Comparison of the electrochemical oxidation and reduction


potentials of 1-X-naphthalenes
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naphthalene RA, is located mainly in a-positions of the naph-
thalene nucleus. In so doing, it is a little bit larger in positions
5 and 8 and a little bit smaller in position 4 as compared with the
respective positions in the naphthalene RA, that testifies to
forcing out a small part of UED from an X-substituted ring into a
non-substituted ring. In contrast, introduction of electron-
accepting substituents draw up UED into the substituted ring
along with the redistribution of UED between positions 2 and 4 in
favour of the first, the redistribution being the larger with the
substituent X is more electron accepting: the ratio a(H4)/a(H2) is
1.73 for RA of 7 (X¼CN),�1.5 for RA of 4, 9, 10 (X¼COR) and�1
for RA of 11 (X¼NO2). The similar UED redistribution is character-
istic of an unsubstituted ring: in going from naphthalene RA to
RAs of 4, 7–11 the UED in position 7 increases relatively those in
positions 5 and, especially, 8. The overall pattern of UED redistri-
bution as depending on a nature of X substituent demonstrates
two types of unpaired electron MOs in the RAs under consi-
deration: the first is characteristic for RAs of unsubstituted
naphthalene and its derivatives with electron-donating sub-
stituents X, the second is mainly due to the resonance conju-
gation of electron-withdrawing substituent X with positions 2, 4,
5 and 8 of naphthalene nucleus.
Ring positions in RA, bearing a significant spin density, are the


potential sites of radical recombination, including dimerization.
So, according to data,[19] dimerization of a 1-naphthonitrile RA
occurs at the position para to the CN group. Hence, one can
believe, that diverse radical reactions of 1-X-naphthalene RAs
with electron-accepting X will exhibit the same regiochemistry.
Besides reduction potentials, oxidation potentials of 1-X-naph-


thalenes have also beenmeasured with the use of the CVmethod
and oxidation peaks for all compounds under investigation have
been registered in an accessible potential range. The value of the

J. Phys. Org. Chem. 2008, 21 73–78 Copyright � 2007 John Wil

first oxidation peak potential varies with substituent X from 1.33 V
(X¼OCH3) to 2.13 V (X¼NO2). The influence of X nature is well
consistent with its electronic effect which is illustrated by a good
linear correlation between E1Oxp values and substituent sp�X –
constants (r¼ 0.982), the points of the electron-donating substi-
tuents fit to this correlation only with electrophilic sþp constants.
The first oxidation peaks are diffusionally controlled and for the
most of compounds investigated correspond to transfer of two or
more electrons (I1Oxp � 2.8 I1Cp ). Reversible oxidation peaks of 1-X-
naphthalenes including those with electron-donating substitu-
ents could not been observed even at high electrode polarization
rate (v¼ 50–100 V/s). Thus, 1-X-naphthalene radical cations are

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc


7







N. V. VASILIEVA ET AL.


7
8


extremely unstable and rapidly undergo subsequent reactions
(the fast ECE process), where the second and subsequent
electrons are transferred from the products. Unfortunately, one
cannot compare the values obtained of 1-X-naphthalene oxi-
dation potential with similar data for corresponding benzene
derivatives because of the lack of such data for benzenes with
electron-accepting substituents.
There are satisfactory linear correlations between oxidation


and reduction potentials of the compounds under investigation
(Fig. 3), different for compounds with electron-accepting and
with electron-donating substituents. So the E1Cp values are more
sensitive to the nature of the electron-accepting substituent,
whereas the E1Oxp – to the nature of the electron-donating
substituent. The only point not obeying the linear relationship is
that of 1-naphthonitrile which is likely due to its reduction
potential (vide supra).

CONCLUSIONS


Thus, electrochemical reduction and oxidation potentials of a
series of 1-substituted naphthalenes have been measured by the
CV method in unified conditions. The first reduction peak of
the most of compounds investigated has been established to be
due to a one-electron transfer to form respective stable RAs. For
the first time, their ESR spectra have been registered and
interpreted, and also their half-life times have been estimated.
Unlike that of electrochemical reduction, the first stage of
electrochemical oxidation of 1-substituted naphthalenes has
been revealed to be irreversible and corresponding to a multiple
electron transfer.
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Density functional theory analysis of a
mixed-ligand iridium compound for
multi-color organic light-emitting diodes
Silviu Polosana,b*, Tahsin J. Chowc and Taiju Tsuboia

J. Phys. Or

Electronic states and their energies are calculated for a mixed-ligand Ir(III) compound, (5-chloro-8-hydroxyquinoline)
bis(2-phenylpyridyl) iridium (called IrQ(ppy)2-5Cl) using time-dependent density functional theory (TDDFT) calculations
and are compared with the experimental result. A good agreement is obtained between the calculated and measured
absorption spectra. The d-pQ* molecular orbital transition gives the lowest-energy triplet state absorption band. Its
energy is estimated as 1.84 eV (671nm), which is close to the absorption band position of 1.86eV (666nm) observed for
IrQ(ppy)2-5Cl doped in 4,4(-N,N(-dicarbazole-biphenyl (CBP) host and of 1.88eV (660nm) observed for IrQ(ppy)2-5Cl
doped in polystyrene (PS). The second triplet state absorption band is caused by d-pppy transition. Its position is
calculated as 2.51eV (494nm). The dipole moment is estimated as 3.45D, which is lower than the dipole moment of
fac-Ir(ppy)3. This is understood by a reduced charge transfer between Ir(III) and quinoline ligand. Copyright� 2008 John
Wiley & Sons, Ltd.
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INTRODUCTION


Organic light-emitting diodes (OLEDs) have been studied for high
efficient OLED devices since Tang et al.[1] observed the first
efficient electroluminescence from a two-layer organic device in
1987. Not only fluorescent organic molecules such as
tris(8-hydrixyquinoline) aluminum (Alq3) but also phosphores-
cent molecules such as fac-tris(2-phenylpyridine) iridium
(Ir(ppy)3) have been used as emitting materials.[2–4] An organic
molecule gives luminescence with a unique color. For example,
Ir(ppy)3 gives green emission at 514 nm, while platinum
octaethylporphyrin (PtOEP) gives red emission at 650 nm. To
obtain white color emission, we have to mix various compounds
of different color emissions in same host material. This leads to
aggregation, phase separation, and different retardation among
the different dopants. One way to avoid such a disadvantage is to
use mixed-ligand compounds which give multi-color emission by
discrete intramolecular transitions.[5,6]


As one of the mixed-ligand organometallic compounds, we
recently prepared an Ir(III) compound, (5-chloro-8-hydroxy-
quinoline)bis(2-phenylpyridyl) iridium (IrQ(ppy)2-5Cl).


[7] This
compound consists of two 2-phenylpyridine (ppy) ligands and
one 8-hydroxyquinoline (Q) ligand, where one of the H atom in
the Q ligand is substituted by a Cl atom. We obtained not only red
phosphorescence due to the 8-hydroxyquinoline ligand but
green phosphorescence due to ppy ligand.[7]


It is of great importance for both OLED scientists and engineers
to be able to predict the solid-state electronic properties using a
theoretical calculation, especially the information on the excited
states of organometallic compounds. These approaches have
been obtained using the time-dependent density functional
theory (TDDFT).[8–10]

g. Chem. 2008, 21 315–320 Copyright �

In this paper we calculate the electronic states and absorption
spectra of IrQ(ppy)2-5Cl compound using the TDDFT and
compare the calculated results with the experimental results
of absorption and photoluminescence.

CALCULATION AND EXPERIMENTAL
METHODS


Molecular geometry of IrQ(ppy)2-5Cl was optimized using
Kohn-Sharm DFT.[11] The TDDFT calculation was made with
Gaussian 03W software. We used the B3LYP hybrid exchange
correlation functionals[12] and the Los Alamos National Labora-
tory double-polarized functions (LANL2DZ) as the basic sets
because a better result was obtained by the B3LYP method than
the classical Hartree-Fock method.[9] In the latter case the
occupied d orbitals lies at lower energies compared with B3LYP

2008 John Wiley & Sons, Ltd.
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Figure 2. Emission spectrum of IrQ(ppy)2-5Cl doped in polystyrene


excited at 285 nm at room temperature
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functionals even if the d orbitals are less stables and more easily
ionized in photoelectron spectra. An effective core potential
(ECP) was used for Ir atom which has been used for Ir(ppy)3.


[9]


Absorption spectra were derived as the spectra of oscillator
strength f:


IðlÞ ¼
X
i


fi � exp � l� limax


D


� �2
" #


To obtain the spectrum, which consists of absorption bands,
we assumed that each band has a Gaussian line shape with a half
width of 15 nm. Molecular orbital contributions in each transition
were calculated using the same method as developed by
Gorelsky.[13] Calculation was also made for Ir(ppy)3.
Mixed-ligand Ir-compound meridional-type IrQ(ppy)2-5Cl was


synthesized by the reaction of substituted 8-hydroxyquinoline
with the diiridium complex tetrakis(2-phenylpyridyl)-m-(dichloro)
diiridium ((C^N)2Ir-m-Cl2) using the same method used pre-
viously.[7,14–16] Thin films of 5wt% IrQ(ppy)2-5Cl doped in
4,40-N,N0-dicarbazole-biphenyl (CBP) and polystyrene (PS) were
prepared by spin-coating the CH2Cl2 solutions on optical glass and
quartz substrates under ambient atmospheric conditions. The
spin-coating was made at a speed of 1000 and 3000 rpm for
IrQ(ppy)2-5Cl:CBP and IrQ(ppy)2-5Cl:PS, respectively. The duration
of spin-coating was 20 s. The films on quartz were used for
absorptionmeasurement. The films were not sealed in vacuumbut
aerated.
Absorption spectra were measured with a Shimadzu UV-3100


spectrophotometer. Photoluminescence spectra were measured
at room temperature with a Spex Fluorolog-3 spectropho-
tometer. The excitation source was a 450W Xe-lamp. Filters were
used to avoid the half and second harmonics of the exciting light
and luminescence.

EXPERIMENTAL RESULTS


Figure 1 shows the absorption and excitation spectra of
IrQ(ppy)-5Cl neat film at room temperature. The excitation
spectrum was obtained for 660 nm photoluminescence. The
excitation spectrum agrees with the absorption spectrum,

Figure 1. Measured and calculated absorption spectra of a IrQ(ppy)2-5Cl
neat film, together with excitation spectrum for 660 nm photolumines-


cence


www.interscience.wiley.com/journal/poc Copyright � 2008

indicating the energy transfer from all the high-energy levels.
Intense absorption band is observed at about 285 nm, and
several weak absorption bands are observed at the low energy
side, which extends to about 500 nm. The low-energy tail extends
up to 700 nm, but the intensity of absorption band at 500–700 nm
is too weak to be observed by the usual absorption
measurement.
Photoluminescence spectrum of IrQ(ppy)2-5Cl doped in PS is


shown in Fig. 2. The excitation was made at 285 nm. An intense
band with peak at about 503 nm and shoulder at about 525 nm is
observed, which is similar to the emission band of Ir(ppy)3.


[17,18]


Additionally a weak emission band is observed at about 658 nm.
Similar emission band was observed at 666 nm in a film of
IrQ(ppy)2-5Cl doped in CBP.[7] Alq3 gives also a broad
phosphorescence at 660 nm.[19,20] Therefore, taking into account
that red emission bandwith peak at 660 nm has been observed in
Irq3,


[21,22] it is suggested to assign this red emission band to the
triplet state of quinoline coupled with iridium.

CALCULATION RESULTS AND DISCUSSION


Bond length and molecular orbitals


The optimized bond lengths in IrQ(ppy)2-5Cl molecule, which are
calculated with the Gaussian 03 software, are summarized in
Table 1. The calculated lengths from Ir atom to O (and also C, N of
ppy and quinoline molecules) atom are compared with those

Table 1. Comparison of the calculated bond lengths for
IrQ(ppy)2-5Cl compared with the lengths estimated from X-ray
diffraction measurement


Calculated X-ray diffraction


R (Ir–O), Å 2.188 2.146
R (Ir–Nppy), Å 2.065 2.036
R (Ir–Nppy), Å 2.050 2.037
R (Ir–NQ), Å 2.177 2.128
R (Ir–C), Å 2.025 1.997
R (Ir–C), Å 2.017 1.995
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Figure 3. The HOMO and LUMO energies of IrQ(ppy)2-5Cl and Ir(ppy)3


DFT FOR Ir(ppy)2Q-5Cl

obtained from X-ray diffraction.[7] A good agreement is obtained
between the calculated and measured lengths although a small
difference is found. IrQ(ppy)2-5Cl has two ppy ligands. The
optimized Ir—C bond length is slightly different between the two
ppy ligands, that is, 2.025 Å and 2.017 Å. They are longer by about
0.025 Å than the experimental values. In the case of Ir—O bond,
the calculated value is 2.188 Å, which is longer by 0.042 Å than
the X-ray value. The same is true for the length of Ir and N of

Figure 4. Counter plots some HOMO and LUMO orbitals of IrQ(ppy)2-5Cl.


J. Phys. Org. Chem. 2008, 21 315–320 Copyright � 2008 John W

quinoline. Similar results were obtained for a mixed-ligand
Ir-compound Ir(ppy)2(acac),


[9] that is, the lengths of Ir—O and
Ir—N of acac ligand are longer by 0.03 and 0.05 Å than the values
obtained by X-ray diffraction, respectively.
Regarding the angle between ligands, angle of 88.538 was


obtained between quinoline and one ppy of two ppy ligands,
89.128 between quinoline and another ppy, and 95.158 between
the two ppy ligands.
In the Ir-organometallic compounds, the highest occupied


molecular orbital (HOMO) states are described using three 5d
orbitals of Ir (dxz, dy2-z2, and dxy, in order of increasing energy,
named d1, d2, and d3, respectively) The other two 5d orbitals are
responsible for s-bonding with the ligands. On the other hand,
the lowest unoccupied molecular orbital (LUMO) states are
mainly described using p orbitals of ligands. The calculated
HOMO and LUMO energies of IrQ(ppy)2-5Cl and Ir(ppy)3 are
shown in the Fig. 3. The results of Ir(ppy)3 were obtained from
Reference [9]. A difference is found for the HOMO states between
Ir(ppy)3 and IrQ(ppy)2-5Cl. This difference is caused by weakly
p-bonding ability of the O atom in quinoline ligand compared to
the ppy ligand.
Figure 4 shows the counter plot of two HOMO (d1 and d2) and


two LUMO orbitals (pQ and pppy) of IrQ(ppy)2-5Cl. The electron
population analysis of each orbital shows a weak delocalization
on the quinoline ligand and a strong delocalization on the ppy
ligands. For Ir(ppy)3, the resultant 5d character is 52% for d1, 44%
for d2 and d3, the lowest three LUMO states are combinations of
the p* orbital of ppy 9. On the other hand, for IrQ(ppy)2-5Cl, the
resultant 5d character is 76% for d1, 63% for d2, and 61% for d3.
The 5d character is much stronger for IrQ(ppy)2-5Cl than for

iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 5. Molecular orbital (MO) contributions at the absorption spec-


trum (S, singlet; T, triplet). Line at 671 nm is not shown
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Ir(ppy)3. As seen in Fig. 4, the HOMO d1 is delocalized over the
quinoline ligand, while HOMO d2 is delocalized over one of the
two ppy ligands. Regarding the LUMO states, thep2 is delocalized
over the two ppy ligands, and pQ is delocalized over the
quinoline ligand.
Figure 5 shows the main molecular orbital contribution in each


transition, that is, how many percentages the singlet and triplet
transitions contributes to an absorption band. The percentage
was obtained from the ratios between the coefficients of the
wavefunctions responsible for the transitions. In this figure, only
d-p* transitions were plotted and p-p* transitions are removed
to show that the metal-ligand charge transfer (MLCT) transitions
are predominantly responsible for the observed absorption
spectra. The contribution of p-d transitions was negligible for the
observed absorption spectra in the visible to ultraviolet (about
230 nm) range. The contributions of p-p* appears in the
computed spectrum of IrQ(ppy)2-5Cl (Fig. 1).
Table 2 summarizes the calculated excitation energies and


oscillator strength. According to this table, the lowest-energy
band appears at 1.85 eV (corresponding wavelength is 670 nm).
This band is caused by the electronic transition to the triplet state
due to d3-pQ transition. The second triplet appears at 2.51 eV

Table 2. Calculated excitation energies E (eV), dominant orbital e
IrQ(ppy)3-5Cl


Triplet state Excitation E (eV) Single


T1 d3!pQ* 1.85
T2 d2!p1* 2.51
T3 d2!pQ* 2.52
T4 d3!p2* 2.60
T5 d3!p1* 2.66
T6 d2!p2* 2.69
T7 d1!p1* 3.00
T8 d1!pQ* 3.12
T9 d1!pQ* 3.15
T10 d1!p2* 3.20 S
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(494 nm), which is due to the d-p1(i.e. pppy) transition. This
absorption energy is close to the 2.55 eV (486 nm) absorption
band energy measured for Ir(ppy)3 neat film


[17] and the 2.52 eV
(492 nm) band energy observed by electroabsorption of
Ir(ppy)3.


[23] The simultaneous observation of both the emissions
at 503 nm and 658 nm (Fig. 2) may be attributed to the slow rate
of electron transfer between pQ and p1 in the excited state.
The Gaussian 03W software for TDDFT calculation does not


include the spin-orbit coupling effects and the results do not
provide information about triplet–singlet absorption intensities.
Spin-orbit coupling can mix the singlet and triplet states,
therefore all the triplet states can contribute to the intensities in
both absorption and emission states. However, the triplet states
give zero oscillator strength in our calculation as made by Hay.[9]


The lowest-energy singlet state due to d-p1(i.e. pppy) transition
was calculated at 2.67 eV (Table 2). This state is lower by 0.13 eV
than the corresponding state (2.8 eV) in Ir(ppy)3.


[9] Such a red shift
is observed in the other mixed-ligand Ir-compounds where, like
the case of IrQ(ppy)2-5Cl, one of three ppy ligands in Ir(ppy)3 is
substituted with another ligand. For example, the first singlet of
d-pppy contribution was found at 2.71 eV in Ir(ppy)2(bza) and at
2.73 eV in Ir(ppy)2(acac).


[9]

Dipole moment


The orientation of dipole moment is shown in Fig. 6. The dipole
moment tilts toward ppy ligand. The dipole moment of
IrQ(ppy)2-5Cl was estimated as 3.45 D, which is much smaller
than the calculated dipole moment 6.4 D of Ir(ppy)3. Our 6.4 D
value is consistent with previously reported dipole moments for
Ir(ppy)3, that is, 6.14 D


[24] and 6.26 D.[25]


Decrease of dipole moment has been shown for another
mixed-ligand Ir-compound Ir(ppy)2(acac), where one of the ppy
ligands is substituted by another molecule acac. According to the
TDDFT calculation by Park et al.,[25] the dipole moment also
decreases from 6.26D (Ir(ppy)3) to 1.91 D (Ir(ppy)2(acac)). In the
following paragraphs, we consider the reason why the mixed
ligand Ir-compounds show smaller dipole moment than Ir(ppy)3.
The electron transfer gives rise to change of not only charge


distribution in ligand but also charge on Ir. In fact, d character in
the d1 orbital is changed from 52% to 66–67%[9] and to 76%
when molecule is changed from Ir(ppy)3 to Ir(ppy)2 (acac) and to

xcitation and oscillator strength f from TD-DFT calculation of


t state Excitation E (eV) f


S1 d3!pQ* 2.50 0.0398
S2 d2!pQ* 2.62 0.0318
S3 d3!p1* 2.67 0.0109
S4 d3!p2* 2.73 0.0022
S5 d2!p1* 2.77 0.0153
S6 d2!p2* 2.92 0.0185
S7 d1!pQ* 3.39 0.0027
S8 d1!pQ* 3.42 0.0439
S9 d1!p1* 3.55 0.0352


10 d1!p2* 3.55 0.0352
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IrQ(ppy)2-5Cl. From this result, it is suggested that electron
transfer is responsible for the decrease of dipole moment in the
mixed-ligand Ir-compounds.The fluctuating HOMO–LUMO gap is
a key parameter in the Marcus model.[26] The HOMO–LUMO gap
is relevant for the electron transfer reactions since the gap energy
equals to DG of the Marcus equation. The gap energy becomes
smaller in IrQ(ppy)2-5Cl than in Ir(ppy)3 as shown in Fig. 3. It is
suggested that such a change gives rise to increase the 5d
character from 52% (Ir(ppy)3) to 76% (IrQ(ppy)2-5Cl).
The l and HAB terms of theMarcus equation corresponds to the


geometrical difference between the ground and excited
states.[26] The two emission bands at about 503 nm and
658 nm are observed simultaneously in IrQ(ppy)2-5Cl as
shown in Fig. 2. The orthogonal arrangement between the
quinoline and ppy ligands renders to a small value for the
electronic coupling matrix HAB, making such a double emission
possible.


Absorption spectra


The TDDFT calculation gives the first spin-triplet state due to the
Ir-quinoline ligand at 1.85 eV (670 nm). Unlike the cases of
spin-singlet absorption bands, however, the present calculation
does not give the information of its intensity because the
Gaussian 03W software does not contain the spin-orbit
interaction. The presence of 1.85 eV (670 nm) band is consistent
with the appearance of 660 nm emission of IrQ(ppy)2-5Cl. This
indicates that the 660 nm emission is caused by the triplet state
due to the d-pQ transition in Ir-quinoline.
Using the oscillator strengths of Table 2, we obtain the


calculated absorption spectrum of IrQ(ppy)2-5Cl. The calculated
spectrum (exactly speaking, the oscillator strength spectra) is
shown in Fig. 1, where it is compared with the observed
absorption spectrum of IrQ(ppy)2-5Cl neat film. The high-energy
calculated spectrum at 3.5–5.0 eV was obtained from the
ligand-centered (LC) transitions. Absorption peaks appear at

J. Phys. Org. Chem. 2008, 21 315–320 Copyright � 2008 John W

494, 474, 427, 390, 359, 342, 309, and 267 nm in the calculated
spectrum. These peaks almost agree with the observed
absorption bands. The calculated spectrum is not inconsistent
with the observed spectrum. For all the transitions including the
d-p* and p-p* transitions in 250–350 nm region, calculation was
made only for the singlet states, while, for the transition in 350–
700 nm region, calculation was made both singlet and triplet
states.
The present calculation was undertaken for a single molecule


of IrQ(ppy)2-5Cl, neglecting the intermolecular interaction and
periodicity. The calculated result of absorption spectrum is close
to the experimental results. The experiments of absorption and
photoluminescence were done for the IrQ(ppy)2-5Cl neat film
and for films of PS and CBP doped with 5wt% IrQ(ppy)2-5Cl. All
the IrQ(ppy)2-5Cl molecules are randomly distributed in the
doped film and even in the neat film, that is, the molecules are in
the amorphous state and not in the crystalline state. This is
confirmed from the experimental results that the absorption and
photoluminescence spectra of IrQ(ppy)2-5Cl are not different
between the neat and doped films, and also from the results
those spectra are quite similar to those of IrQ(ppy)2-5Cl diluted in
solutions such as cyclohexane and tetrahydrofuran.[27] Therefore
it is suggested that a single-molecule (or free molecule) model is
effective for not only the doped film but also for the neat film.
Recently Car-Parrinello molecular dynamics was applied to a


hydrogen-bonded system in order to investigate the vibrational
spectrum associated with O—H stretching.[28] We applied this
theory to free IrQ(ppy)2-5Cl molecule. A preliminary result shows
only small difference in the Raman spectrum between the
calculation and experiment. Influence of outer atoms in quinoline
or pyridine is not significant. For example, change in the position
of chlorine in IrQ(ppy)2-5Cl does not give rise to the absorption
spectra, which is confirmed by the experimental spectra.[27]

SUMMARY


The TDDFT calculation provides a good agreement with the
observed absorption spectrum of IrQ(ppy)2-5Cl. The HOMO states
consist of 5d orbitals of Ir metal atom, while LUMO states consist
of the ppy and quinoline ligand orbitals. The metal-to-ligand
charge transfer (MLCT) to the ppy and quinoline ligands give rise
to absorption bands in the visible-ultraviolet region. The
quinoline ligand is responsible for the red emission observed
at 666 nm for IrQ(ppy)2-5Cl doped in CBP and at 660 nm for
IrQ(ppy)2-5Cl doped in PS because the TDDFT calculation
suggests the absorption band due to the d3-pQ* transition at
1.85 eV (670 nm).
The absorption band due to the transition to the lowest-energy


triplet is calculated at 2.51 eV. This transition is made MLCT to the
ppy ligand. The 2.51 eV band is close to the absorption band
observed at 2.55 eV in neat film of Ir(ppy)3 and also at about
2.48 eV in IrQ(ppy)2-5Cl. Therefore the 2.48 eV absorption band of
IrQ(ppy)2-5Cl is attributable to triplet


3MLCT transition. As a result,
the green emission at 503 nm of IrQ(ppy)2-5Cl is attributed to the
3MLCT transition to the ppy ligand. Like this, the origins of dual
emission (green and red photoluminescence) are clarified.
The intense high-energy absorptions due to the d1-pppy*


and d1-pQ* transition is expected to appear at 3.55 eV and 3.42 eV
from the TDDFT calculation. Absorption bands observed at these
spectral range in the neat film of IrQ(ppy)2-5Cl are attributed to
the singlet 1MLCT transitions.
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The dipole moment is estimated as 3.45 D. Such a small
value is explained by the d-electron delocalization to ligands.
Change of one ligand reduces the polarization of the
molecule.
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Kinetics–energetics relationship during
the electron transfer from trivalent
phosphorus compounds to the singlet
photoexcited sensitizers
Shinro Yasuia* and Munekazu Tsujimotoa

J. Phys. Or

The rate constants kET for the electron transfer (ET) from trivalent phosphorus compounds Z3P to the singlet
photoexcited states 1S* of neutral sensitizers, i.e., 9,10-dicyanoanthracene (DCN) and 9-cyanoanthracene (CA), were
determined based on the Stern–Volmer (SV) method. As previously found in the ET from Z3P to the singlet
photoexcited states 1SR* of a monocationic sensitizer, i.e., rhodamine 6G (Rhoþ), the plot of logkET versus the
free-energy change of the ET step, DG0, in the endothermic region deviated upward from the line predicted by the
Rehm–Weller theory. The deviation was slightly greater during the ET to 1S* than during the ET to 1SR*. Copyright �
2008 John Wiley & Sons, Ltd.
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Various types of trivalent phosphorus compounds Z3P quench
the singlet photoexcited states of sensitizers through an ET
mechanism.[1–4] This quenching system is a convenient tool to
evaluate the dependence of the rate of the ET from Z3P on the
free-energy change of the ET step, DG0, because the rate constant
kET is easily determined using the Stern–Volmer (SV) method and
also because DG0 can be tuned by combination of a sensitizer
with Z3P having various oxidation potentials. Previously, we
examined the mechanism of the ET quenching of a monocationic
acceptor, the singlet photoexcited state of Rhoþ (1Rhoþ*), using
a series of Z3Ps based on the SV method.[1] This type of the ET
is accompanied by the shift of the cationic charge from the
acceptor to the donor. In the present study, we performed the SV
analysis of the ET quenching of a neutral counterpart, the singlet
photoexcited states of DCA and CA (1DCA* and 1CA*, respec-
tively), which is accompanied by the charge separation to afford
the geminate radical ion pair. Comparing the results of these
studies, the dependence of the ET rate on DG0 was found to
depend on whether the acceptor is neutral (1CA*) or mono-
cationic (1Rhoþ*). The quenching of the singlet photoexcited
state of 10-methylacridinium cation Acþ (1Acþ*) was also
examined in the present study to obtain additional data for
the ET from Z3P to a monocationic acceptor (Scheme 1).
The intensities of the fluorescence from a sensitizer S() (()¼ 0 or


þ) in the singlet photoexcited state 1S()* in the absence and
presence of Z3P, I0 and I respectively, were recorded on a
Shimadzu spectrofluorophotometer RF-5000 at room tempera-
ture in acetonitrile.[5] For each combination of Z3P and S(), the
relationship between the ratio I0/I and the concentration of
added Z3P, [Z3P], obeyed the SV equation (Eqn (1)). The
quenching constant kq was obtained dividing the slope of the
plot by the life time of the fluorescence t:


I0=I ¼ 1þ kqt½Z3P� (1)

g. Chem. 2008, 21 541–543 Copyright �

The half-wave potential of Z3P, E1/2(Z3P), was measured by a
rotating disk electrode (RDE) using a BAS RDE-1 equipped with an
ALS electrochemical analyzer Model 620A in acetonitrile at room
temperature (Table 1). The half-wave potential of 1S()*, E1/2(


1S()*),
was calculated according to


E1=2ð1SðÞ�Þ ¼ E1=2ðSðÞÞ þ DE0;0ðSðÞÞ (2)


where E1/2(S
()) is the half-wave potential of the sensitizer in the


ground state S(), and DE0,0(S
()) is the photoexcitation energy from


S() to 1S()*. Finally, the free-energy change of the ET step DG0 (in
eV) is given by Eqn (3). Table 2 lists the E1/2(S


()) and E1/2(
1S()*)


values along with the t values:


DG0 ¼ E1=2ðZ3PÞ � E1=2ð1SðÞ�Þ (3)


Since the quenching of 1S()* occurs through the ETmechanism,
the quenching constant kq is equivalent to the ET rate constant
kET. Indeed, the UV-visible spectra of the evaluated sensitizers did
not change upon the addition of Z3P either in the dark or under
the irradiation. The logarithm of kET (¼kq) is plotted versus DG0


in Fig. 1, which shows that the rate of the ET occurring in
the exothermic region (DG0< 0) is diffusion limited (�2�
1010 M�1s�1). In the endothermic region (DG0> 0), the rate drops
as DG0 becomes more positive. The decrease in the ET rate with
increasing DG0 is predictable by the Rehm–Weller (RW) theory,[10]


but the plots in Fig. 1 deviate upward from the prediction by the
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Scheme 1.


Table 2. Photochemical and electrochemical properties of
sensitizers


Sensitizer


t/nsa E1/2(S
()) E1/2(


1S()*)


in MeCN in CH2Cl2


/V versus
Ag/Agþ


/V versus
Ag/Agþ


Rhoþ 3.0b — �1.10c 1.22
Acþ 32.9d — �0.73d 2.22
DCA 12.7d 12.2e �1.23f 1.69
CA 11.5d 12.5e �1.95e 1.10


a Fluorescence lifetime in aerated solution.
b Reference [6] in EtOH.
cMeasured by RDE in this study. This value is in good agree-
ment with the value previously estimated on the basis of the


peak reduction potential Eredp . As given in Reference [1].
d Reference [7].
e Reference [8].
f Reference [9].
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theory. Meanwhile, we found in the present study that amines or
alkoxylbenzenes also quench 1Rhoþ* and 1CA* through the ET
mechanism, the logkET–DG0 plots for both cases giving the points
that fall on a single line following the RW theory.[11] It has also
been shown that the dependence of kET on DG0 during the ET
quenching of 1Acþ* and 1DCA* by alkyl- or alkoxybenzenes is

Table 1. Half-wave potential of Z3P


Z3P
E1/2/V versus
Ag/Agþa Z3P


E1/2/V versus
Ag/Agþa


Mes3P 0.39 p-Cl-Ph3P 1.32
p-An3P 0.65 Bu3P 1.10
o-Tol3P 0.88 Ph2POMe 1.21b


m-Tol3P 1.02 Ph2POEt 1.28
p-Tol3P 1.03 PhP(OMe)2 1.49b


Ph3P 1.19 PhP(OEt)2 1.49
Ph2(o-Tol)P 1.14 (MeO)3P 1.87
Ph2(p-Tol)P 1.11 (EtO)3P 1.83
p-F-Ph3P 1.21 (PriO)3P 1.71


a Half-wave potential measured by RDE in MeCN.
b Based on the peak oxidation potentials Eoxp determined by


cyclic voltammetry; calculated by assuming E1/2¼ Eoxp � 0.03.


As given in Reference [1].


www.interscience.wiley.com/journal/poc Copyright � 2008

within the category of the RW theory.[8] Thus, the peculiar kinetics
observed here results from the intrinsic character of the
phosphorus compounds. The trivalent phosphorus radical
cation Z3P


.þ resulting from the ET from Z3P undergoes a rapid
reaction with a nucleophile such as water or alcohol in the
solvent,[1,9,12–14] which makes the ET step irreversible and causes
the logkET–DG0 plot to deviate upward. The similar deviated plot
has been observed in several ‘‘irreversible ET’’ reactions, where
the ET step is driven by a rapid follow-up reaction such as
bond-breaking.[15,16] Such a reactivity of Z3P


.þ is in sharp contrast
to that of amine or carbon radical cations.
Interestingly, Fig. 1 shows two separate lines, one for the ET to


monocationic acceptors, 1Rhoþ* and 1Acþ*, and another for the
ET to neutral acceptors, 1DCA* and 1CA*. Our previous study has
shown that when the plot is approximated by a linear line, the
slope that represents the degree of the deviation from the theory
is an index of the position of the transition state (TS) in the ET

Figure 1. Plot of logkET versus DG0 for the ET from Z3P to 1S()* in MeCN.


S()¼~; CA, !; DCA, *; Rhoþ, &; Acþ (iodide salt),� ; Acþ (tetrafluor-


oborate salt).* and5 denote the plots for the ET from amines to 1Rhoþ*


and from alkoxybenzenes to 1CA*, respectively. The line represents the


prediction by the RW theory
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step; the less negative the slope, the earlier the TS becomes.[13]


According to this hypothesis, the product of the ET to 1DCA* and
1CA* should be more stable than that of the ET to 1Rhoþ* and
1Acþ* to make the TS earlier. Indeed, the former ET results in the
geminate radical ion pair that may be stabilized by the Coulombic
interaction. Anticipating that the Coulombic stabilization must be
more important in the ET in less polar solvent, we measured the
rates of the ET from Ph3P, p-Cl-Ph3P, and (EtO)3P to 1CA* using
dichloromethane as solvent instead of acetonitrile. However, the
obtained rates were almost identical to those of the correspond-
ing EToccurring in acetonitrile (not plotted in Fig. 1), showing that
the contribution of the Coulombic stabilization of the radical ion
pair generated during the ET to the neutral acceptor is small, if
any. Alternatively, the present finding could be accounted for on
the basis of the brand new mechanism proposed by Farid and
Gould, a bonded exciplex mechanism, which states that an ET
rate higher than the RW prediction in the endothermic region
results from the formation of a covalent bond during the exciplex
stage.[17] This mechanism is an extension to the previously
reported ‘‘multiple RW plots,’’[18–22] where the ET quenching of
1DCA* by n-donors such as aliphatic amines gives the logkET–DG0


plot horizontally shifted in the positive direction relative to the
plot for the quenching by p-donors such as aromatic hydro-
carbons. This finding has been interpreted to result from a more
efficient interaction of the former donors with 1DCA* than with
the latter ones.[21,22] If this mechanism is operative in our ET, the
‘‘dual RW plots’’ in Fig. 1 imply the difference in the affinity of the
phosphorus atom in Z3P toward CA and Rhoþ.
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Low-pressure rate coefficients of the reaction
of O(3P) with CF3I and CH3I
Mariano A. Teruela*

Absolute rate coefficients for the gas-phase reactions
discharge flow technique coupled to resonance fluor

J. Phys. Or

of CF3I and CH3I with O(3P) atomsweremeasured at 298K by the
escence to monitor O(3P) atoms. This is the first kinetic study for


these reactions under low-pressure conditions (1.56–3.26 Torr). The overall rate coefficients were (5.2W 0.7)T 10S12


and (2.3W 0.3)T 10S11 cm3moleculeS1 sS1, respectively. The experiments were carried out under pseudo-first-order
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INTRODUCTION


Photolysis of biogenic alkyl iodides is the main source of iodine
atoms in the marine boundary layer. Since these compounds
have a short life time in respect to photolysis, they can be
destroyed through the absorption of visible light, producing I
atoms that react fast with O3 to form IO radicals.[1] This reduces
the tropospheric ozone budget in some regions of high IO
concentration.
On the other hand, the existence of an injection mechanism of


hydrocarbons to the upper troposphere and the lower strato-
sphere by convective transport assisted by clouds has been
suggested.[2] The alkyl iodides can be photolysed and generate
alkyl radicals and free iodine atoms. The latter can participate in
catalytic destructive ozone cycles, which are more effective than
those involving bromine and chlorine atoms.[3–4] Due to the
strong potential of IOx chemistry for destruction of ozone on the
troposphere and the lower stratosphere, a better understanding
of I/O3 interactions and all other reactions that involve iodine
compounds as sources and sinks is necessary in order to evaluate
the impact of the emissions on atmospheric chemistry. Therefore,
the development and application of modern, more precise
and sensitive techniques to determine products and kinetic
parameters is required.
Themetabolic processes of macroalgae and phytoplankton are


the major source of CH3I released from the ocean to the
atmosphere. CF3I is an anthropogenic alkyl iodide with a
potential importance in atmospheric chemistry, since it is used
as a replacement for CF3Br as a fire-extinguishing agent.[5]


The reactions of O(3P) with alkyl iodides such as CF3I
and CH3I have been studied in the last years mainly with the
pulsed laser photolysis (PLP) method coupled with laser induced
fluorescence (LIF) detection of IO nascent radicals, resonance
fluorescence (RF) of O(3P) atoms and cavity ring down (CRD)
detection techniques.[6–12] However, there exist no data of the
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rate constants for these reactions using the discharge flow (DF)
method at low-pressure conditions (1–10 Torr).
In this work, rate constants for the reactions CF3IþO(3P)


and CH3IþO(3P) applying the discharge flow–resonance fluor-
escence technique (DF–RF) are reported. This is the first
determination of the rate constant for the reactions cited above
at 298 K measured by DF–RF at low-pressure conditions
(1.56–3.26 Torr). The present results are in good agreement with
previous results obtained by different experimental techniques at
higher pressures. Linear free energy relationships and atmos-
pheric implications are discussed.

EXPERIMENTAL


The experiments were conducted in a newly commissioned
discharge flow system with atomic resonance fluorescence
(DF–RF) to monitor the oxygen atom concentration.
The schematic diagram of the discharge flow tube apparatus


employed in this work is shown in Fig. 1. Briefly, the reactor
consisted of a Pyrex tube (95 and 3.2 cm i.d.) coupled with a
sliding injector (1.9 cm i.d.).
Oxygen atoms were generated by passing a microwave


discharge (30W, 2.5 GHz) through a dilute flow of O2 in helium
and introduced in the flow tube by a sliding Pyrex injector. The

� 2008 John Wiley & Sons, Ltd.
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Figure 1. Schematic diagram of the discharge flow resonance fluor-


escence apparatus used in the study of the reaction between O(3P) atoms


with CF3I and CH3I at 298 K
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initial O atom concentration was determined by adding known
amounts of I2 or NO2 to the reactor and monitoring the change in
O(3P) signal, and ranged from 2.6 to 5.1� 1010 atom cm�3. This
method presumes that the reaction goes to completion (i.e. all I2/
NO2 or all O(3P) reacted), which is valid for these fast reactions
with k(O(3P)þ I2)¼ 1.4� 10�10 cm3molecule�1 s�1 and k(O(3P)
þNO2)¼ 1.0� 10�11 cm3molecule�1 s�1.[13] CF3I and CH3I (diluted
in He)were introduced into the flow tube via a fixed side-arm port
at the upstream end of the flow tube.
The total pressure (He) from 1.56 to 3.26 Torr was monitored by


a 10 Torr capacitance manometer; flow rates of between 1000
and 3000 SCCM were established with calibrated mass flow
controllers. Reaction times could be varied by adjusting the
distance of the sliding injector with respect to the position of the
photomultiplier tube detector (PMT) from 8 to 43 cm in
combination with linear velocities of between 13 and 16ms�1


and assuming plug-flow conditions. This resulted in contact times
in the range of 6–32ms.
The laminar flow (with a Reynolds number always <50) and


plug-flow conditions thus established in the flow tube allowed us
to follow the reaction kinetics of the O(3P) in the presence of a
known excess of RI, and thus to assume the pseudo-first-order
approximation.[14–15]


The concentration of O(3P) was monitored by atomic RF. To
minimize the detection of H atoms while detecting O, a calcium
fluoride windowwas placed in front of the PMT. The CaF2 window
absorbed any Lyman-a radiation at 121.6 nm without signifi-
cantly changing the detection sensitivity for O. In order to
prevent absorption by oxygen, the volume between the
resonance lamp, the PMT and the cell, was flushed with N2.
The sensitivity for detection of O atoms was better than
2� 109 atoms cm�3 for 1 s integration time. The output signal S of
the detector, proportional to the light intensity, was amplified
and captured in a boxcar integrator whose output was digitized
and recorded by a PC. In all experiments the background signal
obtained when [O2]¼ [RI]¼ 0, arising from scattered signal light
in the reaction tube, was subtracted from S before further
analysis. In order to assess wall losses of O atoms, several
experiments were carried out in which the RF signal in the
absence of added RI was determined while O atoms at different
contact times were introduced. The measured values of kw were
always<10 s�1 indicating therefore that no coating was required.
The commercial gases used in this study had the following


stated minimum purity: NO2 (Aldrich 99.5%), NO (Matheson
99.5%), O2 (Linde 99.999%), Helium (Linde 99.999%), N2


(99.999%), CF3I (ABCR GmbHg 99%), and CH3I (Aldrich 99%).
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Nitric oxide was purified by being passed through a trap held at
153 K to remove traces of NO2 and other higher oxides. The true
concentration of NO2 was found by correcting for the equilibrium
with a N2O4. Helium was flown through a cold trap to remove
water. CF3I and CH3I were vacuum distilled before use and their
purity was checked optically at 450–610 nm via absorption
measurements, especially for I2 impurities (<0.01% for CF3I and
<0.001% for CH3I), which react very fast with O atoms
(1.4� 10�10 cm3molecule�1 s�1).[13] Oxygen was used as a
supplier.

RESULTS


With the DF–RF technique, the rate constants for the following
reactions at 298 K were obtained:


Oð3PÞ þ CF3I ! products (1)


Oð3PÞ þ CH3I ! products (2)


Absolute reaction rate coefficients for the reactions (1) and (2)
were determined as described below. All experiments were
carried out under pseudo-first-order conditions with a ratio, [RI]o/
[O(3P)]o, >30–300, with RI¼ CF3I or CH3I. Therefore, under these
conditions and in the absence of secondary reactions that
significantly deplete the transient O(3P) atoms, [O(3P)] should
obey the following expressions:


½Oð3PÞ�t ¼ ½Oð3PÞ�o exp½�ðk½RI�o þ kxÞt� (I)


ln½Oð3PÞ�t ¼ �k0t þ ln½Oð3PÞ�0 (II)


where [O(3P)]o is the concentration in the absence of RI and
[O(3P)]t is the concentration after reaction with RI over time t, k0 is
the measured pseudo-first-order rate coefficient and kx is the
first-order rate coefficient for O(3P) atoms disappearance by
diffusion out of the detection zone, reaction with background
impurities or wall losses.
It can be shown that the intensity S of the O RF signal is


proportional to the O concentration; therefore the intensity of the
RF signal at selected points down the tube is a relative measure of
[O(3P)].
The first-order kinetic analysis is based on the ratio ln(So/St),


which is applicable to our system. So is the signal without reactant
and St is the signal after addition of reactant at a fixed contact
time.
Taking into account the above considerations and Eqn (II), it is


possible to write:


ln St ¼ �k½RI�0t þ ln S0 (III)


The pseudo-first-order decay rate coefficient k0 was computed
from the slope of a plot of ln St vs. time of contact which was
linear for approximately three lifetimes (Figs. 2 and 3). The
second-order rate coefficient for reactions (1) and (2), k1 and k2
were obtained from the slope of the line of a plot of k0 vs. [RI]
(Figs. 4 and 5). A linear least-squares fit to the data points yield a
value of k1¼ (5.2� 0.7)� 10�12 cm3molecule�1 s�1 and
k1¼ (2.3� 0.3)� 10�11 cm3molecule�1 s�1. These values of the
rate constant for reactions (1) and (2) were further corrected for
axial and radial diffusion through the following approximate
expression:[14]


kcorr ¼ kexpð1þ kexp D=v
2 þ kexp R


2=48DÞ (IV)
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Figure 4. Second-order plot for the reaction of O(3P) with CF3I at 298 KFigure 2. Typical pseudo-first-order plot for the reaction of O(3P)
with CH3I at 298 K at different concentrations of CH3I
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where D is the diffusion coefficient (in units of cm2 s�1) of O(3P) in
He, v is the linear flow velocity (cm s�1), and R is tube radius (cm).
Correction values calculated for our experimental conditions of
linear flow velocities and pressures were <0.08% for axial
diffusion, and <3% for radial diffusion. Hence, we can assume
that there are no concentration gradients and that the flow
velocity is the transport velocity of the reactants.
The influence of secondary reactions should be considered for


the reactions (1) and (2) in a flow tube due to the high reactivity of
O(3P) atoms with the major reaction product, IO radical. This
could be overcome by using considerable high CF3I/O(


3P)
and CH3I/O(


3P) ratios. However, in the discharge flow tube, the
lowest usable O(3P) concentrations were restricted by the
detection limit, whereas maximum observable decay rates (e.g.
maximum rates that allow mixing and sufficient spatial
resolution) restricted the maximum value of [RI]. Initial
experiments of reaction (1) revealed a significantly higher value
(>6� 10�12 cm3molecule�1 s�1) of the rate coefficient k1 than
those obtained in the literature, and also a dependence on

Figure 3. Typical pseudo-first-order plot for the reaction of O(3P) with


CF3I at 298 K at different concentrations of CF3I
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the concentration of O(3P), providing strong indications of
secondary processes removing O(3P). For this reason,
�4� 1013molecules cm�3 of NO was added through a side-arm
port to the flow tube. NO undergoes rapid reaction (t1/2� 1ms)
with IO to convert it to NO2, but does not react significantly with
O(3P) at the low pressures of these experiments. The lifetime t


was calculated from the evaluated rate coefficient for the reaction
of IO with NO13 and, under typical experimental conditions, it is at
least 10 times shorter than that of O(3P) due to reaction with CF3I.


IOþ NO ! NO2 þ I (3)


Although the product of this reaction, NO2, can also react with
O(3P), the ratio k(O(3P)þNO2/k(O(


3P)þ IO) is about 0.1,[13]


implying that addition of NO should reduce the overall rate
coefficient if O(3P)þ IO reaction.
The addition of NO at concentrations listed above did indeed


result in a decrease in the decay rate of O(3P) for a given
concentration of CF3I, confirming the presence of secondary loss
processes for O(3P). We note that the addition of NO reduces the
contribution of secondary reactions of O(3P), but does not
remove them completely as O(3P) also reacts with NO2 formed in

Figure 5. Second-order plot for the reaction of O(3P) with CH3I at 298 K
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reaction (3). The rate coefficients obtained by this method should
be regarded as an upper limit.
The precision of the individually measured second-order rate


coefficient k1 may be derived from the standard propagation of
random error analysis of the various flow tube parameters that
determine k1.


[14] Using the estimated percentage errors for the
measurements of the He gas flow rate (<0.2%), [RI]o (<2%),
temperature (<0.1%), pressure (<0.02%), flow tube radius (1.6%)
and the slope of the pseudo-first-order decay plot (<3.8%), we
arrive at lower than 13% the resulting uncertainty in the values of
k1 and k2. Consideration of possible systematic errors in
calibration and measurements gives an estimated accuracy in
the range 13–20%.
The pressure of the reactor for the CF3IþO(3P) experiments


was changed from 1.6 to 3.2 Torr and no variation in the global
rate constant was observed.
In order to check the performance of our flow system to


achieve reliable results, we also measured the overall rate
constant for the reaction of NO2 with O(3P), in which a value of
(9.7� 0.2)� 10�12 cm3molecule�1 s�1 was obtained in excellent
agreement with the present evaluations (1.0� 0.5)� 10�11 cm3


molecule�1 s�1.[13]

DISCUSSION


The results presented in this work are compared in Table 1 with
values previously reported.
It is shown that the rate constants for the reactions (1) and (2)


determined in this work at 298 K are in good agreement, within
the experimental error, with most of the previous values from the
literature.[6–12]


CF3IþþOð3PÞ !!products


In a previous study, we determined the rate constants of the
reactions of O(3P) atoms with selected alkyl iodides,
including CF3I and CH3I. For this, we used the PLP–RF method
between 223 and 363 K.[9]


The value obtained in the present work of k1¼ (5.2� 0.7)�
10�12 cm3molecule�1 s�1 is around 20% high than that reported

Table 1. Summary of the rate constants obtained in this work an


Reaction k298K/10
�12 (cm3molecule�1 s�1)


OþCH3I 23� 0.3
20.1� 1.5
17.4� 1.6
19� 2


OþCF3I 5.2� 0.7
4.251� 0.26
4.34� 0.38
5.30� 0.25
5.8� 1.5
11� 3
6.5� 1.5
4.6� 0.3


DF–RF, discharge flow–resonance fluorescence; PLP–RF, pulsed l
photolysis–laser induced fluorescence; PLP–CRD, pulsed laser ph
absorption.
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value using the PLP–RF method of (4.25� 0.26)� 10�12 cm3


molecule�1 s�1. The same difference can be observed when
comparing our results with the rate constant determined by
Gilles et al.[7] by PLP–RF and PLP–LIF systems.
However, Hölscher et al. using a PLP system coupled with LIF


of the nascent IO radicals formed,[6] obtained a value of
(5.30� 0.25)� 10�12 cm3molecule�1 s�1 in excellent agreement
with the rate constant reported here.
Dillon and Heard[8] determined the rate constant of the


reaction of O atoms with CF3I through the PLP systemmonitoring
the LIF signal of IO radicals formed between 223 and 523 K. They
found a weak dependence of the IO yield with pressure at 223 K
which suggested the existence of an association channel. The
rate constant of (4.6� 0.3)� 10�12 cm3molecule�1 s�1 reported
is in a good agreement, within the experimental error, with the
kinetic results at low pressures of this work.
Good agreement can also be observed by comparing the value


obtained in the present work with that reported by Atkinson
et al.[10] of (5.8� 1.5)� 10�12 cm3molecule�1 s�1 or the older
room temperature studies by Watson et al.[11] and Addison
et al.[12] of (11� 3) and (6.5� 1.5)� 10�12 cm3molecule�1 s�1,
respectively.
Gilles et al. proposed the following favourable thermodynamic


channels for the reaction of Oþ CF3I:


Oð3PÞ þ CF3I ! IOþ CF3 (1a)


Oð3PÞ þ CF3I ! IFþ CF2O (1b)


Oð3PÞ þ CF3I ! Iþ Fþ CF2O (1c)


Oð3PÞ þ CF3I ! I� þ CF3O (1d)


Oð3PÞ þ CF3I ! Iþ CF3O (1e)


Oð3PÞ þ CF3IþM ! Mþ CF3IO (1f)


The authors determined a yield of less than one at 298 K for the
formation of IO radical (0.83� 0.09) and less than 0.01 for
the CF3O reaction, even though only IO radical was identified as a
reaction product.[7] They postulated the possible existence of an

d those from previous determinations


T range (K) Method Reference


298 DF–RF This work
223–363 PLP–RF 9
213–364 PLP–RF 7
238–310 PLP–LIF 6


298 DF–RF This work
223–363 PLP–RF 9
213–364 PLP–RF 7
230–310 PLP–LIF 6


PLP–CRD 10
FP–RA 12
PLP–LIF 11


223–523 PLP–LIF 8


aser photolysis–resonance fluorescence; PLP–LIF, pulsed laser
otolysis–cavity ring down; FP–RA, flash photolysis–resonance
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association channel leading to the formation of an [O–CF3I]
adduct.
From the previous studies, only Dillon et al. have reported a


considerable pressure dependence of k at 223 K, but they did not
find pressure dependence of the rate coefficients at room
temperature in the range from 20 to 200 Torr using nitrogen as
bath gas. However, they informed a reduction of 40% in the
intensity of the IO LIF signal at 223 K compared to that at 294 K
and in contrast to Gilles et al. who observed no fluorescence
reduction below 254 K. Bloss et al.[16] reported a dependence of
the IO yield at 220 K, with a 20% reduction in the yield between
100 and 760 Torr. Nevertheless, they did not show pressure
dependence of the yield at 295 K.
In our previous work, we did not find pressure dependence of k


even at 223 K studying the reaction in N2 or He and at range of
20–310 Torr.[9] This does not agree with the weak dependence of
k with total pressure at 223 K, found by Dillon and Heard,
consistent with the existence of an association channel. The
pressure independence of the rate constant of the reaction
between O atoms and CF3I could be interpreted to mean that the
reaction mechanism does not involve a reversible adduct
formation. Due to that, and to the positive activation energy
determined in the experiments, the last channel for the formation
of CF3IO appears as a less probable reaction channel.
Furthermore, more experiments should be done to measure
products and yields of this reaction in order to shed light on the
reaction mechanism.


CH3IþþOð3PÞ !! products


The rate constant for the reaction O(3P)þCH3I obtained in this
work of (2.3� 0.3)� 10�11 cm3molecule�1 s�1 is in a fairly good
agreement with the value reported previously by the PLP–RF
system (19.8� 0.6) 10�12 cm3molecule�1 s�1.
The same agreement is possible to be observed when the


value is compared with the previous reported by Gilles et al.
of (17.4� 1.6)� 10�12 cm3molecule�1 s�1 using the PLP–RF,
and the value by Hölscher et al. of (19� 2)� 10�11 cm3


molecule�1 s�1 by the PLP–LIF method.


Free-energy relationships and atmospheric implications


The comparison between the reactivities of O(3P) atoms with the
corresponding for other tropospheric oxidants, like OH radicals or
Cl atoms, towards hydrogenated alkyl iodides in terms of a
relationship of the rate constants shows a poor correlation. These
results can be rationalized since different reactions mechanisms
operate for these reactions. Namely, OH radicals and Cl atoms
react with hydrogenated alkyl iodides involving mainly direct
H-atom abstraction channel, whereas for the for O(3P)þ RI

J. Phys. Org. Chem. 2008, 21 1043–1047 Copyright � 2008 Joh

reactions the existence of an association complex R–I–O that can
be stabilized and rearranged to lead to multiple reaction
products has been suggested.[7,9]


Concerning the atmospheric implications of the reactions
studied, although it is well know that the OH-initiated oxidation
is the main homogeneous fate of the majority of the organics in
the troposphere, the reaction with O(3P) atoms can contribute to
the calculation of the residence times of alkyl iodides in the
atmosphere. CF3I and CH3I have unusual higher reactivities with
O(3P) atoms (about 200 times) than with OH radical[13] that can
equilibrate the lower (around 103 times)concentration of O(3P) in
the troposphere.
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Topological resonance energy, bond
resonance energy, and circuit
resonance energy
Jun-ichi Aiharaa*

J. Phys. Or

Circuit resonance energy (CRE) is a key quantity that links energetic and magnetic criteria of aromaticity for a
polycyclic p-system. Topological resonance energy (TRE) correlates well with the sum of CREs for an entire p-system.
We found that bond resonance energy (BRE), so far defined to estimate the degree of kinetic stability for a polycyclic
p-system, also correlates very well with the corresponding quantity defined with CREs. These findings justify the view
that graph-theoretical quantities, such as TRE and BRE, can be used safely even though they rely on unrealistic
reference structures. Copyright � 2007 John Wiley & Sons, Ltd.
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INTRODUCTION


Aromaticity has been defined variously in energetic, magnetic,
structural, and other terms.[1–3] However, it has become more
and more clear that different quantitative indices of aromaticity
do not always vary colinearly.[4–8] Under such circumstances,
Cyranski et al. asked themselves to what extent aromaticity can
be defined uniquely.[9] Our graph-theoretical analysis revealed
that energetic and magnetic criteria of aromaticity are quite
different by definition.[10–18] In general, aromaticity is a state of
energy, whereas ring-current diamagnetism is highly dependent
on molecular geometry. Therefore, energetic and magnetic
criteria of aromaticity necessarily make different predictions as to
the aromaticity of some or many polycyclic p-systems.[19–27]


Our graph theory of ring-current diamagnetism[10–15] was
found to provide a new definition of aromatic stabilization energy
(ASE).[16–18] According to this theory, ring-current magnetic
susceptibility can be resolved into separate circuit contributions.
Here, circuits stand for all possible cyclic paths that can be chosen
from a cyclic p-system.[28] We derived circuit resonance energies
(CREs), a kind of ASE attributable to individual circuits, from the
circuit contributions of ring-current magnetic susceptibility.[16–18]


The CRE concepts proved to be very useful for consistently
describing the energetic and magnetic consequences of cyclic
p-electron delocalization. Magnetic resonance energy (MRE),
defined by summing up all CREs in the p-system,[16–18,29,30] was
found to exhibit a close correlation to topological resonance
energy (TRE), a typical energetic descriptor of aromaticity.[13,31–33]


Bond resonance energy (BRE) is also a topological quantity
that represents the contribution of a given p-bond to aro-
maticity,[34,35] The smallest BRE in a molecule has been used
successfully as a measure of kinetic stability for polycyclic ben-
zenoid and nonbenzenoid hydrocarbons and fullerenes.[34–41] In
this paper, we attempt to interpret the BRE concept in terms of
the CREs concerned. As will be seen, CREs can be utilized to

g. Chem. 2008, 21 79–85 Copyright � 20

estimate not only the magnitude of TRE but also those of BREs for
a polycyclic p-system.


THEORY AND DISCUSSION


Our graph theories of aromaticity[31–37] and ring-current dia-
magnetism[10–18] are the main tools for the present study. The
latter theory is a graph-theoretical variant of Hückel–London
theory.[42,43] All graph-theoretical calculations were performed on
33 neutral and doubly charged polycyclic aromatic hydrocarbons
(PAHs) listed in Table 1; they are benzene (1), p-polyphenyls (2–4),
and condensed benzenoid hydrocarbons (5–33). Typical ener-
getic and magnetic quantities of each PAH dianion are the same
in magnitude as those of the dication because these PAHs are
alternant hydrocarbons. Therefore, PAH dianions/dications will be
referred to simply as doubly charged PAHs. For simplicity, all
benzenoid hexagons were taken to have the same areas as the
benzene ring. We first summarize our graph theory of ring-
current diamagnetism.


Circuit resonance energy


The quantity Ai is defined for the ith circuit in a closed-shell
polycyclic p-system G as:[13,16–18]


Ai ¼ 4
Xocc
j


PG�ri ðXjÞ
P0GðXjÞ


(1)
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Table 1. TREs and MREs for neutral and doubly charged PAHs


Species


Neutral molecule Doubly charged ion


TRE/jbj MRE/jbj TRE/jbj MRE/jbj


benzene (1) 0.273 0.222 �0.692 —
biphenyl (2) 0.502 0.415 �0.178 �0.694
p-terphenyl (3) 0.727 0.607 0.127 �0.203
p-quaterphenyl (4) 0.950 0.797 0.384 0.081
naphthalene (5) 0.389 0.289 �0.140 �0.072
anthracene (6) 0.475 0.341 0.173 0.261
phenanthrene (7) 0.546 0.407 �0.083 �0.129
pyrene (8) 0.598 0.417 0.199 0.248
naphthacene (9) 0.553 0.393 0.377 0.393
benz[a]anthracene (10) 0.643 0.472 0.217 0.276
chrysene (11) 0.688 0.505 0.144 0.216
triphenylene (12) 0.739 0.574 �0.109 —
perylene (13) 0.740 0.553 0.470 0.370
benzo[a]pyrene (14) 0.725 0.509 0.398 0.418
benzo[e]pyrene (15) 0.791 0.580 0.256 0.211
pentacene (16) 0.630 0.448 0.527 0.477
dibenz[a,h]anthracene (17) 0.807 0.595 0.296 0.308
picene (18) 0.835 0.611 0.276 0.304
dibenz[a,c]anthracene (19) 0.845 0.647 0.299 0.271
benzo[g]chrysene (20) 0.869 0.655 0.257 0.271
dibenzo[def,mno]chrysene (21) 0.766 0.522 0.548 0.492
benzo[ghi]perylene (22) 0.853 0.596 0.380 0.344
dibenzo[de,mn]naphthacene (23) 0.780 0.585 0.697 0.540
dibenzo[fg,op]naphthacene (24) 0.983 0.743 0.315 �0.026
dibenzo[a,h]pyrene (25) 0.844 0.593 0.594 0.568
coronene (26) 0.947 0.628 0.242 —
hexacene (27) 0.706 0.504 0.648 0.545
fulminene (28) 0.980 0.713 0.444 0.460
dibenzo[a,c]naphthacene (29) 0.929 0.702 0.604 0.587
tribenz[a,c,h]anthracene (30) 1.004 0.765 0.375 0.241
dibenzo[b,g]chrysene (31) 0.958 0.709 0.560 0.593
dibenzo[g,p]chrysene (32) 1.041 0.790 0.431 0.416
peropyrene (33) 0.942 0.645 0.697 0.606


J. AIHARA


8
0


where ri is a set of carbon atoms that constitute the ith circuit; G-ri
is the subsystem of G and is obtained when all carbon atoms that
constitute the ith circuit are deleted from G; PG(X) and PG�ri ðXÞ are
the characteristic polynomials for G and G-ri, respectively; and Xj is
the jth largest root of the equation PG(X)¼ 0; and j runs over all
occupied p molecular orbitals. If some occupied molecular
orbitals have the same energies, this formulamust be replaced by
others.[11,14,44,45]


We previously showed that the Ai value represents the energy
gain or loss due to cyclic conjugation along the ith circuit.[16–18] It
has hence been called circuit resonance energy (CRE). In fact, CRE
correlates very well with the corresponding cyclic conjugation
energy (CCE) defined by Gutman and Bosanac.[46–48] As numerical
examples, the Ai values for all non-identical circuits in perylene
(13) and its doubly charged ion are presented in Figure 1. For
neutral PAH species, such as neutral 13, the signs of Ai values obey
the extended Hückel rule proposed by Hosoya et al.;[49,50] all
(4nþ 2)-site circuits are aromatic with positive CREs, whereas all
4n-site ones are antiaromatic with negative CREs. In accord with

www.interscience.wiley.com/journal/poc Copyright � 2007

Randić’s way of reasoning,[51,52] conjugated circuits have much
larger CREs than non-conjugated ones. These rules do not hold
for the circuits in charged species.

Ring-current magnetic susceptibility


When an external magnetic field, H, is oriented perpendicular to
the plane of G, the ring-current magnetic susceptibility is given in
the exact form[11,13]


xp ¼ 4:5x0


XG
i


Ai
Si
S0


� �2


(2)


where x0 is the ring-current susceptibility of benzene; Si and S0
are the areas of the ith circuit in G and the benzene (1) ring,
respectively; and the summation is made over all circuits in G. In
fact, the definition of the Ai value stems from this equation;
positive and negative Ai values represent diamagnetic and para-
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Figure 1. All non-identical circuits in perylene (13). Upper and lower


values are the Ai values for the circuits in the neutral and doubly charged
species, respectively


Figure 2. Excellent correlation found between MRE and TRE for 33


neutral PAHs


TOPOLOGICAL, BOND, AND CIRCUIT RESONANCE ENERGIES

magnetic contributions, respectively. Thus, ring-current magnetic
susceptibility is additive with respect to individual circuits.

Figure 3. Plot of MRE against TRE for 30 doubly charged PAHs. Closed


circles indicate species that deviate from colinearity 8

Circuit current


According to Eqn 2, the contribution of the ith circuit to xp, that is,
the ith circuit-current susceptibility, is given simply as[11,13]


xi ¼ 4:5x0Ai
Si
S0


� �2


(3)


This equation shows that circuit-current susceptibility, that is, the
tendency of a given circuit to escape from the external magnetic
field, is proportional to the CRE multiplied by the circuit area
squared. Thus, ring-current diamagnetism represents the tendency
of a cyclic p-system to retain ASE at the level of individual circuits.
Magnetization, M, due to a loop current, I, induced by a


magnetic field, H, is given by IS, where S is the area enclosed by
the loop.[53] Since M¼xH, I can be equated formally to xH/S.
Hence, xi must correspond to the induction of a p-electron cur-
rent in the ith circuit the intensity of which is expressed as[14,15]


Ii ¼ 4:5I0Ai
Si
S0


(4)


where I0 is the intensity of a p-electron current induced in the
benzene (1) ring. Positive and negative Ai values indicate dia-
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tropicity and paratropicity, respectively. A current density map for G
can be obtained by superposing all circuit currents induced in G.


Magnetic resonance energy


Since the Ai value can be interpreted as CREi, the sum of Ai values
over all circuits must represent the ASE for an entire p-system.
This sum is nothing other than magnetic resonance energy
(MRE)[16–18,29,30]


MRE= bj j ¼
XG
i


Ai (5)


Not requiring hypothetical reference standards for their
qualification, CRE andMRE can be regarded as absolute measures
of aromatic stabilization. MRE has a unique advantage in that it is
additive with respect to individual circuits.
Table 1 compares MREs with TREs for 33 neutral and doubly


charged PAHs. As shown in Fig. 2, MRE and TRE vary almost
colinearly with a correlation coefficient (cc) of 0.974. It is note-
worthy that such a TRE-like ASE can be extracted from the
magnetic properties of a cyclic p-system. Conversely, an excellent
correlation between TRE and MRE justifies the utility of TRE even
though the TRE relies on the hypothetical polyene reference.
Ring-current diamagnetism can now be interpreted as the
tendency of the p-system to retain CREs at the level of individual
circuits.
Figure 3 shows that a correlation between MRE and TRE is a


little worse for the doubly charged ions (cc¼ 0.870). Thus, MRE

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 4. m-BREs in units of jbj for the peripheral p-bonds in neutral PAHs. Values in parentheses are the corresponding t-BREs in units of jbj
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Figure 5. m-BREs in units of jbj for the peripheralp-bonds in doubly charged PAHs. Values in parentheses are the corresponding t-BREs in units of jbj. NA
indicates ‘‘Not Available’’
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Figure 7. Plot of m-BRE against t-BRE for all peripheral p-bonds in 30


doubly charged PAHs


Figure 6. Excellent correlation between m-BRE and t-BRE for all periph-


eral p-bonds in 33 neutral PAHs
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reproduces the relative magnitude of TRE better for neutral PAHs
than for their doubly charged ions. A bit smaller correlation
coefficient for the charged species is presumably associated with
Mallion’s finding that the calculated magnetic properties of
polycyclic p-systems other than typical aromatics are very sensi-
tive to the molecular geometry and the molecular orbital method
employed. [54–56] In general, a doubly charged PAH ion is much
less aromatic than the neutral species.[16]


Four of the doubly charged species, denoted by filled circles in
Fig. 3, deviate appreciably from colinearity. They are doubly
charged ions of biphenyl (2), p-terphenyl (3), p-quaterphenyl (4),
and dibenzo[fg,op]naphthacene (24). If these four species are
disregarded, the correlation between TRE and MRE is improved
up to cc¼ 0.959. These four exceptions happen to be fully ben-
zenoid hydrocarbons in Clar’s terminology.[57] There are no formal
double bonds in the Clar structural formulae of these highly
aromatic PAHs. Benzene (1) and triphenylene (12) are also fully
benzenoid hydrocarbons. MRE cannot be evaluated for the
open-shell dianions/dications of 1, 12, and coronene (26).


Bond resonance energy


Let b be the standard resonance integral between two adjacent
carbon pz orbitals and a hypothetical p-system in which a given
p-bond, for example, the Cp—Cq bond, blocks cyclic conjugation
through the p-bond is designed by assuming that bpq¼ ib and
bqp¼�ib, where i is the square root of �1. In this p-system no
circulation of p-electrons is expected along the circuits that share
the Cp—Cq bond in common.[34–41] The BRE for the Cp—Cq bond
is then defined as the destabilization energy of this hypothetical
p-system relative to the actual one. BRE defined in this manner
will hereafter be referred to as t-BRE because another definition
of BRE will be introduced later. Here, letter ‘‘t’’ means a topo-
logically defined quantity. The smallest t-BRE in a p-system
represents well the degree of kinetic stability for the
p-system.[34–41] In general, a cyclic p-system is kinetically very
unstable, if the smallest t-BRE is smaller than �0.100 jbj.


Magnetic definition of bond resonance energy


We now derive a t-BRE-like quantity from a subset of Ai values.
Since Ai can be interpreted as an ASE at the level of individual
circuits, the sum of Ai values over all circuits that share a given
p-bond in common must be close to the t-BRE for the p-bond.
This value will be referred to asm-BRE because it is a magnetically
derived t-BRE-like quantity. In fact, m-BRE is mathematically an
approximation of t-BRE like CRE is an approximation of CCE.[17]


m-BREs thus obtained for all peripheral p-bonds in 33 neutral and
doubly charged PAHs are graphically shown in Figs 4 and 5,
respectively; the values in parentheses are the corresponding
t-BREs.
Figures 6 and 7 show the plots of m-BRE against t-BRE for all


peripheral p-bonds in neutral and doubly charged PAHs,
respectively. We see from these figures that m-BRE highly
correlates with t-BRE although the former value is slightly smaller
than the latter one; the correlation coefficients are as large as
0.998 for neutral PAHmolecules and 0.933 for the doubly charged
species. A slightly worse correlation for the doubly charged
species must again be due to the greater ambiguity inherent in
the calculated magnetic properties of charged species.[54–56] In
both figures, it seems that the correlation line passes through the
origin. Such an excellent correlation supports not only our

www.interscience.wiley.com/journal/poc Copyright � 2007

definition ofm-BRE but also our interpretation of the Ai value as a
CRE.
As reported previously,[37] the geometric distribution of t-BRE


values in a PAH molecule conforms well to Clar’s sextet
formula,[57] suggesting that both types of BREs for peripheral
p-bonds can be used as local aromaticity indices. Peripheral
p-bonds that belong to sextet rings in fully benzenoid hydro-
carbons have t-BREs> 0.221 jbj and m-BREs> 0.182 jbj. On the
contrary, central ‘‘empty’’ rings in perylene (13) and dibenzo[-
de,mn]naphthacene (23) are least aromatic with the peripheral
p-bonds having very small BREs. Here, empty rings stand for the
rings on which aromatic sextets can never be placed.[57]


Presumably, benzene (1) is the most aromatic hydrocarbon with
the largest t-BRE and the largest m-BRE.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 79–85
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CONCLUDING REMARKS


Aromaticity and diatropicity are deeply rooted in each other.
Major aspects of polycyclic p-systems can be explained consis-
tently in terms of CREs. Circuit-current susceptibility, that is, the
tendency of a given circuit to escape from the external magnetic
field, is proportional to the CRE multiplied by the circuit area
squared. We have seen that general trends in the TRE and t-BRE
values can also be reproduced properly using the same set of
CREs. This fact supports our view that TRE and t-BRE are still very
meaningful for analyzing electronic features of aromatic and
antiaromatic molecules even though they are based on virtual
reference structures.
In order to avoid complexity and confusion, we have not


discussed the t-BREs andm-BREs for the inner p-bonds shared by
two rings. Two types of BREs can likewise be calculated for these
p-bonds. For PAH molecules, BREs for peripheral p-bonds are
appreciably smaller than those for inner p-bonds, because the
latter p-bonds are shared by two six-site circuits.[37] Thus, there is
little doubt that at least for such polycyclic benzenoid hydro-
carbons, kinetic stability and local aromaticity are determined
primarily by the BREs for peripheral p-bonds.
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INTRODUCTION


Chemical warfare agents, particularly organophosphorus nerve
agents, have come under recent scrutiny as fear of terrorist
attacks has increased. VX (O-ethyl S-[2-(diisopropylamino)ethyl]
methylphosphonothiolate) is a particularly lethal example. The
pronounced neurotoxicity of VX stems from its chemical structure
(Scheme 1), which is similar to the neurotransmitter acetylcho-
line (ACh). When introduced to the body, VX irreversibly binds to
the enzyme acetylcholinesterase, resulting in a loss of muscle
control and death by asphyxiation.[1] VX can enter the system not
only by inhalation but also through direct contact with the skin.
As a non-volatile liquid, VX can remain persistent in the environ-
ment for prolonged periods, in contrast to the volatile G-series
agents such as sarin and tabun. Thus, efficient methods for
detoxification of contaminated areas are essential. Furthermore,
in accordance with the Chemical Weapons Convention of 1997,
all stockpiles of VX must be destroyed, which requires a safe and
effective means of detoxification.[2]


In order for VX to be rendered non-toxic, the phosphorous-
sulfur (P—SR, where R is 2-(diisopropylamino)ethyl) bond must
be cleaved. Alkaline hydrolysis of VX at room temperature
(Scheme 2) yields a mixture in which 87% of the product is
formed from P—SR cleavage (ethyl methylphosphonic acid,
EMPA) and 13% from phosphorous-ethoxide (P—OEt) cleavage
(S-(2-diisopropylamino) ethyl methylphosphonothioic acid,
EA2192).[3] Unfortunately, EA2192 retains structural similarities
to acetylcholine and is still a potent neurotoxin.[4] Nevertheless,
the current detoxification process carried out by the U.S. military
utilizes alkaline hydrolysis of VX at 908C, followed by oxidation.[2]


This elevated temperature ensures hydrolysis of both VX and
EA2192. Oxidation of the resulting hydrosylate solution results in
a completely non-toxic product.
Other detoxification methods have been explored using


oxidizing agents,[4,5] photocatalysis,[6,7] metal-catalyzed decom-
position,[8,9] enzymatic degradation,[10–12] and reduction.[13,14] In

g. Chem. 2008, 21 321–328 Copyright �

addition to technologies for destroying VX, much recent work in
the field has focused on the detection of VX and its solvolysis
products.[15–20] While several previous computational studies on
chemical warfare agents and simulants have appeared,[8,21–26]


none have examined in detail the nucleophilic chemistry of VX
itself. Of particular interest is the potential kinetic competition
between nucleophilic attack opposite the more electronegative
alkoxide ligand and the bulkier thiolate ligand.
When a nucelophile attacks the phosphorous of a phospho-


nothiolate, a trigonal bipyramidal (TBP) structure may result.
Barring any other effects,[27] the most electronegative ligands are
expected to occupy the apical positions.[28] Thus, nucleophilic
attack opposite the most electronegative ligand is expected,
placing both the nucleophile and that ligand in the apical
positions. In the case of VX, it is expected that nucleophilic attack
should occur opposite the ethoxide group.[29] Ligand elimination
is also favored from an apical position, therefore, this initial attack
would appear to favor P—OEt cleavage. However, it is evident
from experimental data that P—SR cleavage is actually dominant,
regardless of whether the nucleophile is hydroxide or hydro-
peroxide.[3,30,31] It is hypothesized that after the initial nucleo-
philic attack and TBP formation, a pseudorotation[32] occurs
that places the ethoxide in an equatorial position and moves the
thiolate group into an apical position for facile cleavage. If this
process is energetically more favorable than P—OEt cleavage, the
product distribution will shift to give a majority of P—SR
cleavage. Indeed, this is the case with the VX simulant

2008 John Wiley & Sons, Ltd.
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Scheme 1. Structures of VX, acetylcholine, and VX model O,S-dimethyl


methylphosphonothiolate


Scheme 2. Alkaline hydrolysis of VX
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O,S-dimethyl methylphosphonothiolate.[24] It is possible that
other steric or electronic factors may negate the expected
apicophilic preference. For example, in VX, the bulky (diisopro-
pylamino)ethyl chain may sterically hinder the attack of a
nucleophile when the bulky ligand is in a pro-equatorial position.
If, instead, the nucleophile attacks opposite the thiolate group,
then the large amino chain is as far removed from the nucleophile
as possible. Thus, there may be a preference in VX for nucelophilic
attack opposite the bulkiest ligand. With the thiolate chain now
in an apical position, cleavage of the P—S bond would be the
dominant process.
Alpha-nucleophiles, those containing an atom with lone pairs


adjacent to the nucleophilic atom, have proven effective in the
destruction of VX and VX simulants.[30,33] For example, when
reacted with a solution of hydroperoxide at room temperature,
exclusive P—SR cleavage is observed, resulting in a fully
non-toxic product.[3,30,31,34] Computational studies on a model
system of VX have helped rationalize the differences in product
distribution during reaction with a prototypical normal nucleo-
phile (hydroxide) and a simple a-nucleophile (hydroperoxide).[24]


It was found that both nucleophiles attack the phosphorous
preferentially forming a TBP intermediate with the nucleophile
and alkoxide apical, in accordance with apicophilic expectations.
The alkoxide ligand can then be cleaved or a pseudorotation can
take place shifting the thiolate chain into the apical position,
resulting in P—SMe cleavage. In the case of hydroxide attack, the
pseudorotation and resulting P—SMe cleavage is only slightly
favored relative to the direct P—OMe cleavage process, resulting
in products from each. However, during hydroperoxidolysis,
P—OMe cleavage no longer competes with pseudorotation and
P—SMe cleavage, resulting in exclusive loss of the thiolate ligand.
Furthermore, a second, even more favorable pathway was
discovered that would lead to P—SMe cleavage via a somewhat
unusual intramolecular rearrangement.
We now report on the alkaline hydrolysis and hydroperox-


idolysis of the full VX molecule. Our chief goal is to clarify the
steric or electrostatic role that the pendant (diisopropylami-
no)ethyl chain may play.[23] Our results do illustrate that a
favorable interaction between the amino group and the
nucleophile is possible, leading to a certain degree of self-
catalysis. It is further discovered that the two nucleophiles no
longer display the same preference for initial attack, possibly due
to the increased steric bulk of the thiolate chain. Important
comparisons are drawn between this work and prior work on
model systems.
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COMPUTATIONAL METHODS


All geometries were optimized using the MPW1K[35] density
functional and the MIDI![36] basis set. Harmonic frequency
calculations at this same level were used to confirm the stationary
points and provide thermodynamic corrections. Intrinsic reaction
coordinate (IRC) calculations[37] were performed to ensure the
connections between transition states and minima. More
accurate electronic energies were obtained via single-point
calculations at the MP2/6-31þG(d) level of theory.[38,39] Aqueous
free energies of solvation of the gas-phase structures were
determined at the HF/6-31þG(d) level of theory with the integral
equation formalism polarizable continuum model (IEF-PCM)
using the UFF topological model,[40] which creates an explicit
sphere on each atom. This combination of theories has been
shown to work well for modeling similar chemistry.[24] All
energies discussed are solvated enthalpies corrected to 298 K in
order to facilitate comparison with previous work. For selected
transition states, natural bond orbital (NBO) analyses of
second-order interaction energies and steric repulsion energies
were obtained. All calculations were performed using Gaussian
03,[41] except for the NBO analysis which was performed using
the stand-alone GENNBO program,[42] both under the Mac OSX
operating system.

RESULTS AND DISCUSSION


The optimized structures for the most important stationary
points on the alkaline hydrolysis and hydroperoxidolysis path-
ways are presented in Figures 1 and 2, respectively. Reaction
coordinate diagrams are shown in Figures 3 (alkaline hydrolysis)
and 4 (hydroperoxydolysis). The reaction coordinate diagrams
also include relative enthalpies at 298 K, corrected for aqueous
solvation. Further geometric and energetic details are available
as supporting information. Selected NBO analyses are presented
in Tables 1 and 2. The rest of this section will focus on the
individual results for the reactions of hydroxide and hydroper-
oxide with the nerve agent VX and a short comparison to the
results obtained in the previous study[24] using the VX model,
O,S-dimethyl methylphosphonothiolate.


Alkaline hydrolysis


Several modes of hydroxide attacking VX opposite the thiolate
and ethoxide ligands were initially considered, differing only in
the position of the pendant thiolate side chain. Three stationary
point transition states were located: one for attack opposite
the thiolate ligand (TS1a) and two for attack opposite the
ethoxide ligand (TS1b and TS1c). The diisopropylamino moiety is
positioned to stabilize the attacking hydroxide in TS1b, while it is
rotated well out of the way in TS1c. Due to this stabilization, TS1b
lies more than 7 kcal/mol lower in energy than TS1c. Therefore,
the remainder of the discussion will focus on the competition
between the pathways involving TS1a and TS1b, and will ignore
the energetically disfavored TS1c.
The transition state for attack opposite the thiolate ligand


(TS1a) has a relative enthalpy of 21.0 kcal/mol above the
separated reactants, and a P—OH bond length of 2.698 Å, slightly
longer than the P—S bond of 2.171 Å. This transition state
collapses to form a TBP intermediate (2a) with the thiolate chain
in the apical position and a relative enthalpy of �4.4 kcal/mol. In
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Figure 1. Stationary points for the alkaline hydrolysis of VX
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2a, the P—OH bond has shortened to 1.726 Å, which is nearly 1 Å
shorter than in the attack transition state, while the P—S bond
has lengthened slightly to 2.425 Å. It was found that loss of the
thiolate ligand from 2a proceeds in a barrierless fashion. In fact,
the transition state for P—SR bond cleavage (TS3a) has a relative
enthalpy of �11.3 kcal/mol, placing it well below 2a. IRC

J. Phys. Org. Chem. 2008, 21 321–328 Copyright � 2008 John W

calculations confirm that 2a does connect to TS3a. Thus, the
seeming discrepancy that TS3a lies below 2a is most likely due
to the fact that gas-phase geometries have been used and
the true solvated stationary point would be found at a different
point on the reaction coordinate. The same situation was
observed in the alkaline hydrolysis of the model system.[24]
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Figure 2. Stationary points for the hydroperoxidolysis of VX


Figure 3. Reaction energy diagram for the alkaline hydrolysis of VX Figure 4. Reaction energy diagram for the hydroperoxidolysis of VX
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Regardless, TS3a has a P—OH bond distance of 1.688 Å and a
P—S bond distance of 2.955 Å, indicating an early transition state
(i.e., similar in structure to 2a) as would be expected for an
exothermic reaction in accordance with the Hammond Postu-
late.[43] We report as the final products of P—SR bond cleavage
the conjugate base of ethyl methyl phosphonic acid (EMPA, P2a)
and 2-(diisopropylamino) ethanethiol. These isolated products lie
36.3 kcal/mol below isolated reactants.
Attack of hydroxide opposite the ethoxide ligand proceeds


through stabilized transition state TS1b (see above), with a
relative enthalpy of 19.4 kcal/mol as compared to isolated
reactants. This is a slightly earlier transition state than is seen for
attack opposite the thiolate ligand, with a P—OH bond distance
of 2.910 Å and a P—OEt bond distance of 1.676 Å. This transition
state proceeds to form TBP intermediate 2b, lying 0.4 kcal/mol
below reactants, in which the diisopropylamino group is still
positioned to interact with the hydroxyl ligand. In 2b, the P—OH
and P—OEt bond distances are quite similar, at 1.778 Å and
1.781 Å, respectively. Two possibilities were now considered for
the fate of 2b: immediate cleavage of the P—OEt bond, or
pseudorotation followed by cleavage of the newly apical P—S
bond.
Prior to P—OEt bond cleavage, the thiolate chain rotates


through TS2b to form a new TBP intermediate (3b). This new
intermediate differs from 2b only in that the diisopropylamino
moiety is now positioned to stabilize the ethoxide leaving group.
This portion of the potential energy surface is quite flat, with
TS2b having a relative enthalpy of 2.2 kcal/mol and 3b being
essentially isoenergetic with TS2b (2.8 kcal/mol relative
enthalpy). The barrier for P—OEt cleavage is found to be
significant, with the transition state for this process (TS3b) lying
14.7 kcal/mol above isolated reactants, and also demonstrates a
significantly elongated P—OEt bond (3.102 Å). The final isolated
products, the conjugate base of EA2192 (P2b) and ethanol, are
located at a relative enthalpy of �30.7 kcal/mol. It is important to
note that EA2192 retains neurotoxic properties.[4]


Intermediate 2b can also undergo any number of pseudorota-
tions to place the thiolate ligand in an apical position. Preliminary
studies led us to consider one pseudorotational pathway as most
likely. In this pathway, 2b pseudorotates through TS2c, of roughly
square-pyramidal geometry, to form TBP 3c, in which the methyl
and thiolate ligands occupy the apical positions. This pseudor-
otational process is more favorable than the P—OEt cleavage
pathway discussed above, in that the relative enthalpies of TS2c
and 3c (10.8 and 11.5 kcal/mol, respectively) are both lower than
the relative enthalpy of TS3b (12.5 kcal/mol). As was the case for
direct P—SR cleavage, loss of the thiolate ligand from 3c is
barrierless, leading to the previously discussed P—SR cleavage
products.
Considered collectively, these data demonstrate significant


competition among the three possible pathways. For both
P—OEt and P—SR cleavage, the initial attack step is the
rate-determining step, and the overall mechanism is irreversible
at 298 K, due to the magnitude of the reverse activation
enthalpies. Following a Curtin–Hammett analysis, the 1.6 kcal/
mol difference in activation enthalpies between TS1a and TS1b
indicates a 15:1 preference for initial hydroxide attack opposite
the ethoxide ligand. However, given that the error inherent in
the level of theory applied is approximately �1 kcal/mol,[24] it is
more prudent to conclude that there is a small, perhaps
negligible, preference for attack opposite ethoxide. Any initial
attack opposite the thiolate ligand will proceed immediately to
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P—SR cleavage products. Following formation of 2b, the
pseudoration/P—SR cleavage pathway is favored over direct
P—OEt cleavage by 3.2 kcal/mol, corresponding to a 223:1
preference. Again, this difference could be smaller due to errors
inherent in the theory. Assuming opposite errors of 1 kcal/mol,
the gap could shrink to 1.2 kcal/mol, which still favors P—SR
cleavage by a ratio of 8:1, in excellent accord with the
experimental result.[3] The conclusion from the alkaline hydrolysis
portion of this study is that P—OEt and P—SR cleavage compete
throughout the mechanism, with a slight preference for P—SR
cleavage due to the difficulty in cleaving the P—OEt bond.


Hydroperoxidolysis


Hydroperoxide attack opposite the thiolate ligand leads to
transition state TS1d, with a relative enthalpy of 10.2 kcal/mol.
The P—OOH and P—S bond distances of 2.694 Å and 2.164 Å,
respectively, are very similar to the corresponding hydrolysis
structure (TS1a). Transition state TS1d leads to TBP intermediate
2d, found 6.5 kcal/mol below isolated reactants, which has a
slightly longer P—OOH bond (1.751 Å) but a significantly shorter
P—S bond (2.164 Å) than the analogous 2a. From intermediate
2d, the P—S bond lengthens to 3.227 Å and the relative enthalpy
rises to 6.8 kcal/mol as TS2d is formed. Final isolated products for
P—SR cleavage are found 22.2 kcal/mol below isolated reactants.
Attack of the hydroperoxide ligand opposite the ethoxide


ligand forms TS1e, which is analogous to the intramolecularly
stabilized TS1b discussed in the alkaline hydrolysis section
above. In TS1e, the P—OOH bond distance is 3.061 Å while the
P—OEt bond distance is 1.677 Å, both of which are quite
comparable to the corresponding bonds in TS1b. However, in
contrast to alkaline hydrolysis, the relative enthalpy of TS1e
(12.9 kcal/mol) places it above TS1d, indicating that hydroper-
oxide does not prefer to attack opposite themost electronegative
ligand. The reason for this is not immediately clear. One possi-
bility is that there are more steric contacts between the larger
hydroperoxide nucleophile and the thiolate chain than are seen
with the smaller hydroxide nucleophile. Increased steric repulsion
could be sufficient to destabilize TS1e relative to TS1d, switching
the preference for initial attack. Intermediate 2e1, lying 5.3 kcal/
mol below reactants, follows from TS1e.
Direct P—OEt cleavage is possible from 2e1 following a


conformational reorganization to TBP 2e2 (see supporting
information) through TS2e, with relative enthalpies of �7.2
and �1.3 kcal/mol, respectively. This process arranges the
diisopropylamino group such that it can stabilize the leaving
group, just as was seen for alkaline hydrolysis. The P—OEt
cleavage itself has a formidable barrier, with the transition state
(TS3e) found 25.6 kcal/mol above isolated reactants. This is the
single highest point on the hydroperoxidolysis reaction energy
diagram, and is 12.7 kcal/mol higher than the next highest point.
Even though the overall direct P—OEt cleavage process is
exothermic by 11.7 kcal/mol, it is highly unlikely that any
reactants will breach the barrier presented by TS3e, and this
portion of the potential energy surface should be considered to
be completely reversible.
In prior work on the simpler O,S-dimethyl methylphospho-


nothiolate,[24] the TBP intermediate analogous to 2e1 was found
to undergo an internal oxygen insertion preferentially to pseu-
dorotation. Therefore, we considered only the insertion pathway
here and did not attempt to locate competitive pseudorotational
pathways. Initiated from TBP 2e1, the nucleophilic oxygen of the
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Scheme 3. Intramolecular rearrangment pathway


Table 1. NBO E(2) and steric energies between the nucleo-
phile and VX (kcal/mol)


TS1a TS1b TS1d TS1e


Sum of E(2) energies 159.5 144.9 184.0 116.9
Sum of steric energies 85.2 76.7 92.9 61.2
E(2)–steric 74.3 68.2 91.1 55.7
difference 6.1 35.4
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hydroperoxide ligand inserts itself between the P and S atoms
through a three-membered-ring transition state TS2f, which has
a relative enthalpy of 0.6 kcal/mol (Scheme 3). Simultaneously,
the alpha hydroxide group migrates to the phosphorus,
ultimately resulting in the formation of the remarkably stable
TBP 3f1, which lies 52.8 kcal/mol below reactants. Phosphinylox-
ysulfenates such as 3f1 are not unprecedented.[44] In TS2f, the
P—S bond is 2.818 Å, the nascent S—O bond is 2.304 Å, the
forming P—OH bond is 2.487 Å, and the breaking O—O bond is
1.709 Å, indicating a substantial reorganization of electron
density among the four atoms involved.
Phosphinyloxysulfenate 3f1may now cleave the P—OEt bond


to form products P2f and ethanol, located 86.3 kcal/mol below
reactants. As in the other P—OEt cleavage pathways discussed,
the pendant diisopropylamino group must first undergo a
conformational change to stabilize the leaving group, in this case
passing through TS3f to form TBP 3f2, with relative enthalpies of
�52.6 and �57.7 kcal/mol respectively. The transition state for
P—OEt bond cleavage (TS4f ) lies at a relative enthalpy of
�43.7 kcal/mol before forming products P2f and ethanol at
�86.3 kcal/mol. It is not clear whether product P2f would retain
neurotoxicity, although it would appear to be intuitively unstable
and may react further. However, no attempts were made to
understand the additional chemistry that P2f may undergo.
TBP 3f1 may also pseudorotate. One pseudorotational path


was located that places the oxide and oxysulfenate ligands apical
(TBP 4g). The pseudorotational transition state TS3g lies at
�48.4 kcal/mol relative enthalpy, while TBP 4g is found at
�49.9 kcal/mol. There is a modest barrier for P—OSR cleavage,
with the transition state for that process (TS4g) having a relative
enthalpy of �46.5 kcal/mol relative to reactants. The isolated
products of P—OSR cleavage are located 86.7 kcal/mol below
isolated reactants.
The hydroperoxidolysis potential energy surface is significantly


more complicated than the potential energy surface for alkaline
hydrolysis. However, several conclusions are easily reached. The
difference in enthalpy between TS1e and TS1d of 2.7 kcal/mol is
enough to favor attack opposite the thiolate ligand by a ratio of
96:1. As discussed above, this differential could be overstated,
and we again see that there is no strong preference for the
nucleophile attacking opposite either the ethoxide or thiolate
ligands. Any attack opposite the thiolate will lead to direct P—SR
bond cleavage. Any attack opposite the ethoxide ligand will lead
to internal rearrangement to phosphinyloxysulfenate 3f1, with
absolutely no competition from direct P—OEt cleavage. The
difference in relative enthalpies between TS3e (cleavage) and
TS2f (rearrangement) of 25 kcal/mol corresponds to a preference
for rearrangement of about 1018. The exact fate of 3f1 is less clear,
as the difference in activation enthalpies between TS4g and TS4f
is 2.8 kcal/mol, giving a 100:1 advantage for P—OEt cleavage,
which may be reduced in accordance with the estimated
computational error limits.

www.interscience.wiley.com/journal/poc Copyright � 2008

COMPARISONS


Alkaline hydrolysis versus hydroperoxidolysis of VX


There are more differences than similarities when comparing the
alkaline hydrolysis and hydroperoxidolysis of VX as presented in
this work. In fact, the only true similarity is that the initial attack
transition states are competitive in each case. However, in the
case of alkaline hydrolysis, attack opposite the more apicophilic
ethoxide ligand is preferred while attack opposite the larger
thiolate ligand is favored in hydroperoxidolysis. To gain an
understanding of this preference switch, the NBO second-order
interaction energies and steric repulsion energies between the
nucleophile and VX were determined for TS1a, TS1b, TS1d, and
TS1e (Table 1). The second-order interaction energy (E(2)),
provides an indication of favorable Lewis acid/Lewis base
interactions between molecular fragments, while the steric
analysis reports unfavorable interactions between filled orbi-
tals.[42] A similar electrostatic and steric analysis has been
reported on substituted methyl phosphonofluoridates.[45]


Given that a positive E(2) energy indicates a favorable
interaction, while a positive steric energy indicates a repulsive
interaction, the term [E(2)—Steric] will be positive for net
favorable interaction between the attacking nucleophile and VX.
The difference in this term for each pair of transition states is
computed such that a positive number in the final row of Table 1
indicates a stereoelectronic preference for attack of the
nucleophile opposite the thiolate ligand. For hydroxide attack
(TS1a and TS1b), there is a relatively small preference in favor of
TS1a, and this is not enough to offset the unperturbed
preference for attack opposite the alkoxide (see below). However,
for the case of hydroperoxide attack (TS1d and TS1e), the E(2)
component for attack opposite the thiolate ligand overwhelms
the steric repulsion, and leads to an obvious preference for attack
opposite the thiolate ligand. Therefore, the primary factor making
TS1d more stable than TS1e is electronic in nature, rather than
steric. Such a kinetic preference for nucleophilic attack opposite a
less-apicophilic ligand in a phosphonothiolate has been
proposed.[46]


The reaction energy diagram for alkaline hydrolysis illustrates a
mechanism that is essentially irreversible, but with closely
competing pathways. Under these conditions, the product
distribution should be determined by relative enthalpies of
activation rather than relative enthalpies of reaction. There are
small differences in activation enthalpies among the competing
processes, but attack opposite ethoxide followed by pseudor-
otation and eventual P—SR bond cleavage is favored by a small
margin. Thus, we predict competition between P—OEt and
P—SR bond cleavage, with P—SR cleavage being slightly
dominant, in good accord with known experimental results.[3]
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The case of hydroperoxidolysis of VX is somewhat easier to
interpret, despite presenting a more complicated potential
energy surface. First, the initial attack barriers are lower than for
alkaline hydrolysis, in agreement with the experimental observa-
tion that hydroperoxidolysis of phosphonothiolates is signifi-
cantly faster than alkaline hydrolysis.[30,34,47] Also, not all of the
computed pathways are irreversible. Direct P—OEt cleavage is
found to be fully reversible, with an enthalpic barrier that is
unlikely to be crossed at 298 K and certainly cannot compete with
the other proposed pathways. Direct P—SR cleavage is possible,
and even preferred by a slight margin in the initial attack. Two
other favorable processes also lead to P—SR bond cleavage,
albeit one of these cleaves the P—S bond through an insertion
reaction and does not lead to loss of the thiolate ligand. Thus, all
favorable hydroperoxidolysis processes lead to destruction of the
P—S bond with no formation of toxic EA2192, in agreement with
experimental observations.[31]


VX versus model system


In comparing this work to previous work at the same level of
theory on O,S-dimethyl methylphosphonothiolate,[24] a few
important differences are noted. First, the transition states for
hydroxide attacking the model differ by 3.8 kcal/mol, with attack
opposite methoxide being favored. This is a slightly larger
preference for hydroxide attack opposite the alkoxide ligand than
is seen in the current study. Second, hydroperoxide also displays a
preference to attack opposite methoxide in the model system by
the same 3.8 kcal/mol. In VX itself, the attack of hydroperoxide
opposite the thiolate ligand is actually preferred.
To clarify the situation, the same NBO analysis as described


above was carried out for the initial attack transition states
reported for the model system. The results (Table 2) demonstrate
that there is no significant difference between nucleophiles for
the model system and that attack opposite the alkoxide ligand is
always favored, converse to the situation for VX. This observation
may explain why the differences in enthalpic barriers for attack in
the model system are both 3.8 kcal/mol favoring attack opposite
alkoxide, regardless of which nucleophile is used.
A further point of contrast involves the TBP intermediates


formed immediately after nucleophilic attack. In the model
system, the TBP with the nucleophile and alkoxide apical is either
favored over the TBP with the nucleophile and thiolate apical or
the two are within 1 kcal/mol of each other. The same is true in VX
for attack of hydroperoxide. These observations are generally
consistent with apicophilic expectations. However, a dramatic
reversal of TBP stabilities is found for attack of hydroxide on VX,

Table 2. NBO E(2) and steric energies between the nucleo-
phile and O,S-dimethyl methylphosphonothiolate (kcal/mol)


TS1ca TS1da TS1ea TS1fa


Sum of E(2) energies 140.8 164.3 158.2 183.4
Sum of steric energies 79.9 81.6 81.7 87.8
E(2)—steric 60.9 82.7 76.5 95.6
difference �21.8 �19.1


a Following the naming scheme as used in Reference [24].
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where TBP 2a, with thiolate apical, is 4.0 kcal/mol more stable
than TBP 2b.
It has been shown that hyperconjugation may negate


apicophilicty.[27] It is also possible that simple steric effects
may alter the energy landscape sufficiently to overcome
apicophilic factors. To estimate the contributions from various
electronic and steric effects, we again employed second-order
interaction and steric energy analyses via NBO, this time on the
initially formed TBP intermediates of both the model and VX
systems and focusing on the interactions between the former
nucleophile and the remainder of the molecule. The second-
order energies were found to be nearly constant across the series,
suggesting that there are no significant differences in the
favorable orbital interactions between the hydroxide or hydro-
peroxide ligand and the rest of the system. This argues that
hyperconjucative effects are constant and are not a deciding
factor in relative TBP stability. The same consistency is found
when comparing the steric energies, except for the 2a/2b pair.
Here, 2a is less sterically crowded than 2b by 6 kcal/mol. In every
other case, the difference in steric energies is 1.50 kcal/mol or less.
Thus, it would appear that the loss of apicophilic control in the
alkaline hydrolysis of VX is simply due to increased steric
repulsion within TBP 2b relative to TBP 2a.
Previously, Xiong and Zhan examined the role of sterics and


electrostatics in the alkaline hydrolysis of methyl phosphono-
fluoridates by systematically altering the equatorial alkoxide side
chain.[45] The substituents included various sized alkyl groups as
well as neutral amines and positively charged ammonium groups
of similar size. The most relevant comparison to this work
concerns the steric effect, as we did not employ positively
charged ammonium groups. Xiong and Zhan found that
increasing the steric bulk of the alkoxide ligand increased the
barrier for attack by roughly 2 kcal/mol, which is consistent with
the difference in barriers between the model system[24] and VX. It
is evident that our work and the previous work reach similar
conclusions concerning how the sterics of the system affect
activation barriers for solvolysis of organophosphorus species.
The remaining features of the reaction energy diagram are


quite similar between the model and VX. In each case, loss of
thiolate is always easier than loss of alkoxide. When hydroxide is
the nucleophile, these two processes are competitive, regardless
of the substrate. When hydroperoxide is the nucleophile, P—SR
bond cleavage is the only viable option. The large thiolate chain
in VX does perturb the system somewhat, but the effect is
actually quite minor. Overall, the same mechanism is illucidated
by either the model or VX, and it is apparent that nucleophilic
chemistry at the phosphorus atom in VX can be accurately
predicted using small model systems.


CONCLUSIONS


Mechanistic studies on the alkaline hydrolysis and hydroperox-
idolysis of VX have been carried out at the MP2/6-31þG*//
MPW1K/MIDI!þ IEF-PCM(HF/6-31G*) level of theory. The poten-
tial energy surface for hydrolysis reveals three competing
pathways, two of which lead to P—SR bond cleavage and
formation of a non-toxic product (EMPA) while the third leads to
P—OEt bond cleavage and a product that retains neurotoxic
activity (EA2192). A mixture of products is predicted, with P—SR
cleavage products being more prevalent, but not exclusive. In the
case of hydroperoxidolysis, no favorable pathway leading to the
neurotoxic EA2192 could be found, and the only predicted
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products arise from schism of the P—S bond. All of the results are
in good accord with available experimental data and serve to
clarify the mechanisms by which this potent neurotoxic chemical
warfare agent may be destroyed.

SUPPORTING INFORMATION AVAILABLE


Cartesian coordinates for all stationary points considered in this
study and tabulation of electronic energies, enthalpy corrections,
and free energies of solvation.
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INTRODUCTION


Phosphoryl transfer reactions have been studied extensively and
a considerable amount of work has been carried out to clarify the
mechanism. Twomain types ofmechanisms, the stepwisemecha-
nism involving a trigonal bipyramidal pentacoordinate (TBP-5C)
intermediate and the concerted mechanism through a single
pentacoordinate transition state (TS), are known to occur in
neutral phosphoryl transfer reactions.[1–4] When the attacking
and leaving groups occupy apical positions [ap(Nu)-ap(Lg)], that
is, backside nucleophilic attack, the configuration is inversed. But
when the nucleophile attacks frontside towards the leaving
group, that is, when nucleophile and leaving groups occupy
apical and equatorial positions [ap(Nu)-eq(Lg)], respectively or
when nucleophile and leaving groups occupy equatorial and
apical positions [eq(Nu)-ap(Lg)], respectively, the configuration is
retained.[5–16] When backside and frontside nucleophilic attacks
occur simultaneously, the relative importance of the reaction
pathways leads to products with inversion or retention of the
configuration, depending on the nucleophile, the leaving group
and the reaction conditions.[5]


In our preceding papers, partial frontside nucleophilic attack
was suggested for the reactions of: aryl bis(4-methoxyphenyl)
phosphates with less basic pyridines;[17] aryl phenyl isothiocya-
nophosphates with more basic pyridines;[18] aryl phenyl
chlorothionophosphates with anilines;[19] diphenyl phosphinic
chlorides with anilines;[20] diphenyl thiophosphinic chlorides with
more basic pyridines[21] and aryl ethyl chlorophosphates and
chlorothionophosphates with anilines.[22]


In this work, we investigate the aminolysis of dimethyl chlo-
rophosphate (1), dimethyl chlorothionophosphate (2), diethyl
chlorophosphate (3) and diethyl chlorothionophosphate (4) with

g. Chem. 2008, 21 544–548 Copyright �

substituted anilines and deuterated anilines (XC6H4NH2 and
XC6H4ND2) in acetonitrile at 55.0 8C, Eqn (1), to clarify the phos-
phoryl transfer mechanism, as well as to compare the anilinolysis
of aryl ethyl chlorophosphate [5; (YPhO)(EtO)P(O)Cl],[22] aryl ethyl
chlorothionophosphate [6; (YPhO)(EtO)P(S)Cl],[22] aryl phenyl chlo-
rophosphate [7; (YPhO)(PhO)P(O)Cl][23] and aryl phenyl chlor-
othionophosphate [8; (YPhO)(PhO)P(S)Cl].[19]


R2PðLÞC1þ 2XC6H4NH2ðD2Þ �!MeCN


55:0�C
R2PðLÞNHðDÞC6H4X


þXC6H4NH
þ
3 ðD3ÞC1�


1 :L ¼ O; R ¼ MeO
2 :L ¼ S; R ¼ MeO
3 :L ¼ O; R ¼ EtO
4 :L ¼ S; R ¼ EtO
X ¼ 4�MeO; 4�Me; 3�Me; H; 3�MeO; 4�C1; 3�C1


(1)


RESULTS AND DISCUSSION


The observed pseudo-first-order rate constants (kobsd) for the
reactions obey Eqn (2) with negligible k0 in acetonitrile. The
second-order rate constants, kH(D), were determined using Eqn (2)
with at least five concentrations [An]. No third-order or higher-

2008 John Wiley & Sons, Ltd.







Table 1. Second-order rate constants, kH(D)� 104M�1 s�1,
and selectivity parametersa for the reactions of dimethyl
chlorophosphate (1) with XC6H4NH2 and XC6H4ND2 in
acetonitrile at 55.0 8C


X
kH


b


(� 104M�1 s�1)
kD


b


(� 104M�1 s�1) kH/kD


4-MeO 229� 3 234� 5 0.979� 0.026
4-Me 126� 4 132� 5 0.955� 0.048
3-Me 62.4� 1.3 66.8� 1.1 0.934� 0.024
H 42.8� 1.5 46.4� 1.4 0.922� 0.042
3-MeO 21.4� 0.5 25.4� 0.5 0.843� 0.025
4-Cl 10.6� 0.2 13.0� 0.2 0.815� 0.020
3-Cl 3.99� 0.01 5.00� 0.20 0.798� 0.030
rX �2.72� 0.04


(r¼ 0.999)
�2.56� 0.05
(r¼ 0.999)


bX 0.962� 0.019
(r¼ 0.999)


0.907� 0.020
(r¼ 0.999)


a The s and pKa values were taken from References [24] and
[25], respectively.
b Correlation coefficients (r) were better than 0.998.


Table 3. Second-order rate constants, kH(D)� 104M�1 s�1,
and selectivity parametersa for the reactions of diethyl
chlorophosphate (3) with XC6H4NH2 and XC6H4ND2 in
acetonitrile at 55.0 8C


X


kbH
(� 104M�1 s�1)


kbD
(� 104M�1 s�1) kH/kD


4-MeO 170� 1 185� 4 0.919� 0.022
4-Me 83.6� 1.0 93.0� 1.5 0.899� 0.018
3-Me 40.4� 0.9 47.4� 0.7 0.852� 0.022
H 28.2� 0.1 33.4� 1.1 0.844� 0.043
3-MeO 12.2� 0.3 16.0� 0.4 0.763� 0.027
4-Cl 5.40� 0.20 7.40� 0.2 0.730� 0.033
3-Cl 2.00� 0.01 2.80� 0.11 0.714� 0.028
rX �2.99� 0.04


(r¼ 0.999)
�2.80� 0.04
(r¼ 0.999)


bX 1.06� 0.03
(r¼ 0.999)


0.993� 0.023
(r¼ 0.999)


a,bSame as in Table 1.
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order terms were detected,


kobsd ¼ k0 þ kHðDÞ½An� (2)


and no complications were found in the determination of kobsd or
in the linear plots of Eqn (2). This suggests that there is no
base-catalysis or noticeable side reaction and that the overall
reactions follow the route given by Eqn (1). The kH and kD values
are summarized in Tables 1–4, together with the deuterium
kinetic isotope effects (KIEs), kH/kD, and the selectivity parameters,
rX and bX. The magnitudes of rX and bX values of the reactions of
1–4 with deuterated anilines (XC6H4ND2) are somewhat smaller
than those with anilines (XC6H4NH2), suggesting less sensitivity to
substituent effect of deuterated anilines than of anilines.

Table 2. Second-order rate constants, kH(D)� 104M�1 s�1,
and selectivity parametersa for the reactions of dimethyl
chlorothionophosphate (2) with XC6H4NH2 and XC6H4ND2 in
acetonitrile at 55.0 8C


X


kbH
(� 104M�1 s�1)


kbD
(� 104M�1 s�1) kH/kD


4-MeO 77.9� 1.1 73.4� 0.8 1.06� 0.02
4-Me 31.0� 0.6 29.8� 0.7 1.04� 0.03
3-Me 16.8� 0.2 16.3� 0.1 1.03� 0.02
H 10.9� 0.2 11.0� 0.2 0.991� 0.026
3-MeO 4.95� 0.14 5.08� 0.08 0.974� 0.031
4-Cl 2.33� 0.08 2.44� 0.04 0.955� 0.036
3-Cl 1.20� 0.03 1.27� 0.03 0.945� 0.029
rX �2.81� 0.10


(r¼ 0.997)
�2.73� 0.10
(r¼ 0.997)


bX 0.993� 0.050
(r¼ 0.994)


0.963� 0.047
(r¼ 0.994)


a,bSame as in Table 1.
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Figure 1 shows the rate ratios of the anilinolysis (C6H5NH2) of 1,
2, 3 and 4 in acetonitrile at 55.0 8C. The reaction rate of 1 is
3.9 times faster than that of 2 and the rate of 3 is 5.5 times faster
than that of 4. Phosphate systems are more reactive than
their thionophosphate counterparts for several reasons, the
so-called thio effect, which is mainly the electronegativity
difference between O and S that favours O over S.[26–29]


The methoxy group (sI¼ 0.30)[30] has slightly stronger electron
withdrawing ability inductively than the ethoxy group (sI¼
0.28).[30] Solely considering the difference of inductive effects
between methoxy and ethoxy groups, the positive charge of the
reaction centre P in 1 (and 2) would be a little greater than that in
3 (and 4). Figure 1 shows the natural bond order (NBO) charges,

Table 4. Second-order rate constants, kH(D)� 104M�1 s�1,
and selectivity parametersa for the reactions of diethyl
chlorothionophosphate (4) with XC6H4NH2 and XC6H4ND2 in
acetonitrile at 55.0 8C


X


kbH
(� 104M�1 s�1)


kbD
(� 104M�1 s�1) kH/kD


4-MeO 41.3� 0.1 37.7� 0.4 1.10� 0.01
4-Me 17.4� 0.3 16.1� 0.3 1.08� 0.03
3-Me 7.19� 0.18 6.78� 0.12 1.06� 0.03
H 5.12� 0.07 4.86� 0.16 1.05� 0.04
3-MeO 2.51� 0.06 2.41� 0.06 1.04� 0.04
4-Cl 1.57� 0.03 1.53� 0.03 1.03� 0.03
3-Cl 0.607� 0.019 0.602� 0.011 1.01� 0.04
rX �2.75� 0.14


(r¼ 0.993)
�2.70� 0.14
(r¼ 0.993)


bX 0.977� 0.045
(r¼ 0.995)


0.957� 0.044
(r¼ 0.995)


a,bSame as in Table 1.
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Figure 1. B3LYP/6-311þG(d,p)[31] geometries and NBO charges of 1, 2, 3 and 4 in the gas phase.
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using the B3LYP/6-311þG(d,p) level,[31] on reaction centre P, 2.226
(1)< 2.236 (3) and 1.687 (2)< 1.701(4), which are not consistent
with the expectations for the inductive effects of the ligands. The
obtained rate ratios of kH (1)/kH(3)¼ 1.5 and kH (2)/kH(4)¼ 2.1
cannot be rationalized by the inductive effects of the ligands or
the NBO charges on the reaction centre.
Moreover, taking into account the NBO charges on reaction


centre P in 5 (2.233),[22] 7 (2.230),[23] 6 (1.687)[22] and 8 (1.661),[19]


the sequence of reactivity for 1: 3: 5: 7¼ 4.8: 3.2: 2.2: 1 and 2: 4: 6:
8¼ 10.8: 5.1: 2.8: 1 (when X¼ Y¼H) cannot be rationalized (refer
also to Table 5). The plots of log kH against Taft steric constants
[
P


Es: Es¼ 0.00 (Me),�0.07 (Et) and�2.48 (Ph)][32,33] according to

Table 5. Summary of second-order rate constants and selectivity
55.0 8C


L R1 R2 kH
a (�104M�1 s�1) kH/kD


O 1: MeO MeO 42.8 0.80–0.98
3: EtO EtO 28.2 0.71–0.92
5: YPhO EtO 20.0 1.07–1.80
7: YPhO PhO 8.91 0.61–0.87


S 2: MeO MeO 10.9 0.95–1.06
4: EtO EtO 5.12 1.01–1.10
6: YPhO EtO 2.80 1.06–1.27
8: YPhO PhO 1.01 1.11–1.33


a X¼ Y¼H.


www.interscience.wiley.com/journal/poc Copyright � 2008

Eqn (3) for the four phosphates (1, 3, 5[22] and 7[23]) and the four
thionophosphates (2, 4, 6[22] and 8[19]) are roughly linear, giving
d¼ 0.12 (r¼ 0.967) and d¼ 0.18 (r¼ 0.959), respectively.


log kH ¼ dSEs þ C (3)


Buncel and coworkers reported that the second-order rate
constants, k�EtO, for the ethanolysis of the phosphinates, Ph2P(O)
(OPh-4-NO2), PhMeP(O)(OPh-4-NO2) and Me2P(O)(OPh-4-NO2)
give relative rates of 1: 69: 235, contrary to the expectations
for the inductive effects of the ligands [sI¼�0.01(Me) and
0.12(Ph)].[34–37] A plot of log k�EtO against


P
Es for the three

parameters for the anilinolysis of R1R2P(——L)Cl in acetonitrile at


–rX bX rY –rXY References


2.72 0.96 — — This work
2.99 1.06 — — This work


3.09–3.40 1.09–1.20 0.41–0.90 0.60 [22]
3.42–4.63 1.24–1.68 0.22–0.87 1.31 [23]


2.81 0.99 — — This work
2.75 0.98 — — This work


3.15–3.33 1.11–1.17 0.75–0.95 0.19 [22]
3.81–4.01 1.34–1.41 0.67–0.73 0.22 [19]


John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 544–548
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phosphinates yields d¼ 1.32 (r¼ 0.954), which leads to the
conclusion that the sequence of reactivity for the phosphinates is
determined mainly by steric factors.[34–37] Large steric effects on
the ethanolysis of the phosphinates can be rationalized by the
backside nucleophilic attack towards the 4-NO2PhO leaving
group since large steric effects on the reaction rates cannot be
substantiated by frontside nucleophilic attack regardless of
ap(Nu)-eq(Lg) or eq(Nu)-ap(Lg) positions in the TS. The smaller
magnitudes of d values in the present work compared to that of
the phosphinates may be ascribed to the intervening oxygen
atoms in the phosphates which render more available space to
attacking nucleophiles.
Selectivity parameters and deuterium KIEs for the anilinolysis


of 1–8 in acetonitrile at 55.0 8C are summarized in Table 5. The
magnitudes of both Hammett rX (rnuc) and Brönsted bX (bnuc)
values of 1–4 are large, suggesting extensive bond formation in
the TS. However, these values are somewhat smaller than those of
5–8, indicating a lesser degree of bond formation in the
anilinolyses of 1–4 than in those of 5–8.
In our previous work on the anilinolysis of 7,[23] a backside


nucleophilic attack concerted mechanism with a late, product-
like TS was proposed on the basis of large rX (and bX), large
negative cross-interaction constant,[38–40] rXY¼�1.31 and the
secondary inverse KIEs, kH/kD¼ 0.61–0.87, with deuterated
aniline nucleophile. However, in the anilinolysis of 5,[22] 6[22]


and 8,[19] a partial frontside nucleophilic attack concerted
mechanism through a hydrogen-bonded four-centre type TS I
was suggested for several reasons, mainly based on the primary
KIEs, kH/kD¼ 1.07–1.80, 1.06–1.27 and 1.11–1.33, respectively.


In the present work on the anilinolysis of 1 and 3, the KIEs are
less than unity, kH/kD¼ 0.798–0.979 and 0.714–0.919, respect-
ively. In the anilinolysis of 2, the KIEs gradually change from less
than unity to greater than unity, kH/kD¼ 0.945–1.06, as the
nucleophiles change from less basic to more basic. In the
anilinolysis of 4, the KIEs are greater than unity, kH/kD¼ 1.01–1.10.
In an SN2 mechanism, the secondary inverse KIE, kH/kD< 1, is
ascribed to the increment of vibrational frequencies of N—H(D)
in the TS II due to an increase in steric crowding in the
bond-making process.[41,42] In contrast, the primary normal KIE,
kH/kD> 1, indicates that partial deprotonation of the aniline
nucleophile occurs in the rate-limiting step by hydrogen
bonding.[43] Therefore, the KIEs in 2, kH/kD¼ 0.945–1.06, imply
that steric congestion in TS II is dominant for less basic
nucleophiles, X¼ 3-Cl—H (kH/kD¼ 0.945–0.991), while partial
deprotonation in TS I is dominant for more basic nucleophiles,
X¼ 4-MeO—3-Me (kH/kD¼ 1.06–1.03). These results can be
rationalized in that backside attack (TS II) is dominant for less
basic nucleophiles, while frontside attack (TS I) involving
hydrogen bond between the Cl leaving group and the hydrogen
(deuterium) atom of the N—H(D) moiety in aniline is dominant
for more basic nucleophiles. We can also suggest that backside
attack (TS II) is dominant for the anilinolyses of 1 (kH/
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kD¼ 0.798–0.979) and 3 (kH/kD¼ 0.714–0.919) and that front
side attack (TS I) is dominant for the anilinolysis of 4 (kH/
kD¼ 1.01–1.10).
Another plausible TS structure with kH/kD> 1 could be TS III


where there is a hydrogen bond between the oxygen (or sulphur)
atom in P——O(S) and the hydrogen (deuterium) of the N—H(D)
moiety in aniline. A four-membered TS IV was proposed in the
ethanolysis of the phosphinates, paraxon and parathion with
alkali metal ions by Buncel[44,45] and Um.[46]


However, positive charge development on the hydrogen
(deuterium) of the N—H(D) moiety in the TS would be much
smaller than that on Mþ ions, so a hydrogen bond involving the
acceptor P——O(S), as in TS III, is not feasible. In addition, the
difference between the secondary inverse KIEs in 1, 3 and 7[23]


and the primary normal KIE in 5[22] cannot be substantiated by TS
III. Moreover, the KIEs, kH/kD¼ 0.945–1.06, in 2 cannot be
rationalized by TS III at all. So we can neglect TS III with kH/kD> 1.

CONCLUSIONS


The reactions of dimethyl chlorophosphate (1), dimethyl
chlorothionophosphate (2), diethyl chlorophosphate (3) and
diethyl chlorothionophosphate (4) with substituted anilines and
deuterated anilines (XC6H4NH2 and XC6H4ND2) are studied
kinetically in acetonitrile at 55.0 8C. By comparing the kinetics
and mechanism of these reactions with those of similar reactions,
we reached the following conclusions: (i) 1 and 3 react with
anilines through a concerted mechanism involving dominant
backside nucleophilic attack in the TS; (ii) a concertedmechanism
involving a partial frontside attack through a hydrogen-bonded
four-centre-type TS is proposed for the reaction of 2; (iii) 4 reacts
with anilines through a concerted mechanism involving domi-
nant frontside nucleophilic attack in the TS and (iv) steric effect is
the major factor that determines the reactivities of the studied
phosphate and thionophosphate systems.

EXPERIMENTAL


Materials


Aldrich GR grade dimethyl chlorophosphate (96%), diethyl chloro-
phosphate (97%), dimethyl chlorothionophosphate (97%) and
diethyl chlorothionophosphate (97%) were used without further
purification. The other materials are the same as previously
described.[19]

Kinetics procedure


Rates were measured conductometrically as described pre-
viously.[19,23] [1 and 3]¼ 2� 10�3M; [An]¼ 0.1–0.3M and [2 and
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4]¼ 1� 10�3M; [An]¼ 0.3–0.15M were used for the present
work.


Product analysis


Dimethyl chlorophosphate, dimethyl chlorothionophosphate,
diethyl chlorophosphate and diethyl chlorothionophosphate
were reacted with excess 4-chloroaniline, aniline and
4-methylaniline, respectively, for more than 15 half-lives at
55.0 8C in acetonitrile as described previously.[19] Analysis data of
the products gave the following results:


(CH3O)2P(——O)NHC6H4-4-Cl


Brown, gummy solid, 1H NMR (400MHz, CDCl3) d 3.76 (3H, s,
OCH3), 3.79 (3H, s, OCH3), 5.457 (1H, d, J¼ 7.6 Hz, NH), 6.91 (2H, d,
J¼ 8.8 Hz, phenyl), 7.20 (2H, d, J¼ 8.8 Hz phenyl); 13C NMR
(100MHz, CDCl3) d 53.37 (OCH3), 114.17, 118.59, 126.99, 129.21,
137.85 (C——C, aromatic); 31P NMR (162MHz, CDCl3) d 9.83 (s, 1P,
P——O); MSm/z, 235 (Mþ); (found: C 41.2, H 5.0, N 6.1; C8H11NO3PCl
requires C 40.8, H 4.7, N 6.0%).


(CH3O)2P(——S)NHC6H5


Brown liquid, 1H NMR (400MHz, CDCl3) d 3.73–3.77 (6H, d,
J¼ 16Hz, OCH3), 5.34–5.38 (1H, d, J¼ 16Hz, NH), 6.96–7.01 (3H,
m, phenyl), 7.23–7.27 (2H, m, phenyl); 13C NMR (100MHz, CDCl3) d
53.52–53.55 (d, J¼ 3Hz, OCH3), 117.59, 117.565, 122.30, 129.32,
138.95,138.99 (C——C, aromatic); 31P NMR (162MHz, CDCl3) d 74.79
(s, 1P, P——O); MS m/z, 217 (Mþ); (found: C 44.2, H 5.7, N 6.9, S
14.3; C8H12NO2PS requires C 44.2, H 5.6, N 6.5, S 14.7%).


(C2H5O)2P(——O)NHC6H5


Brown solid, m.p. 92–94 8C, 1H NMR (400MHz, CDCl3) d 1.29–1.33
(6H, m, CH3), 4.08–4.17 (4H, m, CH2), 5.42 (1H, d, J¼ 8.8 Hz, NH),
6.96–6.98 (2H, d, J¼ 7.6 Hz, phenyl), 7.22–7.26 (3H, t, J¼ 7.6 Hz
phenyl); 13C NMR (100MHz, CDCl3) d 16.2 (CH3), 62.9 (CH2), 117.2,
121.6, 129.2, 129.21, 139.4 (C——C, aromatic); 31P NMR (162MHz,
CDCl3) d 7.24 (s, 1P, P——O); MSm/z, 229 (Mþ); (found: C 52.8, H 7.4,
N 6.1; C10H11NO3PCl requires C 52.4, H 7.0, N 6.1%).


(C2H5O)2P(——S)NHC6H4-4-CH3


Pink liquid, 1H NMR (400MHz, CDCl3) d 1.29–1.33 (6H, m, CH3),
4.08–4.17 (4H, m, CH2), 5.377 (1H, d, J¼ 14.8 Hz, NH), 6.88–6.90
(2H, q, phenyl), 7.03–7.05 (2H, d, J¼ 8Hz phenyl); 13C NMR
(100MHz, CDCl3) d 15.77–15.86 (CH3, d, J¼ 8.4 Hz), 20.6 (CH3),
63.09–63.14 (CH2, d, J¼ 4.5 Hz), 117.6, 117.7, 129.6, 131.4, 136.6,
136.7 (C——C, aromatic); 31P NMR (162MHz, CDCl3) d 70.36 (s, 1P,
P——S); MS m/z, 259 (Mþ); (found: C 51.0, H 7.0, N 5.8, S
12.2; C11H18NO2PS requires C 50.9, H 7.2, N 6.2, S 11.8%).
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tudied together with three isomeric (two sulfoxides and one
a full conformational study of the reactant and three isomeric


oxidized forms, the geometries were optimized at B3LYP/6-31G (d) level of theory. The epoxide form turned and to be
more stable than either one of the two isomeric sulfoxides. Changes for Thermodynamic functions of oxidation
reactions were calculated and from the DGreaction values the equilibrium constant for the interconversions of the
oxidized products were estimated. Bader-type AIM analyses were performed on the electron density, computed at the
B3LYP/6-311þþG (d,p) level of theory. In several of the sulfoxide conformations C—H���O——S< secondary interactions
were observed. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Garlic contains many organic sulfur compounds. Some of them
have a single sulfur atom while some of them have several. Also,
some of the sulfur atoms have low oxidation state as —S— or
—S—S— while some of them have sulfur of a higher oxidation
state (>S——O). Typical examples[1] are shown in Fig. 1.
Many of the health benefits of garlic are attributed to its


sulfur-containing organic compounds.[2–8] Particularly the anti-
oxidant ability of ally methyl sulfide is of great importance.[9–11]


Oxidative stress of biological systems originates from the fact
that 1 of every 20 oxygenmolecules (i.e. 5% of the O2 inhaled and
retained by the body) escapes complete reduction to water:


O2 �!
þe� �O�


2 �!H
þ


HO� O� �!þe�
HO� O� �!H


þ
HO� OH ! HO�


! � ! H2O


If the hydrogen peroxide is not eliminated enzymatically (e.g.
by glutathione peroxidase), then it may accumulate and can
cause biological damage. Sulfur-containing compounds found in
garlic, such as allyl methyl disulfide, may also act as a peroxide
scavenger. During this process, allyl methyl disulfide is oxidized.
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Figure 1. Selected low and higher oxidation state sulfur compounds


found in garlic Figure 2. Topology of the potential energy surfaces of compounds


(1)–(4)


THERMODYNAMICS OF COMPETING OXIDATION REACTIONS

The present paper, a thermodynamical study preceding to any
kinetic consideration of the problem, focuses attention on three
different oxidized forms of allyl methyl sulfide, (Scheme 1) their
structures and their thermodynamic stabilities.

METHOD


If we define dihedral angles: u1 (C1S2—S3C4), u2 (S2S3—C4C5) and
u3 (S3C4—C5C6), by keeping u1¼ 908, ab initio potential energy
surfaces (PESs) of the type:


E ¼ f ðu2; u3Þ (1)

Scheme 1. Allyl methyl disulfide (1) and its possible oxidized products ((2)


Figure 3. Conformational assignment used to designate optimized structur


J. Phys. Org. Chem. 2008, 21 1048–1058 Copyright � 2008 Joh

were generated at HF/6-31G(d) level of theory for (1)–(4), in
accordance with previously published methodology.[1] The
surfaces for compounds (1), (2) and (4) exhibited six stable
conformations corresponding to the pattern shown in Fig. 2, but
compound (3) had only four minima.
Using Gaussian 03,[12] these geometries of each of the four


species (from (1) to (4)) were subjected to geometry optimization
and frequency calculation at the B3LYP/6-31G(d)[13,14] level of
theory. The optimized conformations of each of the four
compounds were computed at G3MP2B3 level of theory[15–17]


for the generation of reliable thermodynamic functions.
The 4þ (2� 6)¼ 16 conformers of compounds 2–4, previously


geometry optimized at the B3LYP/6-31G(d) level of theory, were

–(4)) generated by hydrogen peroxide


es
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Figure 4. Rotation about the S–S bond of three model compounds:


HS–SH; HS–S(O)H, H3CS–S(O)CH3 and associated potential energy curves


computed at two levels of theory


Figure 5. A schematic illustration of the emergence of enantiomeric and
diastereotopic relationship upon the combination of point chirality


(a stereo-centre) and axis chirality(atropism)


Figure 6. Potential energy curves of four compounds computed at


B3LYP/6-31G(d) level of theory. Compounds 1–4 are defined in
Scheme 1. This figure is available in colour online at www.interscience.


wiley.com/journal/poc
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subsequently submitted to Bader’s Atoms in Molecules (AIM)
analysis[18,19] using AIM2000 program package.[20] The AIM
analysis has been carried out at B3LYP/6-311þþG(d,p) level of
theory. Result of this mathematical analysis reveals the exact
identification of primary and secondary interactions via the
localization of the critical points of the electron density and the
subsequent calculation of electron density at the bond critical
point (rb). The primary interactions are genuine chemical bonds
and the secondary interactions would be hydrogen bonds or

www.interscience.wiley.com/journal/poc Copyright � 2008

donor–acceptor complexations.The conformational assignments,
used in this paper, are summarized in Fig. 3.

RESULTS AND DISCUSSION


For modelling the rotation about the S—S bond, dihydrogen-
disulfide [HS—SH], sulfinothioic S-acid [HS—S(O)H] and S-methyl
methanesulfinothioate [MeS—S(O)Me] were used in a prelimi-
nary study. Due to the chirality of the tricoordinated sulfur, the
last two of these potential energy curves (PECs) turned out to
asymmetric (Fig. 4), showing definite minima at u1¼ 908.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1048–1058







Figure 9. PES of compound (3) generated at HF/3-21G level of theory


(u1¼ 908)


Figure 7. PES of compound (1) generated at HF/3-21G level of theory
(u1¼ 908)


THERMODYNAMICS OF COMPETING OXIDATION REACTIONS

Such a phenomenon is frequently related to ‘Atropisomerism’
or axis chirality. It is due to the fact that rotation itself, about an
axis, by virtue of the fact that it may be clockwise or
counterclockwise, represents chirality. Thus, g(þ) and g(�)
conformers in H—S—S—H are enantiomeric and therefore
energetically degenerate. The equivalence between R and S
stereoisomers as well as rotating in the plus (P) direction and that
of the minus (M) direction is given below:


ðþÞ i:e: P ! S
ð�Þ i:e:M ! R


(2)


When the axis chirality (þ, i.e. P and �, i.e. M), resulting from
internal rotation, and point chirality (R and S) originating from the

Figure 8. PES of compound (2) generated at HF/3-21G level of theory


(u1¼ 908)
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pyramidal structure of the sulfoxide >S——O, are occurring
together then enantiomeric (E) and diastereomeric (D) relation-
ships emerge (Fig. 5).
Turning to the four compounds (1–4) investigated, compound


(1) has been studied extensively previously.[1,21,22] Its PEC (1) is
shown in comparison to those of its oxidation products (2–4) in
Fig. 6. Note that all the products posses of R absolute
configuration. However, compounds 2 and 3 show very
asymmetric rotation potential (Fig. 6) with respect to rotation
about the S—S bond. Most of the strong asymmetry shown in the
PECs of compounds (2) and (3) is due to the fact that the chiral
sulfur centre is part of the rotation about the S—S bond. The
asymmetry of the PEC is hardly noticeable in the case of

Figure 10. PES of compound (4) generated at HF/3-21G level of theory


(u1¼ 908)
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Figure 11. Topological pattern of optimized geometries for compound (1)–(4)
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compound (4) since the point chiral carbon atom is some
distance away from the rotation about the S—S bond.
The four PESs of the type (1) for compounds (1)–(4) are shown


in Figs 7–10, respectively. The surfaces of compounds (1), (2) and
(4) exhibit rather similar topological patterns as illustrated
schematically by Fig. 2. The lack of symmetry of these molecules
is manifested in asymmetric shapes of the PESs. The topological
pattern of the PESs is shown in Fig. 11. These surfaces (Figs 7–11)
are like Ramachandran maps, used in the conformational analysis
of peptides. In Fig. 11, the circles designate the minimum energy
conformations and the shaded areas are specifying the structural
change of the eclipsing or near eclipsing conformations. Their
optimized stable geometries are shown with their characteristic
u1, u2 and u3 dihedral angles in Table 1.The thermodynamic
functions for those structures computed at B3LYP/6-31G(d) and
G3MP2B3/6-31G(d) levels of theory are tabulated in Tables 2
and 3, respectively. Compounds (2)–(4) are structural isomers

www.interscience.wiley.com/journal/poc Copyright � 2008

therefore the numerical values of their thermodynamic functions
are comparable. Compounds (2) and (3) are almost isoenergetic
differing from each other by about a milihartree while compound
(4) is the most stable of the three by more then 20 milihartrees.
In order to study the oxidation (Scheme 1) of (1) to (2), (3) and


(4), the thermodynamic function had to be computed also at two
levels of theory for H2O (Table 4) and H2O2 (Table 5). The
thermodynamic functions for the oxidation reaction (Scheme 1)
were computed at B3LYP/6-31G(d) and G3MP2B3/6-31G(d) levels
of theory and the results are tabulated in Tables 6 and 7,
respectively. The results of the G3MP2B3/6-31G(d) calculations
are graphically shown in Fig. 12. At this level of theory, the
difference between (2) and (3) as well as between (3) and (4) is
1.72 and 0.62 kcal/mol on the DG scale; thus they are quite
comparable.
A first approximation of aqueous solvent effect was considered


by PCM model using the Gaussian 03 program, considering that

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1048–1058







Table 1. Dihedral angles (u1, u2, u3), total and relative energies of compounds 1–4 computed at B3LYP/6-31G(d) level of theory


B3LYP/6-31G(d)


u1 u2 u3 ENERGY (Hartree) DE (kcal/mol)


Compound 1
gþ [g� ac�]


95.0241 �70.3483 �111.5363 �953.5982717 1.456


gþ [g� acþ]
91.9014 �94.8971 116.7907 �953.6005919 0


gþ [gþ ac�]
88.0553 66.5402 �116.2027 �953.5995861 0.631


gþ [gþ acþ]
87.1427 72.9922 117.1856 �953.5985439 1.285


gþ [a ac�]
88.3596 �166.9459 �108.2024 �953.5991302 0.917


gþ [a acþ]
107.4938 160.5445 109.3553 �953.5993474 0.781


Compound 2
gþ [g� ac�]


88.1347 �69.04 �91.8968 �1028.7730512 1.569


gþ [g� acþ]
91.2177 �68.0201 122.643 �1028.7755512 0


gþ [gþ ac�]
82.3629 67.5038 �115.292 �1028.7735578 1.251


gþ [gþ acþ]
82.2585 65.6489 100.9776 �1028.7760197 �0.294


gþ [a ac�]
79.9579 �177.533 �114.741 �1028.7742774 0.799


gþ [a acþ]
83.7035 177.6092 95.7668 �1028.7750509 0.314


Compound 3
gþ [ac� ac�]


88.2316 �111.8396 �116.6642 �1028.774565 0.849


gþ [ac� acþ]
89.7940 �91.4306 117.2907 �1028.7759191 0


gþ [acþ ac�]
93.5336 132.6538 �112.5603 �1028.7729550 1.860


gþ [acþ acþ]
83.2488 135.1174 116.1036 �1028.7751945 0.455


Compound 4
gþ [g� sc�]


91.1404 �93.6576 �22.9697 �1028.7998902 �0.301


gþ [g� acþ]
92.4201 �72.7207 101.3783 �1028.7994105 0


gþ [gþ sc�]
88.4830 83.7559 �18.0098 �1028.7967374 1.677


gþ [gþ acþ]
88.2358 73.4632 94.3472 �1028.7991770 0.147


gþ [a sc�]
86.9299 150.1689 �38.2024 �1028.7960172 2.129


gþ [a acþ]
85.8946 158.9335 87.9344 �1028.7982346 0.738


Table 2. Thermodynamic functions and their relative values of compounds 1–4 computed at B3LYP/6-31G(d) level of theory


B3LYP/6-31G (d)


U
(Hartree)


DU
(kcal/mol)


H
(Hartree)


DH
(kcal/mol)


G
(Hartree)


DG
(kcal/mol)


S
(cal/molK)


DS
(cal/molK)


Zero-point correction
(Hartree)


Compound 1
gþ [g� ac�] �953.478121 1.41817 �953.477177 1.41817 �953.521348 0.79756 92.967 2.083 0.111569


gþ [g� acþ] �953.480381 0 �953.479437 0 �953.522619 0 90.884 0 0.111789


gþ [gþ ac�] �953.479490 0.55911 �953.478545 0.55973 �953.522293 0.20456 92.075 1.191 0.111573


gþ [gþ acþ] �953.478432 1.22301 �953.477488 1.22301 �953.521402 0.76367 92.424 1.54 0.111554


gþ [a ac�] �953.478881 0.94126 �953.477936 0.94189 �953.522225 0.24723 93.213 2.329 0.111619


gþ [a acþ] �953.479100 0.80384 �953.478156 0.80384 �953.522417 0.12675 93.156 2.272 0.111617


Compound 2
gþ [g� ac�] �1028.648124 1.6196020 �1028.64718 1.6196020 �1028.694871 0.1995480 100.374 4.763 0.115145


gþ [g� acþ] �1028.650705 0 �1028.649761 0 �1028.695189 0 95.611 0 0.115449


gþ [gþ ac�] �1028.648669 1.2776093 �1028.647725 1.277609 �1028.694744 0.2792417 98.96 3.349 0.115187


gþ [gþ acþ] �1028.651175 �0.2949294 �1028.650231 �0.294929 �1028.696213 �0.642569 96.778 1.167 0.115356


gþ [a ac�] �1028.649361 0.8433727 �1028.648417 0.843372 �1028.695599 �0.257278 99.304 3.693 0.115147


gþ [a acþ] �1028.650266 0.2754766 �1028.649322 0.275476 �1028.695717 �0.331325 97.648 2.037 0.115201


Compound 3
gþ [ac� ac�] �1028.649887 0.82769 �1028.648943 1.6196020 �1028.694704 0.64194 96.313 0.623 0.115278


gþ [ac� acþ] �1028.651206 0 �1028.650262 0 �1028.695727 0 95.69 0 0.115347


gþ [acþ ac�] �1028.648139 1.92457 �1028.647195 0.843372 �1028.693751 1.23995 97.986 2.296 0.115320


gþ [acþ acþ] �1028.650384 0.51581 �1028.649440 0.275476 �1028.695292 0.27296 96.505 0.815 0.115405


Compound 4
gþ [g� sc�] �1028.673636 �0.26543652 �1028.672692 �0.265436 �1028.716870 0.3620729 92.980 �2.106 0.117500


gþ [g� acþ] �1028.673213 0 �1028.672269 0 �1028.717447 0 95.086 0 0.117230


gþ [gþ sc�] �1028.670634 1.618347 �1028.669689 1.6189745 �1028.714875 1.6139544 95.102 0.016 0.117153


gþ [gþ acþ] �1028.672957 0.16064243 �1028.670120 1.3485179 �1028.717588 �0.088478 95.921 0.835 0.117197


gþ [a sc�] �1028.669820 2.12913973 �1028.668876 2.1291397 �1028.714532 1.8291901 95.091 0.005 0.117162


gþ [a acþ] �1028.671915 0.81450733 �1028.670971 0.8145073 �1028.717008 0.2754766 96.893 1.807 0.117222
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1
0
5
3







Ta
b
le


3
.
Th


er
m
o
d
yn


am
ic


fu
n
ct
io
n
s
an


d
th
ei
r
re
la
ti
ve


va
lu
es


o
f
co
m
p
o
u
n
d
s
1
–4


co
m
p
u
te
d
at


G
3
M
P
2
B
3
/6
-3
1
G
(d
)
le
ve
l
o
f
th
eo


ry


G
3
M
P
2
B
3
/6
-3
1
G
(d
)


U
(H
ar
tr
ee


)
D
U
(k
ca
l/
m
o
l)


H
(H
ar
tr
ee


)
D
H
(k
ca
l/
m
o
l)


G
(H
ar
tr
ee


)
D
G
(k
ca
l/
m
o
l)


S
(c
al
/m


o
lK
)


D
S
(c
al
/m


o
lK
)


Z
er
o
-p
o
in
t
co
rr
e
ct
io
n


(H
ar
tr
e
e
)


C
o
m
p
o
u
n
d
1


g
þ


[g
�


ac
�
]


�
9
5
2
.4
2
6
3
9
4


1
.4
3
0
0
9


�
9
5
2
.4
2
5
4
5
0


1
.4
3
0
0
9


�
9
5
2
.4
7
0
0
6
8


0
.8
0
1
9
5


9
3
.9
0
6


2
.1
0
6


0
.1
0
7
1
0
5


g
þ


[g
�


ac
þ
]


�
9
5
2
.4
2
8
6
7
3


0
�
9
5
2
.4
2
7
7
2
9


0
�
9
5
2
.4
7
1
3
4
6


0
9
1
.8
0
0


0
0
.1
0
7
3
1
8


g
þ


[g
þ


ac
�
]


�
9
5
2
.4
2
7
8
7
9


0
.4
9
8
2
4


�
9
5
2
.4
2
6
9
3
5


0
.4
9
8
2
4


�
9
5
2
.4
7
1
1
1
3


0
.1
4
6
2
1


9
2
.9
8
0


1
.1
8


0
.1
0
7
1
1
2


g
þ


[g
þ


ac
þ
]


�
9
5
2
.4
2
6
6
2
5


1
.2
8
5
1
3


�
9
5
2
.4
2
5
6
8
1


1
.2
8
5
1
3


�
9
5
2
.4
7
0
0
3
2


0
.8
2
4
5
4


9
3
.3
4
5


1
.5
4
5


0
.1
0
7
0
9
2


g
þ


[a
ac
�
]


�
9
5
2
.4
2
6
2
8
6


1
.4
9
7
8
6


�
9
5
2
.4
2
5
3
4
2


1
.4
9
7
8
6


�
9
5
2
.4
7
0
0
7
6


0
.7
9
6
9
3


9
4
.1
5
1


2
.3
5
1


0
.1
0
7
1
5
3


g
þ


[a
ac
þ
]


�
9
5
2
.4
2
6
3
7
8


1
.4
4
0
1
3


�
9
5
2
.4
2
5
4
3
4


1
.4
4
0
1
3


�
9
5
2
.4
7
0
1
3
9


0
.7
5
7
4
0


9
4
.0
9
0


2
.2
9


0
.1
0
7
1
5
1


C
o
m
p
o
u
n
d
2


g
þ


[g
�


ac
�
]


�
1
0
2
7
.5
4
9
8
7
8


0
.1
0
8
5
5
9
1
4


�
1
0
2
7
.5
4
8
9
3
4


0
.1
0
8
5
5
9
1
4


�
1
0
2
7
.5
9
5
1
2
3


�
0
.0
4
9
5
7
3
2
5


9
7
.2
1
3


0
.5
3


0
.1
1
0
7
6
4


g
þ


[g
�


ac
þ
]


�
1
0
2
7
.5
5
0
0
5
1


0
�
1
0
2
7
.5
4
9
1
0
7


0
�
1
0
2
7
.5
9
5
0
4
4


0
9
6
.6
8
3


0
0
.1
1
0
8
3
1


g
þ


[g
þ


ac
�
]


�
1
0
2
7
.5
4
9
3
7
1


0
.4
2
6
7
0
6
4
6


�
1
0
2
7
.5
4
8
4
2
7


0
.4
2
6
7
0
6
4
6


�
1
0
2
7
.5
9
5
0
8
9


�
0
.0
2
8
2
3
7
9
3


9
8
.2
0
8


1
.5
2
5


0
.1
1
0
6
6
2


g
þ


[g
þ


ac
þ
]


�
1
0
2
7
.5
5
0
2
4
2


�
0
.1
1
9
8
5
4
3
1


�
1
0
2
7
.5
4
9
2
9
8


�
0
.1
1
9
8
5
4
3
1


�
1
0
2
7
.5
9
5
7
9
4


�
0
.4
7
0
6
3
2
1
3


9
7
.8
5
9


1
.1
7
6


0
.1
1
0
7
4
0


g
þ


[a
ac
�
]


�
1
0
2
7
.5
5
0
0
1
7


0
.0
2
1
3
3
5
3
2


�
1
0
2
7
.5
4
9
0
7
3


0
.0
2
1
3
3
5
3
2


�
1
0
2
7
.5
9
5
5
4
1


�
0
.3
1
1
8
7
2
2
2


9
7
.8
0
0


1
.1
1
7


0
.1
1
0
7
3
3


g
þ


[a
ac
þ
]


�
1
0
2
7
.5
4
9
1
3
3


0
.5
7
6
0
5
3
7
2


�
1
0
2
7
.5
4
8
1
8
8


0
.5
7
6
6
8
1
2
3


�
1
0
2
7
.5
9
5
0
9
4


�
0
.0
3
1
3
7
5
4
8


9
8
.7
2
2


2
.0
3
9


0
.1
1
0
5
9
3


C
o
m
p
o
u
n
d
3


g
þ


[a
c�


ac
�
]


�
1
0
2
7
.5
5
0
2
8
2


�
1
.4
6
0
2
1
4
6
1


�
1
0
2
7
.5
4
9
3
3
8


�
1
.4
6
0
2
1
4
6
1


�
1
0
2
7
.5
9
4
6
2
4


�
0
.3
4
4
5
0
2
7
2


9
5
.3
1
2


3
.7
4
3


0
.1
1
0
8
3
1


g
þ


[a
c�


ac
þ
]


�
1
0
2
7
.5
4
7
9
5
5


0
�
1
0
2
7
.5
4
7
0
1
1


0
�
1
0
2
7
.5
9
4
0
7
5


0
9
9
.0
5
5


0
0
.1
1
0
7
0
7


g
þ


[a
cþ


ac
�
]


�
1
0
2
7
.5
4
8
4
7
4


�
0
.3
2
5
6
7
7
4
3


�
1
0
2
7
.5
4
7
5
3
0


�
0
.3
2
5
6
7
7
4
3


�
1
0
2
7
.5
9
1
8
2
3


1
.4
1
3
1
5
1
3
9


9
3
.2
2
2


5
.8
3
3


0
.1
1
0
5
3
8


g
þ


[a
cþ


ac
þ
]


�
1
0
2
7
.5
4
9
9
7
4


�
1
.2
6
6
9
4
1
6
8


�
1
0
2
7
.5
4
9
0
2
9


�
1
.2
6
6
3
1
4
1
7


�
1
0
2
7
.5
9
5
3
9
0


�
0
.8
2
5
1
7
4
9
9


9
7
.5
7
5


1
.4
8
0


0
.1
1
0
7
8
8


C
o
m
p
o
u
n
d
4


g
þ


[g
�


sc
�
]


�
1
0
2
7
.5
5
1
6
7
0


1
.9
6
9
1
2


�
1
0
2
7
.5
5
0
7
2
6


1
.9
6
9
1
2


�
1
0
2
7
.5
9
6
1
3
7


2
.1
2
4
7
4


9
5
.5
7
5


�
0
.5
2
2


0
.1
1
2
4
5
9


g
þ


[g
�


ac
þ
]


�
1
0
2
7
.5
5
4
8
0
8


0
�
1
0
2
7
.5
5
3
8
6
4


0
�
1
0
2
7
.5
9
9
5
2
3


0
9
6
.0
9
7


0
0
.1
1
2
5
3
8


g
þ


[g
þ


sc
�
]


�
1
0
2
7
.5
5
2
5
3
0


1
.4
2
9
4
6


�
1
0
2
7
.5
5
1
5
8
6


1
.4
2
9
4
6


�
1
0
2
7
.5
9
7
2
3
0


1
.4
3
8
8
7


9
6
.0
6
6


�
0
.0
3
1


0
.1
1
2
4
7
2


g
þ


[g
þ


ac
þ
]


�
1
0
2
7
.5
5
3
7
7
4


0
.6
4
8
8
4


�
1
0
2
7
.5
5
2
8
2
9


0
.6
4
9
4
7


�
1
0
2
7
.5
9
8
8
8
0


0
.4
0
3
4
8


9
6
.9
2
2


0
.8
2
5


0
.1
1
2
5
1
0


g
þ


[a
sc
�
]


�
1
0
2
7
.5
5
0
0
1
7


3
.0
0
6
3
9


�
1
0
2
7
.5
4
9
0
7
3


3
.0
0
6
3
9


�
1
0
2
7
.5
9
5
0
1
5


2
.8
2
8
8
1


9
6
.6
9
3


0
.5
9
6


0
.1
1
2
5
1
8


g
þ


[a
ac
þ
]


�
1
0
2
7
.5
5
1
9
0
8


1
.8
1
9
7
7


�
1
0
2
7
.5
5
0
9
6
4


1
.8
1
9
7
7


�
1
0
2
7
.5
9
7
3
8
5


1
.3
4
1
6
1


9
7
.7
0
1


1
.6
0
4


0
.1
1
2
5
6
4


www.interscience.wiley.com/journal/poc Copyright � 2008 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 1048–1058


M. F. ANDRADA ET AL.


1
0
5
4


1
0
5
4







Table 4. Thermodynamic functions of H2O computed at two levels of theory.


U (Hartree) H (Hartree) G (Hartree) S (cal/molK) Zero-point correction (Hartree)


B3LYP/6-31G (d)
H2O �76.384944 �76.384000 �76.405446 45.135 0.021174


G3MP2B3/6-31G (d)
H2O �76.342806 �76.341861 �76.363307 45.137 0.021174


Table 5. Thermodynamic functions of H2O2 computed at two levels of theory


U (Hartree) H (Hartree) G (Hartree) S (cal/molK) Zero-point correction (Hartree)


B3LYP/6-31G (d)
H2O2 �151.503495 �151.502550 �151.528542 54.704 0.021174


G3MP2B3/6-31G (d)
H2O2 �151.384872 �151.383927 �151.409932 54.732 0.021174


Table 6. Relative thermodynamic functions of oxidation reactions computed at B3LYP/6-31G(d) level of theory


B3LYP/6-31G (d)


DU (kcal/mol) DH (kcal/mol) DG (kcal/mol) DS (cal/molK)


Reaction 1 (COMP2þH2O)� (COMP1þH2O2)
gþ [g� ac�] �30.86844732 �30.86907483 �30.84585698 �0.079
gþ [g� acþ] �32.48804934 �32.48867685 �31.04540500 �4.842
gþ [gþ ac�] �31.21044000 �31.21106751 �30.76616328 �1.493
gþ [gþ acþ] �32.78297881 �32.78360632 �31.68797473 �3.675
gþ [a ac�] �31.64467658 �31.64530409 �31.30268390 �1.149
gþ [a acþ] �32.21257267 �32.21320018 �31.37673002 �2.805


Reaction 2 (COMP3þH2O)� (COMP 1þH2O2)
gþ [ac� ac�] �31.97474657 �31.97537408 �30.74106290 �4.140
gþ [ac� acþ] �32.80243160 �32.80305911 �31.38300511 �4.763
gþ [acþ ac�] �30.87785997 �30.87848748 �30.14304634 �2.467
gþ [acþ acþ] �32.28661879 �32.28724630 �31.11003848 �3.948


Reaction 3 (COMP4þH2O)� (COMP1þH2O2)
gþ [g� sc�] �46.87746969 �46.87809720 �44.65043847 �7.473
gþ [g� acþ] �46.61203317 �46.61266068 �45.01251145 �5.367
gþ [gþ sc�] �44.99368617 �44.99368617 �43.39855702 �5.351
gþ [gþ acþ] �46.45139074 �45.26414276 �45.10099029 �4.532
gþ [a sc�] �44.48289344 �44.48352095 �43.18332126 �5.362
gþ [a acþ] �45.79752584 �45.79815335 �44.73703478 �3.560


THERMODYNAMICS OF COMPETING OXIDATION REACTIONS


1


the reactions are supposed to exist in biologic media at B3LYP/
6-31G(d) level of theory. Results are shown in Table 8 and
graphically shown in Fig. 13. As it can be noted, the two figures
are comparable. On the DG scale, the difference between (2) and
(3) as well as between (3) and (4) is 0.305 and 13.718 kcal/mol for
the molecule in gas phase and 0.15 and 15.69 kcal/mol in water
media.

J. Phys. Org. Chem. 2008, 21 1048–1058 Copyright � 2008 Joh

The equilibrium constants for the isomerization of the oxidized
product are illustrated in Fig. 14 and as expected:


K2!4 ¼ K2!3 � K3!4 (3)


or


DG2!4 ¼ DG2!3 þ DG3!4 (4)

n Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 7. Relative thermodynamic functions of oxidation reactions computed at G3MP2B3/6-31G (d) level of theory


G3MP2B3/6-31G (d)


DU (kcal/mol) DH (kcal/mol) DG (kcal/mol) DS (cal/molK)


Reaction 1 (COMP2þH2O)� (COMP1þH2O2)
gþ [g� ac�] �49.66047432 �49.66047432 �48.41361294 �4.182
gþ [g� acþ] �49.76903346 �49.76903346 �48.36403969 �4.712
gþ [gþ ac�] �49.34232700 �49.34232700 �48.39227762 �3.187
gþ [gþ acþ] �49.88888778 �49.88888778 �48.83467182 �3.536
gþ [a ac�] �49.74769814 �49.74769814 �48.67591191 �3.595
gþ [a acþ] �49.19297974 �49.19235223 �48.39541517 �2.673


Reaction 2 (COMP3þH2O)� (COMP1þH2O2)
gþ [ac� ac�] �49.91398816 �49.91398816 �48.10048570 �6.083
gþ [ac� acþ] �48.45377355 �48.45377355 �47.75598299 �2.340
gþ [acþ ac�] �48.77945098 �48.77945098 �46.34283159 �8.173
gþ [acþ acþ] �49.72071523 �49.72008772 �48.58115798 �3.820


Reaction 3 (COMP4þH2O)� (COMP1þH2O2)
gþ [g� sc�] �50.78497134 �50.78497134 �49.04990758 �5.820
gþ [g� acþ] �52.75409616 �52.75409616 �51.17465474 �5.298
gþ [gþ sc�] �51.32462951 �51.32462951 �49.73577546 �5.329
gþ [gþ acþ] �52.10525133 �52.10462382 �50.77116614 �4.473
gþ [a sc�] �49.74769814 �49.74769814 �48.34584192 �4.702
gþ [a acþ] �50.93431861 �50.93431861 �49.83303943 �3.694


Table 8. Computed energy and Gibbs free energy values obtained at B3LYP/6-31G(d) [scrf¼ (pcm,solvent¼water)] level of theory
for compounds 1–4


SCF done: E (RBþHF� LYP) Total free energy in solution: with all non electrostatic terms (a.u.)


Compound 1
gþ [g� ac�] �953.604090 �953.592332
gþ [g� acþ] �953.609394 �953.595420
gþ [gþ ac�] �953.605871 �953.593777
gþ [gþ acþ] �953.604670 �953.592621
gþ [a ac�] �953.605332 �953.593434
gþ [a acþ] �953.605490 �953.593629


Compound 2
gþ [g� ac�] �1028.779369 �1028.767177
gþ [g� acþ] �1028.779274 �1028.768662
gþ [gþ ac�] �1028.779187 �1028.767166
gþ [gþ acþ] �1028.785541 �1028.773263
gþ [a ac�] �1028.781224 �1028.768767
gþ [a acþ] �1028.780306 �1028.768738


Compound 3
gþ [ac� ac�] �1028.779363 �1028.767639
gþ [ac� acþ] �1028.785085 �1028.769172
gþ [acþ ac�] �1028.779724 �1028.769172
gþ [acþ acþ] �1028.781898 �1028.770166


Compound 4
gþ [g� ac�] �1028.808257 �1028.798022
gþ [g� acþ] �1028.807603 �1028.797202
gþ [gþ ac�] �1028.806300 �1028.794805
gþ [gþ acþ] �1028.807919 �1028.796168
gþ [a ac�] �1028.805354 �1028.793957
gþ [a acþ] �1028.806924 �1028.795477
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Figure 12. Gibbs free energy levels of oxidation reactions according
Scheme 1


Figure 14. Interconversions and equilibrium constants for isomers 2–4


Figure 13. Gibbs free energy levels of oxidation reactions according Scheme 1 at B3LYP/6-31G (d) level of theory: left for molecules in gas phase; right


for molecules in aqueous media
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SUPPLEMENTARY INFORMATION


In order to see if some secondary interactions such as hydrogen
bond,[18] involving C—H protons or donor-acceptor complexa-
tion, such as Kucsman-type S. . .O interaction,[23–25] may exist
Bader-type AIM analysis were performed on the oxidized
products compounds 2–4. The results are shown in Figs S1, S2
and S3, respectively. In all three cases, C—H bonds are involved in
the observed secondary interactions. Since such interactions are
very weak, they do not influence the relative stability of the
various conformers.
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Erratum

Substituent effects on the formation of sulfonyl
cations from sulfonyl chlorides: comparisons of
solvolysis kinetic data with calculated gas phase
energies. T. William Bentley, Robert O. Jones.

Journal of Physical Organic Chemistry: Substituent effects on the formation of sulfonyl cations from sulfonyl chlorides:
comparisons of solvolysis kinetic data with calculated gas phase energies. T. William Bentley, Robert O. Jones, published
online 25 September 2007, doi: 10.1002/poc.1262.


Since its publication online, it has been noted that a couple of corrections were not made to this paper. Please note the
following:


The structures below should appear on page 2 line 17, above the ‘‘Results’’ section:


Z ZZ


COCl SO2ClCCl(CH3)2


1 2 3


Table 8 on page 6 should appear as follows:


Table 8. Ratios of rate constants (k/s�1) for solvolyses of 4-Z-substituted benzenesulfonyl chlorides (ArSO2Cl, 3) in 97% w/w
TFE-water (97T) and 40% ethanol-water (40E) and k40E/k97T values for corresponding aroyl chlorides (ArCOCl, 1) at 258Ca


ArSO2Cl ArCOCla


Z k (97% TFE)b k (40% EtOH) k40E/k97T k40E/k97T


NO2 1.6� 10�7 2.32� 10�3c 1.5� 104 (8.2� 103)d


Cl 3.5� 10�7 8.5� 10�4 2.5� 103 34
H 3.0� 10�7 8.82� 10�4 2.9� 103 13
Me 1.3� 10�6 5.84� 10�4e 4.5� 102 5.7
OMe 3.3� 10�6 9.87� 10�4e 3.0� 102 4.6
(mesit)f 3.5� 10�5 5.3� 10�3 1.5� 102


aKinetic data for 97T from Ref. 5, and for 40E from Refs. 23b and 23c.
b Extrapolated from data in Table 7.
c Data from Ref. 23a.
d The high ratio is due to a mechanistic change (see Ref. 23b).
e Data from Ref. 23d.
f Data for 2,4,6-trimethylbenzene sulfonyl chloride is the average from Refs. 9a and 23e.


The article will be corrected prior to print publication.


Copyright # 2007 John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008; 21
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Application of some physical organic
chemistry models to the study of oil
spills residues in Patagonian soils
N. Sbarbati Nudelmana*, Stella M. Rı́osb and Ofelia Katusichb

The present study focuses on the application of
understanding of the interactions between oil spills

J. Phys. Or

some physical organic chemistry (POC) models for a better
and soil. By studying the sorption behavior of pure compounds,


it was possible to examine the application of the multilayer model to the prediction of crude oil isotherms. The
difference between the predicted and experimental oil isotherms was only 13%, which indicates the reliability of the
model. The distribution coefficients, Kd, of soil samples containing oil residuals of different ages, were also determined
using methanol as a co-solvent. Desorption experiments showed that they are a function of the polarity of the liquid
phases; the Kds, calculated by applying amodel derived from the solvophobic theory, increase with increasing age. On
the other hand, the natural attenuation of oil spills was studied by using GC and 1H NMR techniques. Signals for four
types of aliphatic and for the aromatic protons were clearly assigned; signals for alcohol (OH) and carboxylic (COOH)
protons were also observed; compounds exhibiting these polar groups are usually not detected in the GC–FID
conventional analysis. The principal component analysis (PCA) of Kd, and the parameters determined by GC and NMR,
showed that the first and second PC, accounted for more than 95 and 81% of variance, for NMR and GC parameters,
respectively. The detailed results suggest that the 1H NMR data would be more useful than GCs to evaluate the
environmental transformations that oil spills undergo in Patagonian soils. Nevertheless, direct extrapolation of the
present results to other environments is not possible because the changes depend strongly on the original chemical
composition of the crude oil and the variable exposure conditions along the time. Copyright � 2008 John Wiley &
Sons, Ltd.

Supplementary electronic material for this paper is avai

lable in Wiley InterScience at http://www.mrw.interscience.wiley.com/
suppmat/0894-3230/suppmat
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INTRODUCTION


The fate of organic chemicals in the environment is strongly
dependent on the different degree of sorption of the chemical
species to soil; a good understanding of the factors affecting
sorption is essential for the assessment of the potential adverse
impacts. The degree of sorption not only affects the chemical
mobility but also other transport parameters and transformation
reactions. Thus, the rates of volatilization, photolysis, hydrolysis,
and biodegradation of many organic chemicals in the oil spills are
directly dependent on the extent of sorption.[1] Empirical models
to predict partition coefficients have been developed and research
is also focused on the application of sorption and desorption
kinetics of organic compounds in sediments[2] and soils,[3,4] as
well as the effects of water on sorption and transport in soils.[5]


One of the purposes of this study was to examine the
interactions between oil and soil in a range of concentrations, by
using models developed for the sorption of pure compounds.
Sorption determinations were carried out with pyridine,
phenanthrene, and phenol in soil, to test the validity of the
sorption model, after which the behavior of different oil fractions
was studied. There are abundant reports in the literature on the
development and extensive use of the mathematical relation-
ships, and linear and Freundlich sorption isotherm models.[6–8]

g. Chem. 2008, 21 329–337 Copyright �

On the other hand, the Langmuir isotherm is a more general
expression, and it is useful for the empirical ‘fitting’ of the
sorption data[9–11] because of the presence of two constants. The
Brunauer, Emmett, and Teller (BET) isotherm is another common
expression. The major difference between the BET isotherm and
the Langmuir isotherm lies on the consideration of multilayer
sorption for the former. Nevertheless, in many cases it is not
possible to fit all the sorption data with only one model.
Many efforts have been undertaken for a better determination


of the risk associated with the presence of pollutants in soil.
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Selection of the technical options and implementation of
management practices, must include an understanding of the
fundamental relationships between the components of the
complex mixtures in the environment (soil, water, natural organic
matter, contaminants, etc.).[12] The behavior of the oil in aqueous
phase is of critical importance because solute transport and
transformation processes are known to occur predominantly in
water.[3,13] As oil residuals are basically mixtures of hydrophobic
compounds, the solubility in water is very low, but the concen-
trations in the aqueous phase can be increased by means of a
co-solvent of a lower polarity, miscible in varied proportions.[5,14]


Our previous work showed that variations observed in the
concentrations and distribution coefficients of the oil residues, in
the presence of different fractions of an organic co-solvent
(methanol), can be interpreted by the solvophobic theory,[5]


previously proposed for single solutes. On this basis, the aqueous
concentrations and distribution coefficients in complex mixtures
could be estimated. This is interpreted as an indication that, in
principle, the oil residuals could be treated as a global solute of
variable hydrophobic characteristics. Our results also showed that
the distribution coefficients are affected by the ionic strength of
the equilibrium aqueous phase and the soil salinity.[15] The effect
of the aging of the residuals on the estimation of the distribution
coefficients as well as its correlation with compositional and
structural changes is described.
When petroleum is spilled in soil, its components undergo


various physical and chemical modifications. Evaporation, bio-
degradation, photooxidation, etc. all contribute to the removal of
hydrocarbon molecules from the geosphere. It is known that
the more volatile fractions evaporates and biodegrades more
rapidly,[3] that n-alkanes are more easily biodegraded than the
branched alkanes,[16] and that aromatics are sensitive to photo-
and biodegradation.[17] Since accidental spills of oil often cause
serious damage to the natural environment, different parameters
have to be analyzed in order to evaluate the natural attenuation.
Several models have been proposed recently, most of them use
gas chromatography (GC–FID or GC–MS),[18,19] based essentially
on the identification and processing of chemical groups that have
an enhancing or retarding effect on degradability.[20,21]


Two ‘weathering’ ratios evaluate the degree of biodegradation
of n-alkanes, those are n-C17/Pristane and n-C18/Phytane, where
Pristane is 2,6,10,14-tetrametylpentadecane, C19H40, and Phy-
tane, 2,6,10,14-tetrametyl hexadecane, C20H42.


[22] The ratio of
n-alkanes to isoprenid alkanes gives information on the degree of
weathering or freshness of the samples. For example, the
chemical composition of the naturally weathered oil residues
released over a period of 15 years in the Egyptian Western Desert
was investigated by GC/MS spectrometry and a fresh crude oil
sample was analyzed to provide a comparative data.[21] In
another recent work, older fuel spill (1982) and younger fuel spill
(1999) in Antarctica were examined using GC–FID characteriz-
ation; the composition of fresh reference fuels were used for
comparison with weathered soil samples.[23]


Other indexes based on GC are total extractable hydrocarbons
(TEH, the total integration area of the n-C10–n-C30 hydrocarbons
that are extracted with methylene chloride); and the total
resolvable hydrocarbons (TRH, only the hydrocarbons that are
resolved as specific peaks in the same n-C10–n-C30 zone, are taken
into account). The ratio TRH/TEH measures the increase of the
unresolved complex mixture (UCM) with the exposure time (the
UCM is shown as a ‘hump’ in the GC: see SupplementaryMaterial).
Changes in the global residues volatility and molecular weight

www.interscience.wiley.com/journal/poc Copyright � 2008

may be estimated by the average retention time (ART, calculated
by average of the retention times in the chromatogram
weighting in terms of peak area/concentration), by the equation:
ART¼S Ap RTp/S Ap, where Ap is the peak area and RTp is the
corresponding retention time.
On the other hand, nuclear magnetic resonance (NMR) is one


of the most important spectroscopic analytical techniques. It
allows a fast and detailed insight into structural parameters and it
can be applied to high molecular weight fractions and to
hydrocarbon mixtures.[17,24] Although well known in organic
chemistry, it has been applied to the study of petroleum fractions
only since the last decade.[17,25–27] In most of those papers, three
types of aliphatic and the aromatic protons were distinguished,
while in the present study seven types of protons could be
detected in some samples.
The goal of this work was determine the above-defined


parameters (n-C17/Pristane, n-C18/Phytane, TRH/TEH, and ART)
plus the NMR studies, to quantify the degree of compositional
changes and to test the validity of some models to evaluate
natural attenuation, by comparing results with assisted degra-
dation of oil spills in the Patagonian environment.

RESULTS AND DISCUSSION


Sorption isotherms


Sorption from solutions is a complex equilibrium process. Only
substitution of one molecule by another is possible at the
interface, since there are no vacancies in either the surface layer
or the bulk solution. In such case, the sorption isotherm
represents the interactions between all the components in
solution and the solid phase. Our experiments intend to
determine the conditions that would prevail after an oil spill
on surface soil, taken into account that each component of the
crude oil, is mixed with a variety of other components in a liquid
organic phase. The applicability of the BET model, proposed for
pure compounds, is tested in this work by considering the oil
residual as only one solute


qe ¼ K1K2
Pm
i¼1


iCi
e


1þ K1
Pm
i¼1


Ci
e


� � (1)


In Eqn (1), K1 is a constant related to the heat of sorption
(Lmg�1) and K2 is a constant related to the monolayer coverage
(mg kg�1), ‘i’ is the number of the layer, and the upper limit of the
summation was taken as a finite number, m. A similar expression
was derived for the treatment of the gas sorption in a fractal
environment.[28] When the surface coverage is only one
monolayer, then i¼ 1 and the BET isotherm takes the Langmuir
shape. The finite number of layers sorbed (m), is usually
dependent on the monolayer coverage (K2), and on the initial
sorbate concentration (C0). Equation (2) shows this possible
dependence.


m ¼ qe=K2 ¼ aCb
0 (2)


where qe is the equilibrium soil–sorbate concentration, ‘a’ and ‘b’
are fitting parameters. The K1, K2, a, and b constants account for
the interactions among the components in liquid phase and for
the overall interactions of each of them with the mineral
matrix.[29]
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Figure 1. Sorption Isotherms, Qe (mg kg�1) versus Ce (mg L�1) for phe-


nanthrene (open circles), pyridine (open squares), phenol (open triangles)


and crude oil (black circles)


POC MODELS TO STUDY OIL SPILLS

The determined sorption isotherms are shown in Fig. 1. The
curve for pyridine shows that this solute has very high affinity and
it is completely sorbed in dilute solutions. The curve for
phenanthrene shows opposite behavior in dilute solutions, while
the curve for phenol is similar to the pyridine for dilute solutions,
but saturation of the soil sorption capacity occurs when the
concentration increases. It is known that the rates and enthalpies
of activation of sorption and desorption of organic compounds
are strongly dependent on the structural characteristics of the
compounds; the curves for phenanthrene, pyridine, and phenol
clearly show that different sorption mechanisms are operating.
Table 1 shows the best fitting parameters found by application of
the Eqns (1) and (2) for phenanthrene, pyridine, phenol, and
crude oil. More simple models (linear, Freundlich, and Langmuir)
were tested, but they did not account for the experimental
behavior of all sorbates. It can be observed that Kapp1 constant was
in the range of 0.0044–0.7272 Lmg�1 (‘app’ is used to indicate
that total interactions are taken into account). In BET theory, K1 is
related to the average heat of sorption in the first sorbed layer,
the phenanthrene takes the lower values (Kapp1 ¼ 0.0044 Lmg�1).
Pyridine is the more polar organic molecule tested, the interac-
tion with the mineral matrix is the stronger (Kapp1 ¼
0.7272 Lmg�1).[29] The errors in the isotherms predicted by the
model were: 6, 13, 16, and 24% for phenanthrene, crude oil,
pyridine, and phenol, respectively. This indicates that multilayer
sorption is a good model for phenanthrene, but it is not so good
for phenol.
The second part of Table 1 shows the best fitting parameters


found by application of the Eqns (1) and (2) to each one of the

Table 1. Sorption model fitting parameters


Sorbate Kapp1 102 K
r app
2


b R2c


Phenanthrene 0.44� 0.01 1 0.997
Crude oil 1.31� 0.10 5.13 0.996
Aliph fractiona 1.94� 0.34 2.89 0.996
Aro fractiona 3.08� 0.62 3.55 0.995
Phenol 4.76� 0.15 10.3 0.997
Pol fractiona 7.8� 1.6 2.54 0.973
Pyridine 72.7� 6.6 11.5 0.997


a Aliph, aliphatic; Aro, aromatic; Pol, polar fractions of the crude oi
b Kr app


2 ¼ K sorbate app
2 =Kphe app


2 , app, apparent.
c R, correlation coefficient.
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fractions of the crude oil, previously obtained by column
chromatography.[6] It can be observed that Kapp1 constant was in
the range of 0.0194–0.0786 Lmg�1. If Kapp1 is related to the
average heat of sorption of the first sorbed layer, the order found
is: phenanthrene� crude oil� aliphatic fraction< aromatic
fraction<phenol<polar fraction�pyridine, respectively. This
is the same order that the polarity of the compunds and fractions
of the crude oil tested, increases. It is known that the sorbate
polarity is main point in the sorbate/sorbent interactions.[1,4] This
is in agreement with the finding of relationships between the
chemical and structural characteristics and the sorption and
desorption behavior that have been recently described.[5,6] It has
been reported that in the layered mixture of clays, with most of
the sorption sites (80%) located between the clay layers, it is
important to consider the role of sorbate size in the sorption
process.[30,31]


Distribution coefficients


In Patagonian soils, the distribution coefficient of oil residuals
between water and soil under equilibrium conditions (Kd) is
strongly dependent on the ionic aqueous phase and soil
characteristics. The dependence of adsorption on salt content
is given by the Setschenow equation.[1] As observed in some
sorption isotherms, the environmental exposure time, also affects
the interactions between both phases. Table 2 summarizes some
characteristics of the soil samples contaminated by oil spills in
eight different sites near Comodoro Rivadavia’s city. The content
of organic matter in the Patagonian soils is in the range of
0.02–1% wt/wt.
To untangle the simultaneous dependence of multiple


variables on the estimation of the distribution coefficients, an
equation derived from the Rao’s solvophobic theory was used[5]


log ðKd 2=Kd1Þ ¼ pðINP2 � INP1Þ (3)


Kd 2 and Kd 1 are the distribution coefficients in two solvents of
different polarity, INP1 and INP2 are polarity indexes of the solvent
1 and 2, respectively, (see below) and p is the slope. Equation (3)
can be rewritten as the following equation:


log Kd 1 þ p INP1 ¼ log Kd 2 þ p INP2 ¼ constant (4)


If Kd is known in two solvents (e.g., methanol and hexane), then
the slope ‘p’ and Kd;H2O can be calculated, using INP1 ¼ INPH2O.
This parameter represents the distribution coefficient in the

102a 10b R2c Error%


0.45� 0.02 11.44� 0.40 0.999 6
0.64� 0.03 11.18� 1.01 0.998 13
1.0� 0.07 10.8� 0.24 0.997 17
1.1� 0.09 10.9� 0.31 0.995 18


0.01� 0.00 9.5� 0.25 0.996 24
2.4� 0.07 10.8� 0.23 0.996 24


0.20� 0.01 15.97� 0.54 0.965 16


l.
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Table 2. Characteristic of the oil spills residue samples


Soil Percentage of oil fractionse


No. Sitea
Conductivity
(mmhos/cm)bc


pH clays
wt%c


Percentage
of oild Ali Aro Pol Asph


Age
(years)


KdH2O


(L kg�1)


1 CS 9364 7.6 33 25.8 32.2 31.1 36.7 0.0 20f 406
2 CO 1633 7.4 22 16.6 33.1 39.0 28.0 0.0 10g 416
3 CS 618 7.4 8 8.6 21.0 19.7 58.7 0.6 3g 144
4 BV 426 6.8 16 16.1 28.2 27.8 43.0 1.0 2 85
5 DAh 610 6.9 13 11.4 35.1 32.3 32.5 0.1 57 569
6 DAh 700 6.5 8 6.5 37.3 29.5 25.8 7.4 22 530
7 DAh 530 7.4 11 8.6 46.1 29.5 19.4 5.0 10 432
8 DAh 1500 7.2 24 10.0 35.0 33.0 28.0 4.0 7 238


a BV Bella Vista, CS Cañadón Seco, CO Caleta Olivia, DA Diadema Argentina.
b Soil extract 1/5wt/wt.
c Uncontaminated soil.
d%wt/wt.
e Ali, aliphatic; Aro, aromatic; Pol, polar; Asph, asphaltene fraction, %wt/wt.
f A 20 cm deep sample (subsurface).
g Biostimulation.
h Different sites in the Diadema (DA) region.
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aqueous phase, without the interference of the ionic content of
the soil and water phase. For the definition of the polarity indexes
(INPs), we have taken into account the work previously
developed by Katritzky et al.[32] Multiple linear regression was
employed to correlate the observed Kd in different solvents with
their polarity properties. The selection of the indexes by group,
based on the correlation of the experimental data and the weight
of the different Katritzky’s groups to the definition of the INPs, is
shown in the Table 3. To obtain the best correlation coefficients,
the residues should be separated into two groups (approx. 2–10
years and 20–57 years age, respectively). Although a complex
problem, this behavior suggests that the magnitude and type of

Table 3. Selected scale by Katritzky’s definition groups of interac


Parametersb


Age of the residues
(2–10 yearsd, age wt%)Groupa Scale Authorc


I S0 Drago[45] 15.3
II ECT(A) Davis[47] 12.4


III BB Swain[49] 40.8
IV Dp Oshima[50] 23.6
V SB Catalan[52] 3.2
VI P Kopel and Palm[53] 4.3


The numbers in 4th and 7th columns give the contribution to the
a Group is defined on the basis of the measured property: I, dielectric
to change UV absorption maxima; IV, basicity; V, UV/Vis spectra o


b See definition of each solvent parameter scale in the given refer
c Only the main authors are given.
d Correlation coefficient 0.893 (five samples).
e Correlation coefficient 0.950 (three samples).


www.interscience.wiley.com/journal/poc Copyright � 2008

interactions change with exposure time, likely due to the
modification of the chemical composition.
Table 2 shows the Kd;H2O for the oil residues, calculated by Eqn


(4). In spite of themultiple variables that can be involved, it can be
observed that the values increase with the environmental
exposure time. It has been shown, that the chemical extractability
and bioavailability of hydrophobic organic contaminants from
soils, decrease with increasing contact time.[33] Therefore, the
observed increase in Kd;H2O shown in Table 2, should be mainly
due to the change in chemical composition and the physical
sequestration, which is related to the exposure time and it

tions


Parameters


Age of the residues
(20–57 yearse, age wt%)Scale Authorc


d Fowler and Katritzky[46] 37.5


ESOT Walter and Bauer[48] 29.1


BB Swain[49] 9.84
p*aso Buncel and Rajagopal[51] 15.3
SB Catalan[52] 5.83
DnCI Laurence et al.[54] 2.23


polarity index (INP).
constant; II, charge transfer in the UV/vis; III, ability of the solvent
f 5-nitroindoline and 1-Me-5-nitroindoline; VI, refractive index.
ences.
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suggests a decrease in the bioavailability of the remaining
residues caused by the decrease in its water solubility.


NMR determinations


The application of the 1H NMR technique to the study of
petroleum samples is relatively recent, and the assignments of
the different kinds of hydrogen atoms are rather difficult. The
1H NMR spectra of crude oil can be divided into major regions,
according to the different types of protons, four types of aliphatic
hydrogen were recently distinguished.[17,21,27] In the present
study, the shapes of the 1H-NMR spectra of the sample residues
were similar to that of the crude oil, but the percentages of each
type of hydrogen were different.
Table 4 summarizes the concentration of the four aliphatic


(H1, H2, H3, H4) and the aromatic (HA) proton types of crude oil and
of the residues. (The actual NMR spectra are provided as
Supplementary Materials). For this crude the main hydrogen type
is aliphatic. As it is known, because of overlapping, most of the
regions are not structurally pure, and the cut-off points might
change depending on the nature of the sample.[25,26] Additional
details of the compositional changes were found by analysis of
the spectra of the aliphatic, aromatic, and polar fractions of crude
oil for samples 4 and 7. The presence of aromatic hydrogens was
observed also in the aliphatic fraction. It is known, that the
n-hexane fraction of crude oil and residues contain saturated
compounds, but recently, it was found that it could also contain
long-side-chain alkylaromatics.[34] A previous GC–MS analysis
reported the presence of a homologous series of n-alkylaromatics,
namely mono-, di-, and tri-n-alkylbenzenes in the C7–C27 range
(the subscript indicates the total number of carbon atoms in the
alkyl side chain) and di- and tri-n-alkylbenzothiophenes, with
alkyl chains in the C3–C22 range.


[17] This is in agreement with our
observation that the n-hexane fractions of the crude oil and the
residues show absorptions between 245 and 345 nm, in the
UV–Visible spectrum (not shown).
The mayor differences in the 1H NMR spectra, were observed


for the polar fractions of crude oil and for samples 4 and 7. In the
region 0.5–1.5 ppm, the intensity of the signals, slightly decrease
with the addition of D2O. In contrast, the significant decrease in
the intensity of the signals between 4.0 and 4.5 ppm observed by

Table 4. 1H NMR percentage area of five types of protons in crud


Chemical
shift (ppm) Assignment


Percentage of
area crude oil 2(4)


0.5–1.0b H1 34.4 30.1
1.0–1.5 H2 57.4 54.0
1.5–2 H3 4.2 8.3
2.0–3.0 H4 1.3 3.9
6.6–8.5 HA 2.7 3.7
3.0–5.0c HOH 3.9 8.2
10–11 HCOOH 0.56 0.13


a Each column shows the age of the spill in years. (The number in
bWhole crude (H1, H2, H3, H4, and HA).
c Polar fractions show also carboxyl (HCOOH), and hydroxyl (HOH) p
d —, Not analyzed.
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the addition of D2O, indicates the presence of hydroxyl groups. In
the 6.6–8.2 ppm region, only 10% of the signal intensity is
affected by D2O, suggesting that the polar substituents in
aromatic rings are mainly not exchangeable protons. In addition,
in the spectra of polar fraction of crude oil and of sample 4,
signals were detected at 10–11 ppm, that corresponded to the
chemical shift for carboxylic hydrogen (HCOOH protons). Con-
sequently, a significant decrease in the signals intensity was
observed upon addition of D2O, 85% for crude oil and 100% for
the sample 4. The presence of free fatty acids in the C14–C26 range
has been reported recently.[35,36] An increase in the acid content
has been reported to correspond to evidence of (bio)-
degradation.[37] In the present paper, the areas of the HOH


protons were 3.94 (crude oil), 8.18 (sample 4), and 0.00 (sample 7),
while the areas for the HCOOH protons were 0.56, 0.13, and 0.00,
respectively. These results suggest that the hydrophilicity of the
younger residue increase in the first years, mainly due to the
increase in OHs, and then decreases.
The environmental evolution of the polar fraction residues


shows first the formation of the more oxidative species by
biodegradation and photodegradation and then the continuous
removal of the remaining species by the processes of water
washing and sorption in mineral surfaces.[5,37] When the degra-
dation process decreases, the polar species, such as the
n-alkanols and acids, disappear, likely due to the loss in the
water-soluble fraction, or by sequestration by the soil mineral
components.[15,38] This rationale is in agreement with the null
content of HOH and HCOOH observed in sample 7.


Principal component analysis (PCA)


Table 5 provides some relevant GC data that are used in this
paper, full details on the GC analyses will be given elsewhere.[39]


(Some representative GCs are provided as Supplementary
Materials). Table 5 shows some ratios calculated from the GC
data for crude oil and residues. The data show that the indexes for
residues decrease, compared with oil, except in the case of
sample 1 that was the only subsurface sample (see Subsection
‘Oil Spill Samples’ in the Experimental Section). Residues with
stimulated biodegradation, samples 2 and 3, show lower indexes
than the non-assisted residues (samples 5, 6, and 7). The ART

e oil and in residues


Percentage of area aged spillsa


3(3) 7(8) 10(7) 22(6) 57(5)


16.7 12.9 25.0 28.9 28.2
48.4 43.3 60.2 58.9 56.7
18.4 24.2 11.1 8.1 11.9
11.7 17.9 2.0 2.4 2.7
4.8 1.7 1.7 1.6 0.4
—d — 0.0 — —
— — 0.0 — —


brackets is the sample number of Table 2).


rotons.
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Figure 2. PC factor score plot (first vs. second PC). (A) PCA with Kd H2O


and NMR parameters. (B) PCAwith Kd H2O and GC indexes. Labels show the
age of the spill. The dashed arrow shows the environmental evolution of


the oil residues. Points for bio-stimulated degraded and subsurface


samples are shown by * and #, respectively


Table 5. Gas chromatography parameters of some selected
samples and of crude oila


Sample
no.


n-C17/
Pristane


n-C18/
Phytane


TRH/
TEHb 102 ARTc


1 2.3 0.97 0.42 25.6
2 0.06 0.17 0.49 25.5
3 0.15 0.55 0.60 24.0
5 0.31 0.48 0.50 27.4
6 0.64 0.95 0.80 24.8
7 0.56 0.93 0.85 25.3
Crude oil 1.2 1.5 1.1 21.1


a Sample number refers to the labeled samples in Table 2.
b TRH, total resolvable hydrocarbons; TEH, total extractable
hydrocarbons.


c ART, average retention time.
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(Table 5) values are between 21 and 27min. The increase in ART
with time is consistent with the loss of the more degradable
hydrocarbons (microorganisms prefers small molecules).
The following parameters: (i) the NMR data (Table 4), and


(ii) the GC indexes shown in Table 5 were used in the PCA. In its
basic form, PCA is a transformation of a set of variables into a new
set of variables which are uncorrelated with each other. Thus, a
large number of correlated variables are transformed into a small
number of uncorrelated variables that describe the most
important trends in the original set of data. These new variables
are called ‘principal components’ (PC).[40] The PCs are linear
combinations of all the original variables located in the directions
explaining most of the variation in the data set. The explanatory
importance of a PC is measured through the ratio of its variance
to the total variance contained in the original variables. If the
original variables are highly correlated the first few PCs explain
most of the total variance. The utility of PCA as a data analysis tool
is that it provides an unbiased comparison and a simple (xy)
graphical interpretation of a complex data set. Graphical
representation of these values, the ‘scores’ plot for the samples
and the ‘loadings’ plot for the characteristics, provide pictures
that allow recognition of systematic patters that is otherwise
difficult to deduce from the original data matrix.
Two PCA determinations were carried out: one using Kd H2O and


NMR parameters and the second with Kd H2O and GC indexes. In
both cases, no pre-classification of the residues was performed.
Each parameter was previously normalized to eliminate the
influence of their varying magnitudes. The first and second PC
were used to generate the factor score plots. (Fig. 2A, B, the labels
show the age of the spill). The symbol * is used for surface
samples with stimulated degradation, while subsurface samples
are shown by the # symbol.
In the PCA with Kd H2O and NMR parameters, the first two PC


(first and second), account for more than 95% of variance. The
factor score plot is shown in Fig. 2A, first and second PC represent
70 and 25%, respectively, of the total variance among the residue
samples. The Euclidean distances between the samples in the
plot represent real differences in the parameters indexes. First PC
is largely influenced by H2 (20%), H4 (20%), H1 (19%), and H3 (19%)
in this order, while second PC is influenced by HA (35%) and Kd H2O

www.interscience.wiley.com/journal/poc Copyright � 2008

(28%), respectively. In the PCAwith Kd H2O and GC indexes the first
two PC (first and second), accounted for more than 81% of
variance. In Fig. 2B, first and second PC represented 52 and 29%,
respectively, of the total variance. First PC is largely influenced by
n-C17/Pristane (28%), n-C18/Phytane (27%), and ratios TRH/TEH
(25%) in this order, while second PC is influenced by KdH2O (39%),
and ART (22%), respectively.
In Fig. 2B, the first PC, show that the most positive values


represent crude oil or younger oil residues (high C17/Pris, C18/Phy,
TRH/TEH, and low ART), while the most negative values are older
oil residues (low C17/Pris, C18/Phy, TRH/TEH, and high ART). In
Fig. 2A, the samples show distribution into groups: (i) those with
positive first PC and second PC, are crude oil or younger oil
residues (high H1 and H2 and low H4), suggesting a high aliphatic
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compounds concentration; (ii) positive first PC and negative
second PC, these samples are oil residues with intermediate age
(low H1 and H2, high H4 and HA); (iii) negative first PC and second
PC, these samples are older oil residues (high H2, low H1, H4,
and HA), suggesting the transformation of aromatic compounds
and the increase in polycyclic aromatic hydrocarbons (PAHs). This
hypothesis is in agreement with the changes in the maximum
absorbance wavelengths observed in the UV–Visible spectrum
(l¼ 220 nm in crude oil and l¼ 300 nm in the oldest residue).
The fact that the samples show distribution into groups and


that the total amount of the variance accounted by the first
analysis was the 95% while in the second analysis was the 81%,
suggests that, in the present study, the NMR parameters (H1–H4


and HA) would be better indicators to account for the
compositional changes than the parameters obtained by GC
(n-C17/Pristane, n-C18/Phytane, ART, and TRH/TEH). It is usually
assumed, that themajor transformations occur in the first years of
the environmental exposure, as can be observed in the PCA
analysis. This conclusion is related not only to the biodegradation
of the n-alkanes observed by GC analysis, but also to the other
indexes, (Kd) and NMR parameters, shown in this study.
The fate oil spills in soils and sediments in the Patagonian


environment are usually evaluated employing GC–FID and/or
GC–MS. Nevertheless, conventional GC methods can mainly
detect volatile components,[37] which are, generally, sensitive to
biodegradation. In other words, the global alterations of the
crude oil components that are resistant to biodegradation cannot
be characterized by direct GC, derivatization, or other treatments
are usually needed. Moreover, sometimes GC or gas chromato-
graphy–mass spectroscopy (GC–MS) gives poor resolution due to
severe overlap among the numerous peaks.
In the last few decades, NMR spectroscopy has been


established as a very powerful and highly useful technique for
the structural elucidation of various petroleum distillate fractions,
starting from light naphtha to heavier products like bitumen and
asphaltenes.[41] The NMR spectra of oil samples contain,
comparatively, fewer peaks. Since the major components in
crude oil are made up of rather fewmolecular fragments, 1H NMR
and 13C NMR spectroscopies produce spectra with well-resolved
parts even from fractions containing a large amount of com-
pounds. The limitation imposed on the interpretation of the NMR
spectra, using molecular substructures rather than individual
components, turns out to be an advantage in the present context,
since NMR spectroscopy usually provides an understanding of
the average molecular structure of complex hydrocarbon
mixtures in terms of various structural parameters.[41] Extensive
research in the last years reflects the growing need of rapid and
quantitative methods for characterization of a large amount of
environmental samples. The observed results indicate that
1H NMR would be a useful technique to evaluate the degree
of transformation of crude oil spilled in soils.
The comparison of the environmental evolution of the oil


residues show that the combined analysis of different indexes
could be useful to estimate the structural changes that oil spills
undergo in Patagonian soils, and to select potentially more
efficient remediation strategies. Nevertheless, extrapolation of
these results to other environments is not straightforward
because the changes depend strongly on the crude oil source
and the variable exposure conditions along the time (soil type,
temperature, pluvial precipitation, etc.). The environmental
evolution of the samples reported, does not represent a time
series of a sample collection of a field; it is like an instantaneous
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view of some weathered oil spills from Central Patagonia,
Argentina. Regrettably, information on the chemical composition
of the released oils was usually not available; therefore,
comparisons were made by analogy with actual samples of
crude oil. More investigation is needed for a full understanding of
how the environmental exposition modifies the physical and
chemical properties of the crude oils in the particular Patagonian
environment.

EXPERIMENTAL


Materials


Soil for sorption isotherms


Surface samples of soil were taken from Diadema, (a site on the
north of Comodoro Rivadavia City in Patagonian). Themineralogi-
cal composition is: sand (quartz, lithics, feldspars, and gypsum of
eolian origin) and clay (montmorillonite and illite). Properties of
the soils are (extract 1:1wt/wt): pH 7.4; conductivity 600mS cm�1;
Naþ 3.25meq L�1; Kþ 0.11meq L�1; Caþ2 and Mgþ2<
0.01meq L�1; clay (montmorillonite and illite) including silt:
organic matter 0.02wt% (dry); Feþ3 2.5 g kg�1 and Feþ2 0.4 g kg�1


(extract 1: 200wt/wt); montmorillonite total surface 600–800cm2g�1;
illite total surface 65–100 cm2 g�1, total water retention capacity
43wt% (dry). The soil was air-dried, ground, and sieved with a
1.7mm sieve. Then, it was oven dried at 1408C for 48 h and placed
in a desiccator for 2 h at room temperature before loading.


Crude oil


The crude oil came from the Golfo San Jorge basin, located in
central Patagonia, southern Argentina, between 44 and 478 of
south latitude and between 66 and 718 of west longitude. It is the
most prolific basin in Argentina: oil was discovered in 1907. Oils
from the Golfo San Jorge Basin range between 15 and 308 API; in
general, they have low sulfur content.[42] Lacustrine shales of the
Pozo D-129 Formation, are the source rocks of the oil bearing
sandstones of the middle to late Cretaceous. Overall compo-
sitions of the crude oils (six samples) are: aliphatic fraction
(41� 8%), aromatic fraction (39� 6%), polar fraction (19� 6%),
and asphatene fraction (5� 4). The isoprenoids (Pristane and
Phytane) are less abundant than the corresponding n-alkane
(n-C17 and n-C18). Typically, n-C17/Pristane and n-C18/Phytane are
1–2 and 2–3, respectively, in crude oils.[43,44]


A sample of fresh crude oil was analyzed by column chroma-
tography with silica gel. The eluents were: hexane (30ml),
benzene (30mL), and methanol/chloroform (1:1) (30ml). Three
fractions of different chemical nature were separated: aliphatic
(41%), aromatic (35%), and polar (17%) fractions. The numbers in
brackets give the wt% composition of the crude oil. The portion
remaining in the column is the ‘asphaltenes’ fraction, nearly 7%.
The API gravity was 25.


Sorption experiments


Four different stock solutions were prepared in hexane with
crude oil and the three fractions obtained by column
chromatography. Three stock solutions of pure compounds
were prepared by dissolving, appropriate amounts of phenan-
threne (>96%, Sigma), pyridine (>98%, Aldrich), and phenol
(>98%, Aldrich) in hexane. Sorption experiments were carried out
at room temperature (23� 28C) using periodically shaken flask
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reactors, containing 10 g of sorbent (soil) and 100ml of organic
solution. After the required time, the supernatant was immedi-
ately withdrawn and the solute concentration was analyzed by
UV–Visible spectrophotometry.[5]

Oil spill samples (residues)


Soil samples contaminated by oil spills in the surroundings of
Comodoro Rivadavia’s city, were analyzed. Table 2 summarizes
some characteristics of the samples. As it can be observed, they
exhibit different clay content, a wide range of conductivity mainly
due to the different salinity in the sites and different ages; the
organic matter (not shown) is <1% in all samples. In samples 2
and 3, fertilization of the affected areas was carried out, this
process is known as biostimulation.[1,44] All samples were
extracted from the surface, except in the case of sample 1 that
was extracted to a depth of 20 cm to evaluate the most aged
residuals, since more recent oil residuals were overturned. This
sample was called subsurface residue. The total hydrocarbon
determination in each sample was carried out by Soxhlet
extraction using methylene chloride as solvent, during 24–48 h,
depending on the sample.


Desorption experiments


Aliquots of approximately 0.1 g of each soil sample were placed in
15ml test tubes (at least by duplicate). To each tube, 10ml of
solvent (methanol or hexane) was added. The tubes containing
the soil–solvent slurries were periodically shaken during 7 days.
The soil/solution ratio and the total contact time were selected on
the basis of previous studies. The tubes were sealed and covered
by aluminum foil to avoid light exposure and prevent
photooxidation. Desorption determinations were carried out at
ambient temperature (22� 38C). After the required time the oil
concentration in the liquid phase was analyzed using UV–Visible
spectrophotometry in the range of 200–400 nm. The overall
estimated error was <15� 4%.

Gas chromatography


GC was determined on a Konic 3000 Gas Chromatograph,
equipped with a J & W DB1 fused-silica column (30m� 0.25mm
i.d.; film thickness, 0.25mm). Resolved aliphatic hydrocarbons and
unresolved complex mixtures (UCM) were calculated using the
mean response factors for n-alkanes. Procedural blanks and
standards were run in association with samples. Recovery assays
were made by spiking a pristine sample. The results were 95%
(n¼ 5) for C20–C28 n-alkanes.[44] Prior to GC analysis, the
asphaltene fraction of each residue was separated by extraction
with n-pentane.[25] In some cases, n-heptane was used as well.
The differences in weight between the asphaltene fractions
precipitated with n-pentane, those from column chromatog-
raphy and some measured by extraction with n-heptane were
always <20%.

NMR spectrometry


1H-NMR spectra were recorded by a Bruker 500MHz spec-
trometer, using internal tetramethylsilane (TMS) in CDCl3 (99.8%,
Aldrich). The automated phase and base line corrections were
applied in order to get reproducible integral values. The spectra

www.interscience.wiley.com/journal/poc Copyright � 2008

were integrated three times; average values were considered in
the calculations. To assess the repeatability of 1H chemical shift at
500MHz, some samples were independently determined several
times, a standard deviation of �0.003 ppm was obtained.
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Proteins multi-funnel energy landscape
and misfolding diseases
L. Cruzeiroa*

J. Phys. Or

The problem of how a given a-amino acid sequence, in cells, most of the times, assumes the native structure, is a
fundamental problem in Biology, known as the protein folding problem. Here, evidence is presented that suggests
that the same a-amino acid sequence can assume several, very different, structures that have the same Gibbs energy
as the native structure, in the same thermodynamic conditions. These results lend support to a multi-funnel Gibbs
energy landscape for proteins in which Anfinsen’s thermodynamic hypothesis alone cannot explain protein folding.
How then do proteins fold? In a multi-funnel picture, transient deterministic forces are needed to select the native
funnel from all other funnels that the protein can potentially fall into. The suggestion here is that such transient,
deterministic forces arise from specific vibrational excited states (VES) that constitute the first step in protein folding
and function (the VES hypothesis). An application of the VES hypothesis to calculate the energy absorbed, fromwater
molecules, by a protein a-helix with extensive glutamine (gln) repeats is made, which can explain the structural
instability of these proteins and their association with many misfolding diseases. Copyright � 2008 John Wiley &
Sons, Ltd.
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INTRODUCTION


Proteins are the machines of life, they mediate most of the
processes that take place in living cells. In order to work they
must first acquire a well-defined average structure, the native
structure. A fundamental question in Biology and Medicine,
known as the protein folding problem, is how a given sequence
of a-amino acids, in cells, most of the times assumes the native
structure.[1,2] Since Anfinsen’s renaturing experiments, which
seem to indicate that the native structure is solely specified by
the a-amino acid sequence, one answer to the protein folding
problem has been the thermodynamics hypothesis, that is, the
idea that the native structure of a protein is that which minimizes
its Gibbs energy.[2] More recent theories of protein folding further
assume that the Gibbs energy landscape of proteins is
funnel-shaped[3–6] and that the native structure is that which
is found at the bottom of the funnel. Since all spontaneous
processes occur in a direction in which the Gibbs energy is
minimized, according to the thermodynamic hypothesis, the
folding of a given a-amino acid sequence into a protein native
structure is simply driven by thermal agitation. In this view, the
protein folding problem is essentially solved[6] and finding a
protein structure from its sequence, in a computer, depends only
on having an accurate potential to describe the interactions of its
atoms with one another and on the availability of sufficient
computer power.
Although the funnel hypothesis has been applied to numerous


studies on protein folding, molecular dynamics simulations
indicate the possibility of a multi-funnel Gibbs energy landscape
(refer to References [7] and [8] especially note 22) and doubts
remain about whether the interactions that stabilize protein
structure are compatible with a funnel-shaped Gibbs energy

g. Chem. 2008, 21 549–554 Copyright �

landscape.[9] While a few systematic studies of the shapes of the
energy landscape of small molecules and clusters have been
attempted, which lead to both funnelled and multi-funnelled
landscapes,[10–13] with the local topography of the energy
landscape being related to the conformation of the molecule,[11]


the conformational space and the Gibbs energy landscape of
proteins continue to be too large to be probed in such a
systematic manner, even with the most powerful computers.
Instead, in Section ‘The Energy Landscape of Proteins’, a cursory
study of the energy landscape of four proteins is made and
evidence is presented for that the same a-amino acid sequence
can assume several, very different, structures, with Gibbs energies
that can be comparable to or indeed be lower than that of the
corresponding native structure. The implication is that the Gibbs
energy landscape of proteins is not funnel-shaped, but rather,
multi-funnel-shaped and that the native structure is not acquired
by the simple thermodynamic principle of Gibbs energy
minimization. An alternative mechanism for protein folding is
proposed which can explain why the proteins involved in
misfolding diseases are less stable than other proteins (refer to
Section ‘The Ves Hypothesis and Misfolding Diseases’). The paper
ends with a discussion of the experimental evidence for the
mechanism proposed.

2008 John Wiley & Sons, Ltd.
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Figure 1. Native and hybrid protein folds after energyminimization with
AMBER.[20] All proteins drawn in the same colour have the same a-amino


acid sequence. The four native folds are displayed along the diagonal. The


first row has the conformations for protein 1QLX (cyan), the second for


1I0S (red), the third for 1AAP (yellow) and the fourth is for 1IGD (green).
Along each column, the non-native conformations are obtained by


imposing the backbone fold or part of the backbone fold, of the native


structure in that column on to the backbone of the other proteins. This


figure was made with VMD.[44]


Table 1. Conformational energies of minimized structures
(kcalmol�1)


Seq
Mainly a


Str 1QLX
Mainly b


Str 1I0S
Disordered
Str 1AAP


a/b
Str 1IGD


1QLX �1900 �2008 �1948 �1989
1I0S �2129 �2070 �2161 �2243
1AAP �895 �875 �850 �1007
1IGD �860 �846 �849 �895
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THE ENERGY LANDSCAPE OF PROTEINS


Four proteins from the Protein Data Bank[14] were selected,
namely, 1QLX (104 a-amino acids),[15] 1I0S (161 a-amino acids),[16]


1AAP (56 a-amino acids)[17] and 1IGD (61 a-amino acids).[18]


These proteins have different sizes, different biological origins
and different functions. While the first is a fragment of the human
prion,[15] the second is an oxireductase from archae,[16] the third
is the protease inhibitor domain of Alzheimer’s amyloid
b-protein[17] and the fourth is a immunoglobulin binding domain
of streptococcal protein G.[18] The main criterion for their
selection was to have one representative of each of the four main
classes of proteins, according to the CATH classification
Scheme;[19] mainly a (1QLX), mainly b (1I0S), essentially
structureless (1AAP) and a/b (1IGD). To probe their energy
landscape, for each protein, three alternative structures were
built by forcing it to assume the fold or part of the fold, of the
other three. With this protocol, for each protein, three non-native
alternative structures were defined and a total of 16 different
systems was studied.
Initial coordinates for the 16 structures were obtained as


follows. The experimental coordinates for the native structures of
the four proteins selected were taken from the protein data
bank[14] and energy minimized with the AMBER force field.[20] The
energy minimized structures were then used as templates to
build the three alternative structures by making each protein
adopt a backbone fold that is found in one of the others. For
example, in one case, the first 61 a-amino acids of 1QLX were
forced to have the native backbone fold of all 61 a-amino acids of
1IGD and, in a second case, the 61 a-amino acids of 1IGD were
forced to adopt the native backbone fold of the first 61 a-amino
acids of 1QLX. In the first case, protein 1QLX is the structural
template and part of its backbone fold is imposed on all of the
protein 1IGD and, in the second case, the structural template,
protein 1IGD, has fewer a-amino acids and only part of the
backbone fold of 1QLX changes to that of 1IGD, with the rest
remaining as it is in the native fold of 1QLX.
The 12 alternative structures generated in the manner


described above were relaxed in order to eliminate all the steric
interactions that such a protocol inevitably leads to, and, after
relaxation, the structures was energy minimized in the same way
as the native folds, using the AMBER force field.[20] All 16
minimum energy structures, 4 of which correspond to the native
folds of the 4 proteins and 12 of which are alternative, hybrid,
folds, can be seen in Fig. 1 and are available, in PDB format, upon
request to this author. The native structures for the four proteins
are found along the diagonal of Fig. 1 and each row in that Figure
includes the native plus its three alternative structures, all in the
same colour. On the other hand, all proteins in the same column
have a common structure, taken from the fold of the native
structure in that column.
In Fig. 1, the protein structures in each row are local energy


minima of the same a-amino acid sequence. If protein structure is
solely specified by a given a-amino acid sequence,[2] one might
expect the energies of the non-native structures to be
significantly higher than the energy of the corresponding native
structure. In Table 1 are displayed the energies, calculated in
kcalmol�1 with the AMBER force field,[20] of all the structures,
ordered in the same manner as in Fig. 1. Table 1 shows that the
alien protein structures have energies that are comparable to the
energy of the corresponding native structure, and that can, in
many cases, even be lower than that of the native structure. The

www.interscience.wiley.com/journal/poc Copyright � 2008

numbers in Table 1 represent only the potential energies of the
different conformations and to have the corresponding relative
Gibbs energies, we need to know the entropies associated with
each structure. In order to have an insight into such entropic
factors, all the structures were immersed in an explicit water bath,
and using the molecular dynamics package NAMD,[21] they were
heated to 300 K and equilibrated for 0.8 ns at that temperature.
Figure 2 shows the cumulative root mean square deviation per


atom (RMSD) of the last 0.2 ns with respect to the initial structure.
The plots show that an initial fast change takes place in
approximately 10 ps, which is followed by slower changes over
the next 0.2 ns. The plots also show that the native structures
fluctuate less than the non-native structures, that is, that the
entropy of the non-native structures is larger and that their Gibbs
energy is lower. One reason for the consistently higher entropy of
the alternative structures studied here is that they are less
compact, more open structures, than the corresponding native
structures. This is particularly obvious in two of the alternative

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 549–554







Figure 2. Variation of the cumulative RMSD with respect to the corre-


sponding initial structure in the last 0.2 ns. Each plot is for a different
protein and the order from top to bottom is as in Fig. 1. In each plot, the


solid lines are for the native structures and the remaining three lines are


for the proteins indicated by the keys. The RMSD values are in Å. Time is in


picoseconds
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structures of protein 1QLX (Fig. 1, last two structures in the first
row) which have a helix protruding away from the main part of
the protein, in the alternative structures of protein 1I0S (Fig. 1,
off-diagonal structures in the second row), which are organized in
two domains and in two of the alternative structures of proteins
1AAP and 1IGD (Fig. 1, first two structures in the third and fourth
rows) whose residues are largely solvent exposed. Although it is
possible to construct more compact non-native structures, the
point here is to show that even in the absence of any specific fine
tuning it is possible to get very different structures with a
thermodynamic stability comparable to that of the native
structure. This point is strengthened by inspection of all the
structures at the end of the simulations which shows that their
overall backbone folds have not changed after heating to 300 K
and throughout the 0.8 ns simulation at that temperature.
Although the simulations are too short for definitive conclusions
to be made, they do indicate that the non-native structures
studied here are at least metastable in normal conditions of
temperature and pressure.
While longer simulations are being pursued, the simulations so


far do favour a multi-funnel shaped Gibbs energy landscape, that

J. Phys. Org. Chem. 2008, 21 549–554 Copyright � 2008 John W

is, each of the three alternative structures for each native
structure displayed in Fig. 1 can be thought as associated with a
funnel, distinct and widely separate from that of the native
structure. In this multi-funnel, Anfinsen’s thermodynamic prin-
ciple alone leads with equal probability to each of the alternative
structures, and is therefore incapable of explaining why the
native structure of proteins is statistically preferred. Thus, in a
multi-funnel energy landscape, amechanism is needed to explain
how, most of the times, the native funnel is selected, among all
the thermodynamically equivalent funnels that are available. The
suggestion of this author is that the transient forces needed to
push a given a-amino acid sequence into the native funnel come
from vibrational excited states (the VES hypothesis[22]). The next
section presents the foundations of the VES hypothesis and also
an application of this hypothesis to the structural instability of
proteins associated with misfolding diseases.

THE VES HYPOTHESIS AND
MISFOLDING DISEASES


The possibility that VES have a role in protein function was first
proposed more than 30 years ago by McClare[23] in the context of
a crisis in bioenergetics. This idea was taken up by Davydov[24,25]


who was interested in muscle contraction, where the trigger and
the energy donating reaction is the hydrolysis of adenosine-
triphosphate (ATP). Davydov’s assumption is that the first event
after the hydrolysis of ATP is the storing of the energy released in
the chemical reaction in a vibrational mode of the peptide group,
known as amide I, which consists essentially of the stretching of
the C——O bond. Davydov’s studies of amide I energy storage and
propagation were made in the context of a continuum model for
the a-helix, for which it was possible to find analytical
solutions.[24,25] Numerical studies of more realistic discrete
models were done by Scott[26] and co-workers and a review of
the field up to 1992 can be found in[26]. While Davydov and Scott’s
investigations were focussed essentially on the low temperature
regime, numerical simulations at biological temperatures showed
that, when the amide I vibration is properly treated as a quantum
particle, its wavefunction is localized and the amide I vibration
jumps from carbonyl to carbonyl as a Brownian particle.[27,28] In
this stochastic manner, the energy that is stored at the active site
can travel to other regions of the protein where it can be used for
work. The suggestion here is that the transient forces needed for the
selection of the native funnel come from the release of the energy
stored initially in the amide I modes,[9] that is, the amide I modes are
the functionally important modes for folding.
While a detailed description of how amide I vibrations can lead


to conformational changes requires the development of models
that include the decay of such vibrational states,[29,30] something
that the Davydov/Scott model cannot do, in a previous
publication,[22] the VES hypothesis has been used to explain
why prions are structurally less stable than other proteins. Prions
are the proteins whose misfolding lead to nervous system
degeneration in cows (bovine spongiform encephalopathy) and
in humans (variant Creutzfeldt–Jakob disease). In terms of their
a-amino acid sequence, prions differ from other proteins in that
they possess a much greater number of the a-amino acids
glutamine (gln) and asparagine (asn).[31] As was pointed out
before,[22] while all a-amino acids can have amide I excitations in
their main chain, gln and asn are the only two a-amino acids that
can have amide I excitations in their side chains.[32] This means
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that amide I excitations that are travelling in the protein
backbone can be diverted to the side chains of gln and asn and
vice-versa. It was also pointed out before that the bending mode
of water is nearly resonant with the amide I mode so that one
quantum of excitation in the bending mode of a water molecule
that is close to a protein carbonyl can jump to that carbonyl.[22]


Huntington’s is a misfolding disease that is correlated with
greater than average numbers of gln a-amino acids. In particular,
gln repeats greater than 37 are known to lead to the onset of the
disease.[33] In this section, in order to further motivate the VES
hypothesis, the ideas already applied to explain the structural
instability of prions[22] are tested on a protein a-helix with 46 gln
a-amino acids, that is, the Davydov/Scott Hamiltonian, extended
to take into account the full three-dimensional structure of a
protein a-helix and of its interactions with water, is used to
calculate the energy transferred from the water to the a-helix in
the presence and in the absence of gln. Proceeding as before,[22]


the a-helix is immersed in an explicit water bath and equilibrated,
for 2 ns at 300 K, with the AMBER force field.[20] After equilibration,
1000 snapshots of the helix plus water system are stored from a
further 100 ps simulation, sampled at 0.1 ps intervals. Amide I
vibrational energy transfer is modelled in the system constituted
by the helix plus the 300 water molecules that were closest to the
helix in the 1000 snapshots collected. A total of 391 sites, 45 of
which are the backbone carbonyls, another 46 being the carbonyl
groups in the gln side chains and another 300 being the closest
water molecules, are available for the vibrational excitations in
this system.
The extended Davydov/Scott Hamiltonian used to describe the


storage and propagation of vibrational excitations (either amide I
or bending mode) in the helix-water system is;[22]


Ĥ ¼ Ĥex þHat þ Ĥint (1)


where Ĥex, the exciton Hamiltonian, describes the transfer of the
amide I excitation between carbonyls in the protein and of
the bending mode of water between water molecules, as well as
the exchange of an amide I excitation in the protein with a
bending excitation in a water molecule; Hat, the atomic
Hamiltonian, describes the fluctuations of all atoms in the
system, as predicted by the AMBER force field[20] and Ĥint, the
interaction Hamiltonian as proposed by Davydov (Davydov,
1991), describes the interaction of the amide I excitation in a
given C——O group with the deviations from equilibrium lengths
of the hydrogen bond connected to it (if such a hydrogen bond
exists, as explained below).
With the appropriate changes, the exciton Hamiltonian is


essentially as before,[22] namely:


Ĥex ¼
XN
n¼1


"n â
{
n ân þ


XN
n<m¼1


½Vnmðâ{n âm þ â{m ânÞ� (2)


where â{n(ân) are the creation(annihilation) operators for an
vibrational excitation at site n and N¼ 391 is the total number of
sites where a vibrational excitation can be found. In the first term,
en, for n¼ 1, . . . ,45, is the energy of a non-interacting amide I
vibration in the backbone of the gln helix, taken to be 1660 cm�1,
as in previous simulations.[22,24–26,28,34] For n¼ 46, . . . ,91, en is the
energy of a non-interacting amide I vibration in the gln side
chains, which is taken to be 1650 cm�1 [32] and, for n¼ 92, . . . ,
391, it is the energy of the bending mode of water, that is,
1640 cm�1.[35] In the second term, Vnm ¼ 1


4p"0k
j~mn jj~mn j


R3nm
½~en �


~em �3ð~u �~enÞð~u �~emÞ� is the dipole–dipole interaction between

www.interscience.wiley.com/journal/poc Copyright � 2008

sites n and m, ~mn being the transition dipole moment associated
with the vibrational excitation in site n, e0¼ 8.8542� 10�12 Fm�1


being the permittivity of vacuum and k being the dielectric
constant of the medium. As previously,[22] for the amide I
excitation this dielectric constant was taken to be 10 and for the
hydration waters it was taken to be 40. For the dipole–dipole
couplings that correspond to an energy transfer between the
helix and water this dielectric constant was taken to be the
geometric average of these two values, namely, 20.
Hat, the atomic Hamiltonian, is the AMBER force field,[20] the


same classical energy functional that has been used to determine
the energy minimized structures in Fig. 1. This energy functional
includes harmonic potentials for bond stretching and angle
bending, a truncated Fourier series to represent torsions, a
Lennard–Jones potential to represent non-bonded interactions
and, most importantly, electrostatic interactions between atoms
that are more than two covalent bonds away from each other. It is
this potential that is used to select the 1000 snapshots of the
helix-water system, mentioned above.
Finally, the interaction Hamiltonian, Ĥint, includes the inter-


action already proposed by Davydov[24,25] and Scott,[26] namely,
the change of the amide I energy with the length of the hydrogen
bond connected with it, when such a bond exists (explained
below):


Ĥint ¼ x
X91
n¼1


j~ROn �~R
N


m j � deq


� �
cosðunmÞ â{n ân


h i


þ
XN
n¼92


jn â
{
n ân (3)


where x¼ 62 pN is the value determined from experimental
data[26] and used in previous investigations[22,24–26,28] and


ðj~ROn �~R
N


m j � deqÞ is the deviation of the hydrogen bond length


between the oxygen of the carbonyl group of the amide bond n
with the nitrogen of the amide bond m, where m 6¼ n, from its
equilibrium value, deq. For each carbonyl oxygen, n, there was at
most one such hydrogen bond to another a-amino acid, and


when the distance j~ROn �~R
N


m j, between the oxygen and the
nitrogen atoms was greater than 3.3 Å, or the angle between C——
O and H—N groups deviated more than 308 from a straight line,
the corresponding hydrogen bond was assumed to be broken
and the corresponding term in Equation (3) was zero. The factor
cos(unm), where unm is the angle between the C——O bond of the
carbonyl and the H—N bond of the amine, was included to take
into account the strong directionality of the hydrogen bond.
The summation in the first term of Equation (3) covers only the


carbonyl sites. The water sites are taken care of by the second
term, where jn is a Gaussian random variable with a standard
deviation of 50 cm�1 that represents the influence of the local
hydrogen connections on the energy of the bending mode of the
water molecules.
Vibrational energy transfer from the water to the 46 gln helix


and vice versa is considered in two different systems. One is the
system constituted by the helix plus the 300 closest waters and
the second system is a helix with the same backbone structure
but with no gln side chains. The first system has a total of 391
vibrational sites, as explained above, and the second one has a
total of 345 vibrational sites (45 amide I sites in the backbone and
300 bending mode in the water molecules). The purpose is to
compare the probability of vibrational energy transfer from the
water to the protein a-helix when gln side chains are present and
when they are absent. Two different initial conditions are
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Figure 3. Enhancement by gln of the probability of finding vibrational


energy in the protein a-helix when the energy is initially in the bending


mode of water (thick line) and when the energy is initially in the helical
backbone, as an amide I vibration (thin line). Time is in picoseconds
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considered: in one the vibrational energy is initially in one of the
waters closest to the helix, in the form of a bending mode, and in
the other the vibrational energy is initially in one of the helix sites,
in the form of an amide I vibration. For both initial conditions, we
are interested in finding out how much of this vibrational energy
is in the helix after a time t. Averages are made over 45 different
initial sites in each of the 1000 helix-water conformations
collected. Figure 3 displays the enhancement, due to the
presence of gln side chains, in the energy that, on average,
remains in the protein a-helix when the starting position was a
water molecule (thick line) and when the starting position was a
helix backbone carbonyl (thin line). A value of 1 means that the
presence of gln does not influence the flow of energy from water
to the helix, or vice versa, very much and a value greater than 1
means that more energy is found in the helix in the presence of
gln side chains, than in their absence. Figure 3 shows that, in the
presence of gln side chains, there is a marked increase in the
amount of energy that is transferred from the bending mode of
water to the amide I vibration in the protein a-helix, while the
amount that goes from the helix backbone to the water is
practically not influenced by the presence of gln. Most of the
energy transferred initially from the water to protein is stored in
the gln side chains, where it stays for about 1 ps. Then, most of
this energy flows back to water again, but roughly one fifth
of the energy initially absorbed, in the presence of gln, goes to
the protein backbone, where it remains. The result is that, in the
presence of gln residues, after 3 ps, there is approximately three
times more energy in the protein than in the absence of gln. It is
curious to note that while for the prion[22] the enhancement was,
on average, less than 2, for the poly-glutamine helix studied here
the enhancement varies between 3 and 17. According to the VES
hypothesis, such a poly-gln helix is muchmore likely to undergo a
conformational change than the prion. This may explain why
Huntington’s disease for individuals with long gln repeats sets in
faster than prion diseases.

5


DISCUSSION


One aim of this work is to investigate whether protein folding can
be understood by a Gibbs energy bias to the native structure.[2–6]


To test the underlying idea that the native structure of proteins is
a global minimum of their Gibbs energy, three alternative
conformations to the native structure of four proteins were built
and their energies compared to that of the native structure.
Although evidence exists for a multi-funnel energy land-
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scape,[7,8,10–13] it is the first time that the stability of structures
of small proteins with completely alien backbone folds have been
studied. If the a-amino acid sequence alone specifies protein
structure,[2] one would not expect a sequence that folds to a
given class of proteins to have an energy minimum when it is
forced to assume the fold of another class, and even less would
one expect this energy minimum to be as pronounced as that of
its native structure. But Fig. 1 and Table 1 show that this happens
for all the three alien folds of each of the four proteins studied.
Furthermore, the alien folds studied here were maintained when
the structures were heated to 300 K and also during a further
0.8 ns simulation at that temperature with an explicit water bath.
Therefore, the results presented here favour a multi-funnel
shaped Gibbs energy landscape for proteins in which each funnel
is associated with an average structure that can be very different
from the native, and yet be as thermodynamically viable as the
native structure.
In spite of the theoretical prevalence of the thermodynamic


hypothesis,[2–6] experimental evidence for a multi-funnel Gibbs
energy landscape in the case of proteins was obtained already in
1968 by Levinthal[1] who found two forms of an alkaline
phosphatase at 317 K, one active and the other inactive,
synthesized at different temperatures, in mutants of E. coli. More
recently, other cases have been found of proteins that can
assume more than one structure in the same thermodynamic
conditions.[36–40] While within a funnel-shaped Gibbs energy
landscape it is difficult to explain themisfolding cases mentioned,
within a multi-funnel Gibbs energy landscape they can be
understood as cases in which a non-native funnel was selected.
On the other hand, within a multi-funnel Gibbs energy landscape
protein folding cannot take place solely by Gibbs energy
minimization. Indeed, in a multi-funnel, the difficulty in
determining the native structure from a given a-amino acid
sequence is not just due to the size of the conformational space
and the lack of computer power, but, more essentially, to the fact
that the native structure is not a well-defined global Gibbs energy
minimum.
How can proteins fold in a multi-funnel Gibbs energy


landscape? The proposal here is that, before the energy
minimization step, there must be a first step in which a specific
funnel is selected.[9] This first step is a non-equilibrium kinetic
mechanism for which there is direct experimental evidence in a
few cases[38–40] and which was already proposed by Levinthal[1]


who suggested that there are specific pathways for folding.
Considering that such pathways can be characterized by
intermediates one can say that the experimental evidence for
a kinetic mechanism is indeed substantial[41,42] and may even
include proteins that apparently follow a two-state process.[42,43]


But while there is much experimental evidence for a kinetic
step in protein folding, there is as yet neither theoretical nor
experimental insight about the drivers of this kinetic step. In the
same way that the interactions that stabilize protein structure,
which are represented in potentials such as AMBER,[20] lead to a
multi-funnel shaped Gibbs energy landscape, they also lead, not
to one, but to many possible pathways to each of these funnels.
So, the forces that push proteins into the native funnel cannot
arise from those interactions alone. The proposal by this author,
follows McClare,[23] Davydov[24,25] and Scott,[26] in saying that the
forces that lead to the selection of a specific funnel, in most cases
that funnel being the native funnel, come from VES[9,22] and, in
particular, from amide I vibrations. The idea is that protein folding
and function involves a first step in which energy is stored in the
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form of amide I vibrations (the VES hypothesis[22]) and that the
release of this energy leads to the transient forces needed to
select a funnel. According to the VES hypothesis, conformational
changes are driven by amide I vibrations and, the more energy
proteins store in this form, the more prone they are to undergo
conformational changes, which in some cases can become
harmful. This idea was successfully tested in a fragment of the
human prion[22] and also here in a poly-gln helix. Indeed, as for
the prion,[22] also the calculations for the poly-gln helix in Section
‘The Ves Hypothesis and Misfolding Diseases’ showed that the
presence of gln side chains does lead to a marked increase in the
energy stored in the form of amide I vibrations, which correlates
positively with a higher probability of undergoing conformational
changes. In the case of the poly-gln helix, these conformational
changes can lead to the onset of Huntington’s disease.
A complete picture of protein folding within a multi-funnel


Gibbs energy landscape must include the nature of the transient
forces responsible for the selection of the native funnel. Here,
only a source of the energy for these forces, namely, VES, is put
forward. While models capable of explaining the generation of
these forces are being developed,[29,30] one conclusion of this
work is that to understand how a given a-amino acid sequence, in
a cell, folds, most of the times, to the native structure of the
corresponding protein or indeed why it sometimes misfolds, one
must know the nature of these forces.
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pple pectin by CrVI affords CO2/HCO2H, oxidized pectin, and CrIII


as final redox products. The reaction shows first-order kinetics in [pectin], [CrVI], and [HR], at fixed ionic strength
and temperature. Kinetic studies show that the redox reaction proceeds through a mechanism
combining CrVI!CrIV!CrII and CrVI!CrIV!CrIII pathways. The mechanism is supported by the observation of
free radicals, CrO2


2
R (the formation of which implies involvement of CrII and CrIV) and CrV (formed in monoelectronic


redox processes) as reaction intermediates. The reduction of CrIV and CrV by pectin was independently studied and
found to occur more than 103 times faster than pectinRCrVI reaction, in acid medium. At pH 3–5, apple pectinRCrVI


redox reaction is slow, oxo-chromate(V)–pectin species stabilize and remain in solution during several hours. The
present results show that these abundant and ubiquitous components of the cell walls of all land plants are able to
reduce CrIV–VI or stabilize high-valent chromium depending on pH. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


CrVI is a well-established carcinogen and mutagen,[1–2] and can be
reduced to lower states by a wide variety of biological and chemical
reductants.[3] Considerably interest has been shown in the
chemistry of the intermediate oxidation states, CrV and CrIV, due
to their observation in the oxidation of organic substrates by CrVI


and implication in the mechanism of Cr-induced cancers.[4–6]


Polyoxygenated compounds, such as polyalcohols and hydro-
xycarboxylic acids, are effective as non-enzymatic reductants (at
low pH) and can stabilize the labile oxidation states of
chromium.[3,7–9] Because of their potential biological and ecological
relevance, the reduction and stabilization of hypervalent chromium
by naturally occurring mono- and polysaccharides can provide
useful information on the role that these polyoxygenated
compounds play in the uptake and transport of chromium.
Chromium enters into the food chain through consumption of


plant material. Several reports suggest a relationship between
chromium concentration in soils and its accumulation in plants
growing in them.[10] Pectins are a family of polysaccharides rich in
1,4-linked a-D-galactosyluronic acid (GalA) residues – at least
65% – that are present in all plant primary cell walls.[11] Three
major pectic saccharides are recognized, all containing galac-
turonic acid: homogalacturonan (a linear chain of GalA residues in
which some of the carboxylic groups are methyl esterified),
substituted galacturonans (polysaccharides that contain a back-
bone of linear GalA residues with side chains attached to C-2 or
C-3 of some of the backbone residues) and rhamnongalactur-
onan (a polymer consisting of the repeating disaccharide
[!4)-a-D-GalA- (1!2)-a-L-Rha-(1!] to which different glycan
chains are attached to the rhamnose residues).[12]


The presence of free carboxylic groups and vic-diols moieties
makes these naturally occurring acid polysaccharides suitable for
binding and reducing high-valent chromium. Although the
reduction of hypervalent chromium by low molecular weight

g. Chem. 2008, 21 1059–1067 Copyright

compounds is well documented,[3,13–16] little is known on the
reaction of polysaccharides with CrVI. Pectins are abundant,
ubiquitous, and multifunctional components of the cell walls of
all land plants. The determination of the ability of pectins to
reduce or stabilize hypervalent chromium will contribute to
understand the potential role of these biopolymers in the
biochemistry of this metal. In this work, we report the study of the
redox reaction of apple pectin with CrVI and provide information
on the relative reactivity of apple pectin toward CrVI, CrV, and CrIV,
the influence of pH on the redox reactions, and the formation of
long-lived CrV–pectin species.


EXPERIMENTAL


Materials


Apple pectin (Sigma, USP), glutathione (Sigma, 98–100%,
reduced form), 2-ethyl-2-hydroxybutanoic acid (ehba, Aldrich
grade), potassium dichromate (Mallinckrodt), perchloric acid
(A.C.S. Baker), acrylonitrile (Aldrich, 99%), sulfuric acid (Cicarelli,
p.a.), sodium hydroxide (Cicarelli, p. a.), hydrochloric acid
(Cicarelli, p.a.), sodium thiosulfate (Cicarelli, p.a.), and potassium
iodide (Cicarelli, puris.) were used without further purification.
Aqueous solutions were prepared in milliQ deionized water
(HPLC quality). For experiments performed at constant ionic

� 2008 John Wiley & Sons, Ltd.
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strength (m¼ 0.5mol/L) and different [Hþ], mixtures of NaClO4


and HClO4 solutions were prepared. The concentration of stock
solutions of HClO4 was determined by titration using standard
analytical methods. The stability of the polymer under conditions
used in the kinetic studies was tested by HPLC. Oxygen
concentration in O2-saturated solutions of pectin was determined
using a Clark-type oxygen electrode with an oxygen-monitoring
system (Yellow Springs Instruments Co., Inc.).


Physical methods


Specific viscosity was measured using an Ostwald-type capillary
viscosimeter immersed in a thermostated water bath at 258C.
Flow times were recorded with a stopwatch with reproducibility
�0.2 s. Density of solutions was measured by pycnometry. HPLC
analyses were performed on a KNK-500 A chromatograph
provided with a 7125 HPLC pump. The separation was carried out
on an Aminex HPX-87X (300� 7.8mm2, Bio-Rad Lab) HPLC
column, using H2SO4 as eluent (pH¼ 1.5) and a flow rate of
0.6ml/min, at 308C. The samples were filtered through a 0.2mm
membrane prior to the injection into the chromatographic
system. The eluent was monitored with a 115 UV Gilson
(l¼ 220 nm) detector. Spectrophotometric measurements were
performed on a Jasco V-550UV–Vis spectrophotometer with fully
thermostated cell compartments (�0.28C). X-band EPR spectra
were carried out at room temperature on a Brucker ESP-300 E
spectrometer, using flat cells. The microwave frequency was
generated with a Brucker 04-ER (�9.7 GHz) and measured with a
Racal–Dana frequency-meter. The magnetic field was measured
with a Brucker NMR-probe gaussmeter. Spectra were recorded as
first derivatives of the microwave absorption in 1024 points at
ambient temperature (20� 18C) using 10mW microwave power,
100 kHz modulation frequency and 3.9 G modulation amplitude.
g-Values were determined by reference to diphenylpicrylhydrazyl
(g¼ 2.0036) as an external standard.


Viscosity measurements


Measurements of specific viscosity were carried out on solutions
of pectin (0.006–0.02 g/L) in 0.10mol/L NaCl, at 258C. The
calculated value for intrinsic viscosity was 2.74.[17–19] Molecular
weight (MW) of apple pectin was estimated by applying the Mark
Houwink–Sakurada equation[20] and average MW¼ 54 500�
100 g/mol was obtained.

Measurement of free carboxylic groups of pectin


Titration of a solution containing 10 g/L pectin with 0.0969mol/L
NaOH afforded 0.0080mol/L of free carboxylic groups. On the
basis of MW¼ 54 500 g/mol, the employed pectin contains an
average of 44 free carboxylic groups per mole of polymer.

In situ generation of (oxo)chromium(IV) (CrO2R) and
reaction with pectin


CrO2þ was generated by rapid oxygen-oxidation of Cr2þ employ-
ing the following procedure. Zn/Hg amalgam, prepared by
stirring a mixture of Zn (10.0 g, washed with 3.0mol/L HCl) and
HgCl2 (0.3mol/L in 0.1mol/L HCl) for about 30min, was added to
a solution of 0.006mol/L Cr(ClO4)3 in 0.2mol/L HClO4 (100ml) and
left to stir with H2 bubbling. After 3 h, Cr(ClO4)3 was quantitatively
reduced to yield 0.006mol/L Cr2þ. The Cr2þ concentration was

www.interscience.wiley.com/journal/poc Copyright � 2008

determined by treating a reaction aliquot with an aqueous
solution of [CoIII(NH3)5Cl]Cl2, under Ar; the mixture was then
poured into concentrated HCl and the CoII content was analyzed
by measuring the absorbance of CoCl2�4 at 692 nm.[21] For the
in situ generation of CrO2þ, a deoxygenated solution of Cr2þ was
injected into an acidic aqueous solution of pectin saturated with
oxygen (1.26� 10�3mol/L). In a typical experiment, 100ml of
4.97� 10�3mol/L Cr2þ were injected into a septum-capped
spectrophotometric cell, with path length of 1 cm, filled with
2.3ml of an O2-saturated solution containing 1.24–3.29 g/L pectin
and appropriate concentration of HClO4 and NaClO4. Under these
conditions, CrO2þ immediately formed and then reacted with
pectin. At very low CrII/O2 ratios (�0.05), CrO2þ


2 is quantitatively
formed, while at intermediate CrII/O2 ratios (�0.15), the reaction
affords mixtures of CrO2þ and CrO2þ


2 .[15] Under our conditions,
the reaction between Cr2þ and O2 rapidly produced
6.24� 10�5mol/L CrO2þ (30% average based on total Cr2þ),
which then reacted with the organic substrate to render Cr2þ and
oxidized organic products. Under these experimental
conditions, Cr2þ formed by reaction of pectin with CrO2þ,
quantitatively transformed into CrO2þ


2 (Cr2þ/O2 ratio� 0.05) and
no autocatalytic consumption of CrO2þ


2 by Cr2þ occurred.[15,22]


The concentration of CrO2þ generated by reaction of Cr2þ


with O2 was determined by injection of 100ml of 5� 10�3mol/L
Cr2þ to 2.3ml of an O2-saturated solution of 0.1mol/L
ehba buffer (pH 3.0), at 158C. Immediately, the solution turned
pink and the absorbance of [Cr(O)(ehba)2]


2� at 512 nm
(e 2380 Lmol�1 cm�1) was measured.[23]

Detection of superoxoCr(III) ion (CrO2
2
R) during the reaction


of pectin with CrVI


The presence of CrO2þ
2 in mixtures of pectin/CrVI was investigated


by UV–Vis spectrophotometry in the 230–400 nm region, at 258C.
The instrument was zeroed to an arrangement of the reference
and sample beams passing through matched cells, both
containing pectin in HClO4. Then, the solution in the sample
cell was replaced by the reaction solution containing 2.25 g/L
pectin, 1.26� 10�3mol/L O2, and 4.35� 10�5mol/L CrVI in
2.0mol/L HClO4. Periodic scanning of the reaction mixture
showed that the CrVI band at 350 nm decreased in intensity,
while new peaks at 290 and 247 nm, characteristic of CrO2þ


2 ,
grew in.

Generation of long-lived (oxo)chromium(V)–pectin species


Long-lived oxo-chromium(V)–pectin complexes were generated
by reaction of K2Cr2O7 (1ml, 0.30mol/L) with 56.5ml of an
aqueous solution containing glutathione (5.3� 10�3mol/L) as a
reductant and apple pectin (9.95 g/L) as a complexant, at
258C.[9,13,24–27] The pH of this mixture was 3.0. The formation of
oxo-CrV–pectin species was monitored by EPR spectroscopy. Only
a signal at g¼ 1.9785, characteristic of oxo-CrV-O-donor ligand
complexes, was observed during several hours. Alternatively,
a mixture of 10.7� 10�3mol/L CrVIþ 10.7� 10�3mol/L
glutathioneþ 4.5 g/L pectin was reacted in buffer acetate
(pH¼ 4.66). Also in this case, a stable oxo-CrV–pectin species
could be observed by EPR spectroscopy for at least 6 h. The same
EPR spectral pattern was observed in reaction mixtures of pectin
(4.5 g/L) and CrVI (10.7� 10�3mol/L) in buffer acetate
(pH 4.66).
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Kinetic measurements


CrVIþ apple pectin reaction


The kinetics of the CrVIþpectin reaction was studied under
pseudo-first-order conditions, at 608C, using excess of pectin
over CrVI and different [HClO4]. Reactant solutions were thermally
equilibrated at 608C prior to the experiment and NaClO4 was
used to maintain a constant ionic strength (m). The CrVI


consumption was followed by iodometric titration until at least
80% conversion. In the kinetic measurements, the concentration
of CrVI and m were kept constant at 1.20� 10�3mol/L and
0.5mol/L, respectively, while pectin concentration was varied
from 9.78 to 22.17 g/L, at various [HClO4]. The experimental
pseudo-first-order rate constants (k6exp), obtained from nonlinear
least-square fits of kinetic data, were averages of at least three
determinations and were within �5% of each other. The
first-order dependence of the rate upon [CrVI] was verified in a
set of experiments where the [CrVI]0 was varied between
8.05� 10�4 and 4.00� 10�3mol/L, but temperature, [pectin]0,
[Hþ], and m were kept constant.


CrIVþapple pectin reaction


Spectrophotometric monitoring of the oxidation of pectin by
CrO2þ showed an increase of the two intense absorption bands at
290 and 247 nm, with relative intensity (Abs247/Abs290¼ 2.3),
characteristic of CrO2þ


2 .[15,28] CrO2þ
2 was additionally confirmed by


the disappearance of its characteristic absorption at 290 nm
when Fe2þwas added to convert CrO2þ


2 to Cr3þaq .
[29] The difference


absorption spectra between the final solution and those after
addition of Fe2þ, showed a negative difference at 290 nm,
consistent with the presence of CrO2þ


2 . The kinetic data were
collected spectrophotometrically by following the formation of
CrO2þ


2 at 290 nm (e¼ 3100 Lmol�1 cm�1),[30] at 258C. At this
wavelength, neither pectin nor the oxidized products absorb. In
the kinetic measurements, the concentration of CrIV and m were
kept constant at 6.24� 10�5 and 0.5mol/L, respectively, while
pectin concentration was varied from 1.24 to 3.29 g/L, at various
[HClO4]. The experimental pseudo-first-order rate constants
(k4exp), obtained from nonlinear least-square fits of absorbance
data at 290 nm were averages of at least five determinations and
were within �10% of each other. The first-order dependence of
the rate upon [CrIV] was verified in a set of experiments where the
[CrIV]0 was varied between 1.86� 10�5 and 6.24� 10�5mol/L,
but T, [pectin]0, [H


þ], and m were kept constant.


CrVþapple pectin reaction


The pseudo-first-order rate constant k5exp was estimated on a
mixture of apple pectin (9.78g/L), glutathione (1.207� 10�3mol/L)
and CrVI (1.207� 10�3mol/L) that was allowed to react for 30min
and then acidified with HClO4 (0.12mol/L), at 258C and
m¼ 0.5mol/L. The reaction was quenched at different times in
a glass-bath and unreacted CrV was measured iodometrically. The
value of k5exp was the average of three determinations that were
within �5% of each other. Under these conditions, the reaction
rapidly yielded CrIII, HCO2H, and oxidized pectin as final redox
products.


Free-radical test


CrVI–pectin reaction


Acrylonitrile (0.5ml) was added to a reaction mixture containing
10 g/L pectin and 1.2� 10�3mol/L CrVI in 10ml of 0.5mol/L
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HClO4. The mixture was left 2 h at 608C. After this time, a white
precipitate appeared. 13C NMR spectrum of a D6-DMSO solution
of the white solid and FT-IR spectrum of the solid showed the
pattern characteristic of polyacrylonitrile. Blank experiments with
either CrVI or pectin gave no detectable white precipitates. The
possible reaction of CrV with acrylonitrile was excluded based on
the absence of a precipitate after mixing [CrVO(ehba)2]K


[31] and
acrylonitrile under the same reaction conditions as before.


CrIV–pectin reaction


A mixture of 0.5ml acrylonitrileþ 5ml of 9 g/L pectin in 0.5mol/L
HClO4 was saturated with O2. CrO


2þ was generated in situ by
injecting 50ml of 0.03mol/L Cr2þ ([Cr2þ]final¼ 0.27� 10�3mol/L).
The mixture was left 1 h at 258C. After this time, a white
precipitate of polyacrylonitrile appeared. Blank experiments with
either CrIV or pectin gave no detectable white precipitates.


Product analysis


CrVI–pectin reaction


Evolved carbon dioxide was measured from a mixture of 19.3 g/L
pectinþ 0.01mol/L CrVI in 0.5mol/L HClO4. The temperature was
kept constant at 608C and the mixture was continuously stirred
and flushed with pure nitrogen. The gaseous products were
passed through three flasks containing 0.0218mol/L NaOH
solution. After reaction completion, the NaOH solutions were
titrated with standard 0.0267mol/L HCl to determine the carbon
dioxide yielded. Aliquots of the reaction mixture were analyzed
by HPLC, and HCO2H was identified as a reaction product by
comparing the retention time (tR) of the product against a
standard sample of formic acid in 0.5mol/L HClO4 (tR¼ 1302000).
Co-chromatography of the reaction mixture and formic acid
resulted in the increase of the peak of the reaction product
appearing at tR¼ 1302000. Additionally, the presence of
HCO2H acid was confirmed through the HgCl2 reaction.[32]


Peak-area versus [HCO2H] curves were obtained by HPLC and
used for quantitation purposes.


CrIV–pectin reaction


Cr2þ (3.2ml of 0.0625mol/L) was injected to a 5.0 g/L pectin
solution in 0.5mol/L HClO4 saturated with O2 (1 L). The
temperature was kept at 258C and the mixture was continuously
stirred and flushed with pure oxygen. The gaseous products
were passed through three flasks, each containing 50ml of
0.0103mol/L NaOH solution. After the completion of the reaction,
the NaOH solutions were titrated with standard 0.0199mol/L HCl
to determine the carbon dioxide yielded, and the solution in the
reaction vessel was analyzed for its HCO2H content by HPLC, as
described above for the CrVIþpectin reaction.


CrV–pectin reaction


CrVI (1.0ml of 0.30mol/L), glutathione (1.0ml of 0.30mol/L), and
pectin solution (55.5ml of 5g/L) were mixed and left to stir for
30min. Then 2.5ml of 11.6mol/L HClO4 were added. Tempera-
ture was kept at 258C and the mixture was continuously stirred
and flushed with pure nitrogen. The gaseous products were
passed through three flasks containing 0.0200mol/L NaOH
solutions. After the completion of the reaction, the NaOH
solutions were titrated with standard 0.0248mol/L HCl to
determine the carbon dioxide yielded, and the solution in the
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Table 1. Observed pseudo-first-order rate constants (k6exp)
a


for different concentrations of HClO4 and pectin


[Pectin] (g/L)


104 k6exp (s�1) for [HClO4] (mol/L)


0.072 0.12 0.24 0.36 0.48


9.78 0.61(2) 0.971(9) 1.92(4) 3.11(2) 4.28(9)
11.75 0.756(5) 1.21(1) 2.38(5) 3.72(2) 5.2(1)
13.29 0.849(6) 1.29(3) 2.66(7) 4.20(2) 5.96(9)
17.52 1.10(7) 1.78(3) 3.60(9) 5.68(4) 8.1(1)
22.17 1.40(1) 2.21(2) 4.66(4) 7.3(1) 10.5(1)
103 k6p
(Lmol�1 s�1)


1.17(1) 1.84(1) 3.79(4) 5.98(6) 8.5(1)


T¼ 608C; [CrVI]0¼ 1.20� 10�3mol/L; m¼ 0.50mol/L.
aMean values frommultiple determinations. Uncertainty in the
last figure is given in parentheses.


Figure 1. Effect of [pectin] on k6exp at 608C,m¼ 0.50mol/L, and (a) 0.072,


(b) 0.12, (c) 0.24, (d) 0.36, (e) 0.48mol/L [HClO4]. Inset: linear dependence
of k6p on [Hþ]
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1
0
6
2


reaction vessel was analyzed for its HCO2H content by HPLC, as
described above for the CrVIþpectin reaction.

RESULTS AND DISCUSSION


Oxidation of pectin by CrVI


Rate studies


The kinetics of the reaction of pectin with CrVI was examined by
iodometric determination of [CrVI] consumption under conditions
of excess of pectin over CrVI, in the 0.07–0.48mol/L HClO4 range.
Under these conditions, CrIV and CrV do not interfere with the
measurements of [CrVI] because their decay rates are much
higher than that of CrVI (as shown below). A monophasic
decrease of [CrVI] with time was observed, and the kinetic profiles
could be adequately described by a single exponential decay
from which CrVI pseudo-first-order rate constants (k6exp) were
calculated. Table 1 summarizes values of k6exp for various
concentrations of pectin and HClO4. The value of k6exp did not
vary with different [CrVI]0 at fixed T, m, [pectin], and [HClO4],
confirming the first-order dependence of rate on [CrVI]. Plots of
k6exp versus [pectin] gave good straight lines (Fig. 1) from which
values of k6p were determined (Table 1, bottom). Values of k6p
showed linear dependence on [HClO4] (inset of Fig. 1), and the
rate constant k6, calculated from the slope of the k6p versus [H


þ]
plot, was found to be (1.70� 0.04)� 10�2 L2mol�2 s�1. Con-
sequently, the complete rate law for the CrVI consumption can be
expressed as in the equation:


�d½CrVI�
dt


¼ k6½Hþ�½pectin�½CrVI� (1)

Scheme 1. Stoichiometry of the oxidation of apple pectin by CrVI. Pectinox
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Under conditions used in the kinetic studies, HCO2H and
CO2 were identified as reaction products in the way described
in the experimental part. Quantitative analysis of these products
showed that the reaction yielded 1.25� 0.05mol of HCO2H
and 0.25� 0.05mol of CO2 per mole of CrVI. The site in pectin
being oxidized can be rationalized taking into account the
relative reactivity of functional groups in saccharides
toward CrVI: —(H)C(OR)OHhemiacetal


[33–35] (or aldehyde) >
—CO2H


[13,36–37] > —H2COHprimary
[38]> > —(H)COHsecondary,


[39]


—(H)CORglycoside,
[27,40] RCO2Rester,


[41] and the proportion of these
groups in pectin. In the polymer, terminal hemiacetalic groups
and free carboxylic groups of GalA residues are the most reactive
sites toward CrVI. However, excess of —CO2H in the polymer
compared to —(H)C(OR)OHhemiacetal favors the reaction of CrVI


with —(H)C(OR)—CO2H moieties of GalA residues. Therefore,
C—C bond break in —(H)C(OR)—CO2H moieties prevails over
C—H cleavage of terminal hemiacetals, to yield HCO2H/CO2 and
oxidized pectin. In this reaction, chromic oxidation of HCO2H to
yield CO2 can be ruled out based on the relative reactivity of
pectin and HCO2H toward CrVI. The value of k6 for the oxidation of
HCO2H by CrVI was found to be two-order of magnitude lower
than for pectin.[42] Therefore, the oxidation of HCO2H by CrVI


competes unfavorably with the reaction of CrVI with free
carboxylic groups of GalA residues, which can either yield
HCO2H or CO2 (as shown in mechanism below). Stoichiometry of
the oxidation of pectin by CrVI is shown in Scheme 1.

¼oxidized pectin
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OXIDATION OF APPLE PECTIN BY CRVI

Intermediacy of CrV


The most common means of detecting CrV complexes in solution
is EPR spectroscopy, where strong isotropic signals are observed
at room temperature in X-band spectra. Typical CrV EPR spectra
exhibit a single narrow signal (1–5 G) centered at giso �1.98.
The CrVIþ pectin reaction at [Hþ]> 0.01mol/L and T¼ 608C, did
not result in any EPR signal. However, when the reaction was
performed in the pH range 3–5 and 208C, the EPR spectra were
dominated by a signal at giso¼ 1.9785 (Fig. 2), typical of
five-coordinate oxochromate(V) complexes formed with O-donor
ligands.[3,9,43] The same EPR signal was observed when CrVI was
reacted with a mixture of glutathione as a 1-electron reductant
(1:1 glutathione/CrVI) and excess of pectin as a complexant,[44] at
pH 3.0–4.7 and 208C. Under these conditions, CrV – formed by
rapid reaction between glutathione and CrVI – was efficiently
stabilized by pectin. The formed oxo-CrV–pectin species
remained in solution during several hours, such as observed
for other oxo-CrV species with O-donor ligands.[3,9] The 10G
half-width of the EPR signal was broader than expected for single
oxo-CrV species, and could not be resolved even with low
modulation amplitude. The broadness of the signal can result
from overlap of signals belonging to oxo-CrV species with CrV


bound to different galacturonate residues of pectin. It must be
noted that the average giso value is in the range of that expected
for five-coordinated oxochromate(V) complexes with ligand
bound to the metal through two carboxilato and two alcoholato
donor sites.[43] This means that CrV binds at least two GalA units,
which may belong to the same or different polymeric chain, thus
affording the unresolved EPR signal.


Intermediacy of CrII


Involvement of CrII in the mechanism of the oxidation of a
number of alcohols, saccharides, and hydroxyacids by CrIV


and CrVI in HClO4 has been demonstrated by conversion into
CrO2þ


2 upon reaction with molecular oxygen [14–15,30,45]. At high
[O2] and low [CrVI], the reaction of CrII with O2 can compete
successfully with the reaction of CrII with CrVI and the
autocatalytic consumption of CrO2þ


2 by CrII, and if formed, CrII


should yield the CrO2þ
2 product.[14–15,30,36] We examined the


presence of intermediate CrII in the reaction of pectin with CrVI, by
monitoring the formation of CrO2þ


2 , using [CrVI]0 low enough to

Figure 2. X-band EPR spectrum from a mixture of 0.0107mol/L CrVI and
4.5 g/L pectin, at T¼ 208C. m¼ 0.50mol/L; pH¼ 4.66; mod. ampl.¼ 3.9 G;


n¼ 9.75893GHz
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avoid the CrVIþ CrII competitive reaction, and 2.0mol/L HClO4 to
accelerate the CrVIþpectin reaction at a temperature lower than
used in the kinetics experiments. A periodic scanning of
the O2-saturated solution (1.26� 10-3mol/L O2) of a CrVIþ
pectin reaction mixture in 2.0mol/L HClO4 over a period of 6 h,
showed that the band at 350 nm, characteristic of CrVI, decreased
in intensity while two absorption bands at lmax¼ 247 and 290 nm
appeared (Fig. 3). These two bands are characteristic of CrO2þ


2


formed as a long-lived intermediate,[45] that then slowly
transforms into the final CrIII (as shown below). Since CrO2þ


2


can be exclusively formed by reaction of CrII with O2, and, in
turn, CrII had previously been demonstrated to form exclusively
through two-electron reduction of CrIV,[15,30] our spectroscopic
results provide evidence that CrII and CrIV are involved in the
redox mechanism of the reaction between CrVI and pectin.


Reduction of CrV by pectin


Rapid chill quenching and iodometric titration of unreacted CrV in
a mixture of CrVþ pectin in 0.12mol/L HClO4, at 258C, showed a
monophasic decrease of [CrV] with time. The kinetic profile could
be adequately fitted to a single exponential decay fromwhich CrV


pseudo-first-order rate constant (k5exp) was calculated. The value
of k5exp estimated in this way resulted to be 0.17� 0.01 s�1.
Acidified solutions containing excess of pectin over


equimolar CrVIglutathione mixtures, were analyzed for CO2 and
HCO2H as reaction products. Only HCO2H was detected. It was
not possible to determine the quantity of HCO2H yielded per
mole of CrV based on [CrV]0 because, although all CrV present in
the starting solution (before acidification of the solution) exists as
oxo-CrV–pectin, a fraction of CrV can disproportionate or yield
ligand oxidation before pectin traps it. EPR and electronic
spectroscopy show that CrIII is the ultimate fate of chromium in
these reactions.


Reaction of CrO2R with pectin


The addition of variable quantities of pectin to O2-saturated
solutions containing 6.24� 10�5mol/L of CrO2þ resulted in the
increase of the CrO2þ


2 spectrum intensity. The formation of CrO2þ
2


was followed at 290 nm and the monotonic increase of
absorbance was found to follow first-order kinetics. The
experimental rate constants k4exp were calculated by nonlinear

Figure 3. Formation of CrO2þ
2 from the reaction between 2.27 g/L pectin,


1.26� 10�3mol/L O2, and 4.35� 10�5mol/L CrVI in 2.0mol/L HClO4, at


258C
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Table 2. Experimental pseudo-first-order rate constants
(k4exp) for different concentrations of HClO4 and pectin


[HClO4]
(mol/L) 102 k4exp


a (s�1) [Pectin] (g/L) 102 k4exp
b (s�1)


0.21 7.9(4) 1.24 7.0(1)
0.30 7.8(3) 1.65 9.0(1)
0.40 8.0(1) 2.00 10(2)
0.50 8.3(1) 2.49 13(2)


3.29 17(3)


T¼ 258C; [CrIV]0¼ 6.24� 10-5mol/L; m¼ 0.50mol/L.
a [pectin]¼ 1.28 g/L.
b [HClO4]¼ 0.20mol/L.
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least-square fit of absorbance-time data to the equation:


Abst ¼ Abs1 þ ðAbs0 � Abs1Þ eð�k4 exp tÞ (2)


The value of k4exp did not vary with different [CrIV]0, but fixed T,
m, [pectin], and [HClO4], confirming the first-order dependence of
rate on [CrIV]. Table 2 summarizes values of k4exp for various
concentrations of pectin and HClO4. Experimental conditions
were chosen so that the CrIVþpectin reaction was much faster
than CrIV disproportionation into CrVI and CrIII. In the absence of
pectin, or when the pectin concentration was too low,
disproportionation of CrIV was evidenced by the grow-up of
absorbance at 350 nm due to formation of CrVI. Using reactant
concentrations of Table 2, CrVI was not detected. Values of k4exp
are independent of [Hþ] in the range 0.2–0.5mol/L, but vary
linearly with [pectin], as shown in Fig. 4. The slope of the plot
gives k4¼ 9.7 L mol�1 s�1� 0.1 Lmol�1 s�1 as the secon-
d-order-rate constant for the reaction of CrO2þ and pectin, at
m¼ 0.5mol/L and T¼ 258C. Consequently, the complete rate law
for the CrIV consumption can be expressed as in the equation:


d½CrO2þ
2 �


dt
¼ �d½CrIV�


dt
¼ k4½pectin�½CrIV� (3)

Figure 4. Effect of [pectin] on k4exp, at 258C. [HClO4]¼ 0.20mol/L,


[CrIV]0¼ 6.24� 10�5mol/L; m¼ 0.50mol/L
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CrO2þ
2 , formed in this reaction, slowly decays to final CrIII


through a pectin-independent pathway (Fig. 5). The rate of
disappearance of CrO2þ


2 depends on [Hþ].[46] In 0.2mol/L HClO4,
[CrO2þ


2 ] decay rate is 100–250 times slower than that of the
CrO2þþpectin reaction ([pectin]¼ 7–18� 10�3mol/L). An inde-
pendently prepared solution of CrO2þ


2 in 0.2mol/L HClO4,
[46]


decomposed at the same rate as CrO2þ
2 formed in


the CrIVþpectin reaction, thus confirming that pectin does
not react with CrO2þ


2 .
Reaction mixtures containing excess of pectin over CrO2þ in


0.5mol/L HClO4 were analyzed for CO2 and HCO2H as reaction
products. Only CO2 was detected. Quantitative analysis of CO2


showed that the reaction yielded 1.0� 0.2mol of CO2 per mole
of CrIV. In a separate experiment, a mixture containing
HCO2Hþ CrO2þ


2 in O2-saturated 0.5mol/L HClO4 yielded CO2


quantitatively. Therefore, CO2 found in the CrIVþ pectin reaction
can either come from oxidation of pectin by CrIV or from further
CrO2þ


2 -induced oxidation of HCO2H (formed by reaction of pectin
with CrIV) by O2.


[15]


Reaction mechanism


In the range of substrate and acid concentration used in the
kinetic measurements, the oxidation of pectin by CrVI is a
complex reaction that yields CrIII, CO2/HCO2H, and oxidized
pectin as final redox products. The fact that CrO2þ


2 is detected in
the reaction of pectin with CrVI together with the observation
of CrV species at pH higher than used in the kinetic
measurements, indicate that both CrIV and CrV intermediate
species are formed in this reaction. However, under conditions
used in the kinetic measurements, CrIV and CrV react with pectin
much faster than CrVI and do not accumulate in the reaction
mixture. Thus, the concentration-time profiles obtained by
iodometric titration of the CrVIþpectin mixtures reflect the
[CrVI] monotonic decay without interference of [CrIV] or [CrV].
In Scheme 2, we propose a mechanism that
combines CrVI!CrIV!CrII and CrVI!CrIV!CrIII pathways,
and takes into account: (a) kinetic results, (b) the polymerization

Figure 5. Curves showing absorbance versus time for the oxidation of (a)


0.63 g/L, (b) 1.26 g/L, and (c) 2.59 g/L apple pectin by CrIV


(6.24� 10�5mol/L) in O2-saturated 0.20mol/L HClO4. m¼ 0.50mol/L;
T¼ 258C. Inset: UV–Vis spectrum of CrO2þ


2 taken at t¼ 1min, under


experimental conditions of curve (a)
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Scheme 2. Mechanism of the oxidation of apple pectin by CrVI


OXIDATION OF APPLE PECTIN BY CRVI


1


of acrylonitrile added to the reaction mixture, (c) detection of
intermediate of oxochromate(V) species, (d) observation of
CrO2þ


2 , and (e) formation of CO2/HCO2H and CrIII as final reaction
products.
The reduction of CrVI by pectin requires Hþ to occur. In contrast,


reduction of CrIV by pectin is pH independent and in the
0.2–0.5mol/L [Hþ] range and 258C, pectinþCrIV reaction is
7� 105–7� 104 times faster than pectinþCrVI at 608C. CrV also
oxidizes pectin faster than CrVI does. In 0.12mol/L HClO4 and
258C, CrV oxidizes pectin 2� 103 times faster than CrVI at 608C.
Therefore, CrIV and CrV, although formed in the CrVIþpectin
reaction, should be involved in fast steps of the reaction pathway.
The slow redox step proposed in Scheme 2 involves C—C bond
cleavage through a two-electron redox process to yield CrIV,
HCO2H, and oxidized pectin (eqn (4)). The initial two-electron
reduction of CrVI by pectin is in agreement with previous reports
on various acid saccharides that were selectively oxidized by CrVI


to the lower homolog.[13,36–37] In the mechanism, we have
included two competitive one- and two-electron reductions
of CrIV by pectin. Thus, CrIV is proposed to react with excess pectin
to yield CrIII, CO2, and pectin radical, or CrII, HCO2H, and oxidized
pectin, through two alternate fast steps (eqns (5) and (6)). The first

J. Phys. Org. Chem. 2008, 21 1059–1067 Copyright � 2008 Joh

is supported by the observed polymerization of acrylonitrile
when it is added to the CrIV and CrVI/pectin reaction mixtures,
while the second, by the observation of CrO2þ


2 (the product of the
reaction of CrII with O2). Cr


V can form by fast reaction of CrII


with CrVI (eqn (7)) and, alternatively, by rapid reaction of the
pectin radical with CrVI (eqn (8)). CrV can further oxidize pectin to
yield CrIII, HCO2H, and oxidized pectin as final redox products
(eqn (9)).
In O2-saturated solutions (1.26� 10�3mol/L) and [CrVI]0<


0.1� 10�3mol/L, reactions (7) and (8) can be neglected because
pectin


.
and CrII intermediates formed in reactions (5) and (6)


should be rapidly trapped by O2 (reactions 10 and 11).[47] The
proposed mechanism is in accordance with the observation
that O2 has no kinetic effect on this reaction, because when
[CrVI]0� 0.5� 10�3mol/L (as employed in the kinetic measure-
ments), both CrII and pectin


.
react with CrVI faster than they do


with O2, and reactions (10) and (11) can be neglected.[15,29,48]


Detection of free radicals and CrO2þ
2 yield< 100% in


the CrIVþpectin reaction in O2-saturated solutions, provided
information supporting that the reduction of CrIV by pectin takes
place through reactions (5) and (6). If the reaction took place
exclusively through the CrIV!CrII pathway (reaction (6)), the
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yield of CrO2þ
2 had to approach 100%.[15] However, in all the


tested CrIVþpectin redox reactions, the yield of CrO2þ
2 reached a


limiting value of�50%, independently of [pectin], while CO2 yield
was 100% (HCO2H, if formed, was further oxidized to CO2 by O2 in
the presence of CrO2þ


2 ). These results suggest that part of the
CrO2þ reacted through a pathway that did not involve CrII. The
observed polymerization of acrylonitrile in the reaction
of CrIVþ pectin suggests that this competitive reaction could
involve one-electron CrIV!CrIII reduction concomitantly with the
formation of pectin radical.[14] To account for the observed 50%
yield of CrO2þ


2 , both competitive reactions (5) and (6) should
occur with similar rate.
The reaction of CrV with pectin is also much faster


than CrVIþ pectin. Only a few seconds are required to
reduce CrV in acid solution, at 258C. The redox reaction involves
two-electrons and yields HCO2H as the only lowmolecular weight
organic product. At higher pH, the redox reaction is slower,
and CrV–pectin species remain in solution for several hours. At pH
3–5, pectin is a good scavenger of CrV generated by one-electron
reduction of CrVI, and the EPR g-parameter suggests that the
donor sites of pectin involved in coordination to the metal are
carboxylate and hydroxyl groups.
The fact that in the CrVIþpectin reaction mechanism steps 5


and 6 are much faster than reaction 4, implies that CrII and pectin
.


are produced at the same rate to afford [CrII]/[pectin
.
]¼ [CrO2þ


2 ]/
([CrVI]0� [CrO2þ


2 ])¼ 1. Detection of CO2 in the CrVIþpectin
reaction under anaerobic conditions means that, in this
reaction, CO2 could not be formed by oxidation of
HCO2H with O2, but through oxidation of pectin by high-valent
Cr. To account for the observed products and stoichiometry, in
Scheme 2 it is proposed that reaction (5) affords CO2 while
reaction (6) yields HCO2H. The overall reaction stoichiometry
deduced from reactions (4) to (9) of Scheme 2 agrees with the
experimental 1.25:0.25:1 HCO2H/CO2/Cr


VI ratio found in mixtures
of CrVI and apple pectin, under anaerobic conditions.
The present results suggest that CrVI (as well as CrIV and CrV)


selectively oxidizes the free carboxylic groups of GalA units
through C—C bond break of the —(H)C(OR)—CO2H moieties.
This pattern of selectivity distinguishes chromic oxidation of
polyuronic acids from that observed for NaVO3 that oxidizes the
terminal unit of the polymeric chain,[49] and MnO�


4 that yields
ketoderivatives upon oxidation of vicinal hydroxyl groups.[50]

CONCLUSIONS


The reaction of pectin with CrVI strongly depends on pH. In acid
medium, redox reaction occurs and reactive CrV, CrII, and CrIV


intermediate species are generated in the redox process,
together with CO2/HCO2H, free radicals, and oxidized forms of
pectin. At pH> 3, apple pectin slowly reduces CrVI, and
stabilizes CrV yielding long-lived oxo-CrV–pectin species, that, if
the medium becomes acid, rapidly affords redox processes. The
Cr-binding sites of apple pectin are mainly the free carboxylic
groups that can undergo redox processes with CrVI–IV in acid
medium or stabilize CrV together with hydroxo donor groups of
the polymer. The present results evidence that pectin can act as
reductant of chromate (specially at low pH), with formation of
highly toxic free radicals, CrO2þ and CrV intermediate species, or
can be involved in the transport of high-valent chromium at
pH> 3.
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Solvent effects on chemical processes: new
solvents designed on the basis of the
molecular–microscopic properties of
(molecular solventþ 1,3-dialkylimidazolium)
binary mixtures
P. M. Mancinia*, G. G. Fortunatoa, C. G. Adamay and L. R. Votteroa

J. Phys. Or

The purpose of this work was to analyze the microscopic feature of binary solvent systems formed by a molecular
solvent (acetonitrile or dimethylformamide or methanol) and an ionic liquid (IL) cosolvent [1-(1-butyl)-3-methyli-
midazolium tetrafluoroborate or 1-(1-butyl)-3-methylimidazolium hexafluorophosphate]. The empirical solvatochro-
mic solvent parameters ET(30), p*, a, and b were determined from the solvatochromic shifts of adequate indicators.
The behavior of the solvent systems was analyzed according to their deviation from ideality. The study focused on the
identification of solvent mixtures with relevant solvating properties in order to select mixed solvents with particular
characteristics. The comparison of the molecular–microscopic solvent parameters corresponding to the selected
binary mixtures with both ILs considered at similar mixed-solvent composition revealed that the difference is
centered on the basic character of them. A kinetic study of a nucleophilic aromatic substitution reaction between
1-fluoro-2,4-dinitrobenzene (FDNB) and 1-butylamine (BU) developed in (acetonitrile or dimethylformamideR IL)
solvent mixtures is presented in order to investigate and compare the solvent effects on a chemical process. For the
explored reactive systems the solvation behavior is dominated by both the dipolarity/polarizability and the basicity
of the media, contributing these solvent properties to accelerating the chemical process. Copyright � 2007 John
Wiley & Sons, Ltd.


Keywords: molecular solvent; ionic liquid; binary mixtures; molecular–microscopic properties; solvatochromic parameters;
aromatic nucleophilic substitution
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INTRODUCTION


Molecular solvents are the usual media where physical and
chemical processes in solution take place.[1] In the last decade,
the attention has been drawn to the use of room-temperature
ionic liquids (ILs) as solvents for different applications, the interest
being mainly based on their potential as solvents for clean
technologies.[4–11] Because of the wide range of employable
cations and anions, many new ionic solvents can be prepared.
From the combination of pure solvents in binary mixtures, the
availability and diversity of mediums increased considerably.
Over the last few years, designing solvents with desired
properties has become an important task for chemists in order
to modulate processes in solution. The challenge consists in
developing a ‘desired solvent’ with a particular use in mind.
To evaluate the behavior of a liquid as a solvent, the


understanding of the solvation interactions at a molecular level
is necessary. In this direction, it is of interest to quantify its most
relevant molecular–microscopic solvent properties, which deter-
mine how it will interact with potential solutes. An appropriate
method to study solute–solvent interactions is the use of
solvatochromic indicators that reflect the specific and nonspecific
solute–solvent interactions on the UV–Vis spectral band shifts. In
this sense, a number of empirical solvatochromic parameters
have been proposed to quantify the molecular–microscopic

g. Chem. 2008, 21 87–95 Copyright � 20

solvent properties. In most cases only one indicator is used to
build the respective scale. Among them, the ET(30) parameter
was proposed by Dimroth and Reichardt[1] to measure solvent
dipolarity/polarizability, though it is also sensitive to the solvent’s
hydrogen-bond donor (HBD) capacity. On the other hand, the
p*, b, and a (Kamlet, Abboud, and Taft)[12–14] multiparametric
approach assigns different parameters to each particular solvent
characteristics (dipolarity/polarizability, hydrogen-bond acceptor
(HBA) basicity, and HBD acidity).
While the use of pure ILs as reaction media was investigated in


a variety of chemical processes,[4–11] reactions carried out in their
binary mixtures with molecular solvents have been less
investigated. We have recently studied the kinetics of nucleo-
philic aromatic substitution (SNAr) reactions carried out in some

07 John Wiley & Sons, Ltd.
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molecular solvent/IL systems. The reaction between 1-fluoro-
2,4-dinitrobenzene (FDNB) and 1-butylamine (BU) or piperidine
performed in binary mixtures of the type (molecular sol-
ventþ alkylammonium salts) was particularly analyzed (Mancini,
Fortunato, Adam, unpublished work).
At this point, the main purpose of this work is to investigate


solvent systems resulting from the basis of binary mixtures
formed by a molecular solvent (with different structures) and an
IL cosolvent. With respect to the ionic cosolvent, we are
particularly interested in ILs characterized by slighter HBD acidity
than other ILs such as the alkylammonium type. In this direction,
the selected liquids are based on 1,3-dialkylimidazolium cations.
They exhibit a wide spectrum of physicochemical properties. It is
demonstrated that their water content, density, viscosity, surface
tension, melting point, and thermal stability are affected by the
length of the alkyl chain and by the nature of the anion.[7,9]


The attention is given to the microenvironment of solutes in
order to investigate the solvation capability of this type of binary
mixtures. So far, the aims are: (i) to characterize the molecu-
lar–microscopic solvent properties measuring a set of empirical
solvatochromic parameters for molecular solvent/IL systems; (ii)
to analyze the response patterns property versus solvent
composition focusing on the changes in the ability to develop
the most relevant interactions (hydrogen-bond acidity, hydro-
gen-bond basicity, and polarity); (iii) to identify relevant mixtures
paying particular attention to pronounced changes in the
microscopic solvent feature in order to select ‘new solvents’; (iv)
to carry out a kinetic study of a SNAr reaction developed in those
binary mixtures which present these relevant microscopic
properties in order to investigate and compare the solvent
effects on a chemical process with relation to the pure molecular
solvent.

RESULTS AND DISCUSSION


The selected ILs are composed of 1-(1-butyl)-3-methyl-
imidazolium [bmim] as the cation and tetrafluoroborate and
hexafluorophosphate as the anions: [bmim][BF4] (ENT ¼ 0.67,
p*¼ 1.05, a¼ 0.63, b¼ 0.38); [bmim][PF6] (E


N
T ¼ 0.67, p*¼ 1.03,


a¼ 0.63, b¼ 0.21).[5] The [bmim][BF4] and [bmim][PF6] were
chosen taking to account that they are the most currently used
ILs and they are nonprotic solvents. They comprise the same
cation and a different anion. The anion mainly determines the
water miscibility. With respect to their physical properties,
[bmim][PF6], exhibits lower melting point, higher viscosity, higher
density, and lower conductivity than [bmim][BF4]. While the latter
one displays a complete miscibility with water at 25 8C, the first
one shows a very low miscibility with this solvent.[7,8,9]


Taking into account their molecular–microscopic properties,
while ENT , p*, and a values are similar, the b value of [bmim][BF4] is
near twofold the value corresponding to [bmim][PF6]. The ENT
values lie in the range associated with polar HBD solvents such as
short- chain alcohols.[1,16,17] The p* values are high in comparison
with nonaqueous molecular solvents and both the cation and the
anion affect this parameter.[15] The a values are largely
determined by the nature of the cation; in this sense, it is
known that 1-methyl-3-alkylimidazolium cations can act as weak
HBDs because of the weak acidic C(2)—H hydrogen atom at the
heterocyclic ring (which is the most acidic of all imidazolium
H-atoms).[18–20] The b values are dominated by the nature of the
anion. The hydrogen-bond acceptor basicity of the ILwith [BF4] as

www.interscience.wiley.com/journal/poc Copyright � 2007

anion is parallel to the value of acetonitrile. The higher proton
acceptor ability of [BF4] with respect to [PF6] has been confirmed
employing other solutes as solvatochromic probes.[21]


The molecular solvents included in the analysis are acetonitrile
(AN, ENT ¼ 0.46, p*¼ 0.75, a¼ 0.19, b¼ 0.40), N,N-dimethyl-
formamide (DMF, ENT ¼ 0.40, p*¼ 0.89, a¼ 0, b¼ 0.71), and
methanol (MeOH, ENT ¼ 0.76, p*¼ 0.60, a¼ 0.98, b¼ 0.66).[1,22]


The selection was done on the basis of their miscibility with the IL
and their microscopic properties. AN is a polar HBA/HBD solvent,
DMF is a polar aprotic HBA solvent, and MeOH is a protic solvent.
It is important to remark that the microscopic solvent parameters
for (MeOHþ [bmim][BF4]) mixtures have been reported
recently.[23]


Characterization of binary solvent mixtures. Determination
of the molecular–microscopic solvent parameters


The ENT , p*, a, and b solvatochromic parameters (which were
determined UV–Vis spectroscopically by means of the adequate
reference compounds) are listed in Table 1. Figure 1 shows the
response patterns of the molecular–microscopic solvent proper-
ties on the overall IL mole fraction range. It can be observed that,
in general, the binary mixtures with [bmim][PF6] exhibit similar
dipolarity/polarizability, slightly higher acidity, and lower basicity
(except at the lowest concentration of IL) than mixtures with
[bmim][BF4]. The shape of the property versus solvent composition
curves reflects the experimental behavior patterns of the
explored mixtures to the chemical properties of the reference
probes being analyzed according to their deviation from ideality.


Polarity ENT


On the one hand, as it has been mentioned above, the ENT values
for the [bmim] ILs lie in the range corresponding to polar HBD
solvents (such as short-chain alcohols).[1,24] On the other hand, it
is known that the ENT scale is particularly sensitive to the HBD
ability of the cation of ILs.[25] In connection with this, the
experimental data reflect the expected results considering that
both ILs contain the same cation: the parameter values and the
shapes of the curves are similar for themixtures with both ILs. The
ENT values exhibit, in all cases, positive deviation from the ideal
behavior. Moreover, whereas in the mixtures with AN, a slight
synergetic effect takes place at high IL mole fractions, in the
mixtures with MeOH this effect is clearly marked at all
compositions. The prominence of the synergetic effect in
mixtures with MeOH can be related to the fact that the ENT
values of both pure solvents are nearly equal. Synergism on ENT
values was reported for the [bmim][PF6]þ ethanol solvent
system.[26,27]


It is important to remark that the agreement between the ENT
values for MeOHþ [bmim][BF4] mixtures here determined and
the recently reported values[23] is excellent (DENT � 0.02).


Dipolarity/polarizability p*


The plots presented in Fig. 1 show that p* values exhibit positive
deviations from the ideal behavior, which are more marked when
the difference between the molecular–microscopic property of
both pure solvents is larger. The p* values of mixtures with both
ILs are similar. For the mixtures with AN, the pattern shows an S
type curve, whereas in mixtures with DMF the behavior is nearly
ideal. Additionally, the results for MeOHþ IL mixtures clearly
reflect that the dipolarity/polarizability for these mixtures is

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 87–95







Table 1. Solvatochromic parameters ENT , p*, b, and a for binary mixtures of acetonitrile or dimethylformamide or metha-
nolþ [bmim][BF4] or [bmim][PF6], measured at 25 8C


Parameter


Ionic liquid mole fraction


0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9


ANþ [bmim][BF4]


ENT 0.62 0.64 0.66 0.67 0.68 0.69 0.70 0.70 0.71 0.72


p* 0.86 0.88 0.93 0.97 0.99 1.01 1.01 1.00 1.01 1.01
b 0.41 0.49 0.48 0.47 0.46 0.45 0.45 0.45 0.45 0.45
a 0.58 0.61 0.61 0.61 0.62 0.62 0.63 0.64 0.65 0.66


DMFþ [bmim][BF4]


ENT 0.56 0.63 0.65 0.67 0.67


p* 0.95 0.98 1.00 1.00 1.02
b 0.68 0.56 0.48 0.42 0.38
a 0.33 0.40 0.53 0.59 0.63


MeOHþ [bmim][BF4]


ENT 0.84 0.83 0.80 0.78 0.77


p* 0.95 1.00 1.03 1.04 1.04
b 0.46 0.47 0.46 0.43 0.41
a 0.97 0.92 0.86 0.81 0.77


ANþ [bmim][PF6]


ENT 0.62 0.64 0.65 0.66 0.67 0.68 0.68 0.69 0.69


p* 0.87 0.89 0.91 0.93 0.94 0.96 0.97 0.98 0.98
b 0.40 0.35 0.30 0.27 0.24 0.22 0.20 0.19 0.17
a 0.59 0.62 0.64 0.65 0.66 0.66 0.66 0.67 0.67


DMFþ [bmim][PF6]


ENT 0.56 0.61 0.65 0.65 0.65 0.66 0.66 0.67 0.67


p* 0.94 0.95 0.95 0.95 0.95 0.96 0.97 0.99 1.00
b 0.71 0.64 0.57 0.48 0.39 0.32 0.25 0.22 0.18
a 0.34 0.40 0.46 0.53 0.59 0.60 0.61 0.62 0.63


MeOHþ [bmim][PF6]


ENT 0.84 0.85 0.83 0.80 0.74


p* 1.00 1.01 1.01 1.03 1.00
b 0.49 0.45 0.26 0.17 0.18 0.20
a 0.93 0.98 0.96 0.87 0.77
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dominated by the IL showing the largest preferential solvation.
These results can be related to the ion indicator of nonspecific
interactions which control the solvation pattern. It can be pointed
out that the here determined p* values of MeOHþ [bmim][BF4]
mixtures are, in all cases, higher than those reported previously
(0.02�Dp*� 0.16).[23]


Basicity b


The plots of b versus solvent composition presented in Fig. 1 reveal
that in all cases the basicity values of the mixtures with
[bmim][BF4] are higher than those of the mixtures with
[bmim][PF6]. The general trend shows a negative deviation of
b from the ideal behavior, excluding ANþ [bmim][BF4] mixtures.
This latter solvent system exhibits a synergetic effect for this
property. In connection with this, it is important to notice that the
basicity of [bmim][BF4] matches that of AN. The response patterns
show that the influence of the IL is strong except at the lowest IL
concentration, suggesting that the property values are domi-
nated by the anion. These results can be related to the prefer-
ential solvation of the solutes by the ILs through the anions, with
[BF4] being a better solvating species than [PF6]. On the other

J. Phys. Org. Chem. 2008, 21 87–95 Copyright � 2007 John Wil

hand, the calculated basicity of MeOHþ [bmim][BF4] mixtures is
lower than previously reported data (0.09�Db� 0.23).[23]

Acidity a


The plots presented in Fig. 1 show that a values exhibit positive
deviations from the ideal behavior. Two different response
patterns can be observed, independently of the IL which
takes part in the mixtures: (i) for AN and DMF the parameter
values abruptly increase with small increases in cosolvent
content, this effect being controlled by the IL; and (ii) the acidity
decreases continuously when the IL is added to MeOH exhibiting
a positive deviation from the ideal behavior. This last solvation
pattern is controlled by the protic solvent. It can be noted that the
calculated a values of MeOHþ [bmim][BF4] mixtures are lower
than those previously reported (0.10�Da� 0.18).[23]


These results can be ascribed to two reasons: on the one hand,
Reichardt́s dye has a strongly hydrogen-bond accepting
phenolate oxygen which interacts with the cation of the IL,
and, on the other hand, the ET(30) values are the key in the
measurements of acidity a.

ey & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 1. molecular–microscopic solvent properties versus mixed-solvent composition
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Table 2. Selected binary solvent mixtures and their molecular–microscopic solvent properties


Solvent Composition ENT p* b a


Liquid 1 XAN 0.9/X[bmim][BF4] 0.1 0.64 0.88 0.49 0.61
Liquid 2 XAN 0.9/X[bmim][PF6] 0.1 0.62 0.87 0.40 0.59
Liquid 3 XAN 0.5/X[bmim][BF4] 0.5 0.69 1.01 0.45 0.62
Liquid 4 XAN 0.5/X[bmim][PF6] 0.5 0.67 0.94 0.24 0.66
Liquid 5 XDMF 0.9/X[bmim][BF4] 0.1 0.56 0.95 0.68 0.33
Liquid 6 XDMF 0.9/X[bmim][PF6] 0.1 0.56 0.94 0.71 0.34
Liquid 7 XMeOH 0.5/X[bmim][BF4] 0.5 0.80 1.03 0.46 0.86
Liquid 8 XMeOH 0.5/X[bmim][PF6] 0.5 0.83 1.01 0.17 0.96


DIALKYLIMIDAZOLIUM IONIC LIQUIDS

It is worth noticing that the MeOHþ [bmim][PF6] mixtures
exhibit a higher HBD ability than the MeOHþ [bmim][BF4]
mixtures. Considering that these solvents systems differ only in
the nature of the anion, this behavior can be connected with an
anion effect on the acidity: the HBD ability is controlled by the
HBA ability of the anion. Themore basic the anion, the greater the
effect and this is particularly significant in a protic solvent such as
MeOH.


Selection of ‘new solvents’


As it is known, binary mixtures of solvents can be deliberately
used to modify particular chemical characteristics of a reaction
media. In connection with this, we have focused our attention on
those binary mixtures as part of the solvent systems explored
in this work, with particular molecular–microscopic solvent
properties. In this sense, we selected individual solvent mixtures
with the objective of providing ‘new liquids’ with particular
solvating properties. It should be remarked that, in order to com-
pare the behavior of [bmim][PF6] with respect to [bmim][BF4], the
selected mixtures are of similar concentration for both ILs. The
proposed ‘new solvents’ are presented in Table 2.


General trends


Solvents 1 and 2 exhibit similar changes with respect to AN. On
the one hand, the basicity remains constant or is slightly
increased, the dipolarity/polarizability being moderately
increased. On the other hand, the acidity is markedly increased.
These new liquids are also comparable with respect to their HBD
ability and dipolarity/polarizability but differ in the HBA ability
which is slightly higher for liquid 1.
Solvent 3 exhibits a slightly higher dipolarity/polarizability than


solvent 4, whereas this liquid is a slightly better HBD solvent. In
spite of this, it is the basicity that clearly characterizes the
solvation behavior of each liquid, solvent 3 being nearly two
times more basic than solvent 4.

Scheme


J. Phys. Org. Chem. 2008, 21 87–95 Copyright � 2007 John Wil

The changes observed in solvents 5 and 6 with respect to DMF
are similar to those observed in solvents 1 and 2, the increases in
a values being smaller than those for AN. Both liquids have
practically the same solvation pattern.
Solvents 7 and 8 show dipolarity/polarizability and basicity


values comparable to those of the pure ILs, the acidity values
being greatly increased with respect to the values of both ILs.
From the comparison of their properties, it can be observed that
the main divergence between them lies in the HBA ability which
is higher for liquid 7.


Solvent effects on chemical processes: Aromatic nucleophilic
substitution reactions


In order to investigate this type of binary solvent systems as
media to carry out chemical reactions, a kinetic study of
the SNAr reaction between FDNB and the primary amine BU was
performed in some selected binary mixtures with AN and DMF, at
25 8C. Moreover, it is of interest to evaluate the behavior of the
individual binary mixtures selected as ‘new solvents’.
The reactions were carried out at pseudo-first-order conditions:


they yielded the expected product [N-(2,4-dinitrophenyl)1-
butylamine] in quantitative yield and proved to be first order
in the corresponding substrate. The second-order rate constants
kA were calculated from the experimental pseudo-first-order
rate constants kw and the appropriate amine concentration.
At this point it is important to remark that the reactions
carried out in MeOHþ IL mixtures do not generate N-(2,4-
dinitrophenyl)1-butylamine in a quantitative way.
We assume that the reaction proceeds by the classical two-


step mechanism shown in the Scheme 1. Application of
the steady-state approximation for the concentration of ZH,
d[ZH]/d[t]¼ 0, yields Eqn (1) for the second-order reaction rate
constant kA.


kA ¼
k1 k2 þ kB3 ½B�
� �


k�1 þ k2kB3 ½B�
(1)

1.
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Table 3. Second-order rate constants kA (lmol�1 s�1) and pseudo-first-order rate constants kobs (s
�1) for the reaction between


1-fluoro-2,4-dinitrobenzene (4� 10�5M) and 1-butylamine in (AN or DMFþ IL) binary mixtures measured at 25 8C (including the
data in the pure molecular solvents)


Solvent XIL


[1-BU]/M


kA0.002 0.004 0.006 0.008


ANþ [bmim][BF4]
0a 0.0150 0.0304 0.0454 0.0600 7.60
0.1 0.0316 0.0623 0.0904 0.1185 14.4
0.2 0.0344 0.0670 0.0950 0.1260 15.1
0.3 0.0360 0.0660 0.1000 0.1342 16.4
0.4 0.03650 0.0710 0.1040 0.1400 17.2
0.5 0.0370 0.0740 0.1074 0.1440 17.7
0.6 0.0359 0.0743 0.108 0.1420 17.6
0.7 0.0398 0.073 0.1043 0.135 16.0
0.8 0.0400 0.0733 0.100 0.121 13.4
0.9 0.0430 0.0720 0.100 0.12 12.9


ANþ [bmim][PF6]
0.1 0.0140 0.0297 0.0476 0.0681 7.60
0.2 0.0161 0.0322 0.0500 0.0710 8.98
0.3 0.0168 0.0320 0.0470 0.0625 9.01
0.4 0.0163 0.0330 0.0526 0.0733 9.49
0.5 0.0168 0.0329 0.0578 0.0761 10.1


DMFþ [bmim][PF6]
0b 0.0714 0.1492 0.230 0.313 38.9
0.1 0.0336 0.1180 0.2344 0.2144 32.9
0.2 0.0400 0.1200 0.183 0.2080 28.4
0.3 0.0545 0.1150 0.1560 0.2130 25.8
0.4 0.0590 0.1270 0.1510 0.198 22.1


a Ref. 31.
b Ref. 28.
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For the condition k�1� k2þ kB3[B] Eqn (1) is reduced to kA¼ k1,
the formation of the intermediate is rate limiting, and the reaction
is not base catalyzed. If the condition is not obeyed, the
decomposition of the intermediate is rate limiting, and base
catalysis is observed, the kinetic form of the catalysis depending
on the relative magnitudes of k�1 and k2þ kB3[B].
Table 3 presents the experimental pseudo-first-order rate


constants kw and the second-order rate constants kA for reactions
performed in ANþ IL solvent systems. It can be pointed out that
in mixtures with [bmim][BF4] the reaction was explored at the
whole range of solvent composition, while in mixtures with
[bmim][PF6] it was explored just from pure AN up to XIL¼ 0.5. This
can be related with the fact that at high IL concentrations the
medium viscosity produces a disturbing trend in the results
(h[bmim][BF4]¼ 154(20) cP; h[bmim][PF6]¼ 371(20) cP).[9] The kinetic
data for the reaction carried out in DMFþ [bmim][PF6] mixtures
from pure DMF up to XIL¼ 0.5 are additionally presented.
Moreover, with respect to the reactions carried out in both pure
ILs, the formation of a colored ‘complex’ is evidenced as the
substrate is dissolved. The kinetic results presented in Table 3
show that no acceleration in rate is produced for an increasing
amount of amine, so the reactions do not exhibit base catalysis
and the formation of the intermediate is rate determining. This
trend is reasonable considering that base catalysis, in general, is

www.interscience.wiley.com/journal/poc Copyright � 2007

not operative in SNAr reactions with primary amines as
nucleophiles.
In order to analyze the changes in the second-order rate


constant when the IL is added to the molecular solvent, the plots
kA versus solvent composition are shown in Fig. 2. According to
the kinetic response of the reactive systems, the following
observations can be made:

(i) U

Joh

ndoubtedly, a synergetic effect on the reaction rate occurs
in the case of ANþ [bmim][BF4]: in some binary mixtures the
kA values are higher than those in pure AN and in the (XAN
0.1/XIL 0.9) mixture. It can be observed that kA values exper-
iment a remarkable enhance when small amounts of IL are
added to the molecular solvent. Focusing the attention on
the proposed new solvents, the kA values increase 90 and
133% (referred to the value in AN) at XIL¼ 0.1 (solvent 1) and
at XIL¼ 0.5 (solvent 3), respectively. This special kinetic syner-
getic behavior was manifested in SNAr reactions between
FDNB and secondary amines developed in some binary
mixtures of molecular solvents, in which base catalysis is
operative. In this case it is concluded that this effect is
concerned with a complex combination of factors related
to the variation of the influence of base catalysis (which
changes with solvent composition) and to specific solvent

n Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 87–95
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Figure 2. Plots of kA versus XIL for the reaction of 2,4-DNFB and 1-BU in


(AN or DMFþ [bmim][BF4] or [bmim][PF6]) binary mixtures (including the


data in the pure molecular solvents)
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effects, particularly hydrogen-bond interactions.[29] Here, it
can be remarked that the synergism is manifested in non-
catalyzed reactions.

(ii) T

he kA values experiment a slight enhancement in
ANþ [bmim][PF6] mixtures. As it is shown the reaction rate
remains unchanged at XIL¼ 0.1 (solvent 2) while the secon-
d-order rate constant undergoes a percentage increase of
33% at XIL¼ 0.5 (solvent 4).

(iii) If

 the kinetic data inmixtures with AN are compared between
them the ratios corresponding to the new solvents (liquid 1/
liquid 2 and liquid 3/liquid 4) are kA[bmim][BF4]/kA[bmim][PF6]¼
1.9 and 1.75 respectively, indicating that the system is near
twofold more reactive in mixtures with [bmim][BF4] than in
mixtures with [bmim][PF6].

(iv) W

ith respect to the reaction performed in DMFþ
[bmim][PF6] mixtures, the shape of the curve reveals that
kA values decrease continuously with the increase in the IL
concentration.

At this point, it is of interest to relate the kinetic data with the
molecular–microscopic solvent properties with the purpose to

ble 4. Correlation coefficients (r and r2), standard deviation (SD),
rors) and the number of data points (n) corresponding to logkA¼
nary mixtures (including the data in pure molecular solvents)


r2) SD Y (sY) s (s


47 (0.896) 0.0432 �3.249 (1.359) 2.661 (0
04 (0.817) 0.065 �0.385 (0.259) 1.281 (0
46 0.895 0.073 �0.587 (0.274) 1.668 (0


N; ANþ [bmim][BF4] mixtures (XAN 0.1/XIL 0.9).
N; ANþ [bmim][BF4] mixtures (XAN 0.1/XIL 0.9), ANþ [bmim][PF6
N, DMF, ANþ [bmim][BF4] mixtures (XAN 0.1/XIL 0.9), ANþ [bmim]
/XIL 0.4).
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aid in the interpretation of the solvent effects on the explored
reaction.


Correlation analysis


The often linear correlation between empirical solvent
parameters and other solvent-dependent properties (e.g.,
logarithms of rate, equilibrium constants) can be considered as
manifestations of general free energy relationships (LFER). In
order to interpret quantitatively the influence of the solvent
effects on the explored reaction we have correlated the reported
kinetic data and the quantified molecular–microscopic solvent
properties by means of the multiparametric approach developed
by Kamlet et al.[14] [Eqn (2)]:


log kA ¼ Y þ sp� þ aaþ bb (2)


where s, a, and b measure the relative susceptibilities of the
reactive system with respect to the solvent properties (dipolarity/
polarizability, HBD, and HBA ability). The results are presented in
Table 4. As can be seen, the correlations are good. The signs and
values of the s, a, and b correlation coefficients reveal the
following: (i) the incidences of the solvation effects ascribed to
the dipolarity/polarizability and HBA character of the solvent are
more important than that attributed to the HBD solvent ability; (ii)
the dipolarity/polarizability and HBA solvent character manifest
positive influence on kA values whereas, in contrast, the incidence
of solvation effects originated on the solvent HBD capability is
negative. The data presented in Table 4 reveal that, in general, an
accelerating effect on the reaction rate can be attributed to a
combination of the dipolarity/polarizability and HBA ability of the
solvent. Moreover, it can be pointed out that the observed kinetic
synergetic effect on kA values can be clearly related with the
solvent basicity.
The results derived from the correlation analysis reveal that: (i)


the reaction rate increases by the increasing solvent dipolarity/
polarizability since the zwitterionic intermediate is more polar
than the reactants and the activated complex leading to ZH is
favored by increasing solvent dipolarity/polarizability; (ii) the
reaction rate increases by the increasing solvent HBA ability for
the reason that the zwitterionic intermediate and the corre-
sponding transition state have HBD character owing to the extra
hydrogen of the primary amine, and (iii) the reaction rate
decreases with the increasing HBD ability of the solvent for the
reason that the amine can be stabilized via hydrogen-bonding
interactions.

intercept (Y), and the parameters s, a, and b (and their standard
Yþ sp*þ aaþ bb for the reaction between 2,4-DNFB and BU in


s) a (sa) b (sb) n


.915) �0.0059 (0.453) 6.076 (2.111) 10a


.427) �0.103 (0.261) 0.821 (0.252) 15b


.418) �0.463 (0.195) 0.988 (0.233) 20c


] mixtures (XAN 0.1/XIL 0.5).
[PF6] mixtures (XAN 0.1/XIL 0.5), DMFþ [bmim][PF6] mixtures (XAN
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Figure 3. Plot of the experimental logkA values for the reaction of


2,4-DNFB and 1-BU versus the predicted values calculated by the data


of Table 4 for n¼ 20
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The correspondence between the experimental values of
logkA and the corresponding values calculated by the data
reported in Table 4 for n¼ 20 was investigated. The results
show that the linear correlation is good: log kAðexp:Þ¼0:039þ
0:970� log kAðcalc:Þ; r¼ 0.945; SD¼ 0.067. The corresponding
plot is presented in Fig. 3. In connection with this and in order to
illustrate the applicability of these results, the second-order rate
constants at X[bmim][PF6]¼ 0.9 were estimated: kA(ANþ[bmim][PF6])¼
7.43 (lmol�1 s�1); kA(DMFþ[bmim][PF6])¼ 8.71 (lmol�1 s�1).

CONCLUSIONS


� The comparison of the molecular–microscopic solvent
parameters corresponding to the explored binary mixtures
with both ILs considered at similar mixed-solvent composition
reveals that the difference between the explored mixtures is
centered on the basic character.
For the proposed ‘new solvents’ 1, 2, 5, and 6, while it can be


observed that the dipolarity/polarizability and basicity are
similar to those of AN and DMF, the acidity is quite different
being highly increased, particularly in the case of AN.
The most important difference between solvents 3 and 4


resides fundamentally in their basic character.
The individual selected solvent mixtures with MeOH


(solvents 7 and 8) clearly differ in the b property.
The particular properties of these selected ‘new solvents’
converted them in an appropriate media for chemical
processes.


� The multiparameter correlation treatment of the kinetic data
with the molecular–microscopic solvent properties allowed us
to determine the incidence of each type of solvent property on
the kinetics of the reaction. For the explored reactive systems
the solvation effects are dominated by both the dipolarity/
polarizability and the basicity of the media, contributing these
solvent properties to accelerating the chemical process.
The reactions carried out in solvents with ANþ [bmim][BF4]


exhibited higher reaction rates than the ones performed in

www.interscience.wiley.com/journal/poc Copyright � 2007

mixtures with ANþ [bmim][PF6]. Considering that the
reactions are noncatalyzed, these results can be related to a
more efficient solvation of the transition state when the anion
is [BF4]. Moreover, the higher kA values detected for the
reaction performed in DMFþ [bmim][PF6] mixtures with
respect to the mixtures with AN can also be related with
the high HBA ability of the media.
The observed special kinetic synergetic effect in ANþ


[bmim][BF4] mixtures can be principally attributed to the
solvent basicity being an evidence that the mixed solvents
behave as a ‘new solvents’ with particular solvating properties.
Moreover it can be noted that this particular kinetic effect was
not observed previously in noncatalyzed SNAr reactions
developed in binary organic solvent systems.

EXPERIMENTAL


Reagents and solvents


2,4-DNFB and BU were purified as previously reported.[30,31]


[bmim][BF4] and [bmim][PF6] were prepared according to literature
procedure.[32,33] The crude ILs were purified through alumina and
dried under vacuum. Solvatochromic indicators [2,6-diphenyl-4-(2,
4,6-triphenyl-1-piridinio)-1-phenolate; N,N-diethyl-4-nitroaniline;
4-nitroanisole; 4-nitroaniline; 4-nitrophenol], and molecular sol-
vents were prepared and/or purified as previously reported.[30,31]


The binary mixtures were prepared prior to use and stored under
anhydrous conditions.


Solvatochromic parameter measurements and calculations


The spectroscopic data were obtained with a Perkin-Elmer
Lambda 40 UV/Vis spectrophotometer, equipped with a
thermostatic cell holder. The indicator solutions were prepared
just prior to use. The ET(30) and ENT parameters were calculated
according to the procedure reported elsewhere.[1] The micro-
scopic properties p*, b, and a were calculated according to
general expressions collected by Marcus.[22]


Kinetic procedures


The kinetics of the reactions was studied by UV–Vis spectropho-
tometry, essentially by the procedure previously described.[30,31]


DNFB was dissolved in the pure solvents and the corresponding
binary mixtures were prepared at the proper concentrations in
order to yield the required IL mole fractions in the cell.
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INTRODUCTION


The design of self-assembling supramolecules becomes the
charming target toward the development of new materials and
nanoscale devices.[1–6] As a novel class of self-assembled mate-
rials, low weight molecular (LWM) gels have received consider-
able attention in recent years because they can organize into
regular nanoarchitectures through specific non-covalent inter-
actions including hydrogen bonds, hydrophobic interactions,
p–p interactions and van der Waals forces.[7–13] The intermole-
cular hydrogen bonds or p–p interactions usually facilitate the
growth of linear, elongated aggregates in the gels. Chiral
diaminocyclohexane or cis-1, 3, 5-cyclohexanetricarboxamides
are important organogelator cores for the formation of chiral
organogel systems, which was reported by Hanabusa et al. for the
first time.[14,15] Shinkai et al. successfully transcribed the chiral,
helical structures of the organogels into silica gel and got chiral
silica with both right- and left-handed helical motif.[16,17]


Azobenzene moieties are known to all for their photo
responsive properties. The soft matter contained azobenzene
groups can potentially be applied in message storage and
transport, etc.[4] In the organogel systems, azobenzene groups
also acted as p system to enforce the interactions among the
molecules. Feringa reported the chiral recognition through
cooperative interactions between aggregates and gels of
bis(ureido)-cyclohexane skeleton containing azobenzene chro-
mophores.[18] Kato introduced azobenzene based chiral gelator
into liquid crystal systems to get photo responsive anisotropic
liquid-crystalline physical gels.[19,20] Zhao et al. achieved
electrically switchable diffraction gratings based on light-induced
reorganization process in two azobenzene contained gela-
tors.[21,22] In our previous work, we observed solvent tunable
morphologies in an azobenzene gelator with several competitive
or cooperative interactions[23] and we also developed a new

g. Chem. 2008, 21 338–343 Copyright �

system of two component photo-responsive gel.[24] However,
stimulus response operated in the self-assembled gel state is still
a challenge. In this work, we synthesized a novel triarmed cis-1, 3,
5-cyclohexanetricarboxamides gelator AZO-C16, functionalized
by three azobenzene moieties grafted with three long alkyl
chains (Scheme 1). The cooperative interactions of hydrogen
bonding, p–p interactions and van der Waals forces confirmed
the compound an effective gelator for various organic solvents.
The main attraction is that the self-assembly organization
resulted in a chiral helical structure in a supramolecular level
even using a non-chiral compound as a building block.


MATERIALS AND METHODS


General


All starting materials were obtained from commercial suppliers
and used as received. Moisture sensitive reactions were
performed under an atmosphere of dry argon. 1H NMR and
13C NMR spectra were recorded on a Mercuryplus, at 400 and
100MHz, respectively. Proton chemical shifts are reported in
parts per million downfield from tetramethylsilane. Matrix-
assisted laser desorption ionization time-of-flight (MALDI-
TOF-MS) was recorded on an AXIMA-CFRPLVS mass spectrometer
(Shimadzu). Element analysis was carried out on a VARIOEL3
apparatus (ELEMENTAR).

2008 John Wiley & Sons, Ltd.







Scheme 1. Structure and synthesis process of compound AZO-C16
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A NOVEL PHOTO-RESPONSIVE ORGANOGEL

Synthesis of the gelator


(E)-4-(4-nitrophenyl diazenyl) phenol (1)


Yellow solid 1 was synthesized according to a previous
report[23,24] (95% yields). 1H NMR (CDCl3) d 8.36 (d, J¼ 9.2 Hz,
2H), 7.93–7.99 (q, J¼ 8.8 Hz, 4H), 6.98 (d, J¼ 8.8 Hz, 2H).


(E)-1-(4-(hexadecyloxy) phenyl)-2-(4-nitrophenyl)diazene (2)


1-Bromohexadecane (6.1ml, 20mmol) was dropped into 50ml of
dry acetone solution containing 1 (2.43 g, 10mmol) and
anhydrous potassium (2.78 g, 20mmol). The reaction mixture
was refluxed, stirred for 8 h and then poured into excess
water. 2[25] was obtained by filtration and purified by column
chromatography on silica gel with chloroform/petrol ether
(1:2, v/v) as the eluent, yield 4.20 g (90%). M.p. 87–88; 1H NMR
(CDCl3) d 8.36 (d, J¼ 8.8 Hz, 2H), 7.97 (q, J¼ 7.2 Hz, 4H), 7.02 (d,
J¼ 7.2 Hz, 4H), 4.06 (t, J¼ 6.8 Hz, 2H), 1.80–1.86 (m, 2H), 1.26–1.50
(m, 28H), 0.88 (t, J¼ 6.4 Hz, 3H).


(E)-4-((4-hexadecyloxy phenyl)diazenyl)benzenamine (3)


Na2S � 9H2O (4.80 g, 20mmol) was added to a suspension of 2
(2.72 g, 6mmol) in 50ml of H2O/dioxane (1:1, v/v). The reaction
mixture was stirred at 80 8C for 24 h. Crude 3 (2.62 g) was
obtained and purified by column chromatography on silica gel
with chloroform as the eluent, yield 60%. M.p. 88–89; 1H NMR
(CDCl3) d 8.83 (d, J¼ 8.8 Hz, 2H), 7.76 (d, J¼ 8.8 Hz, 2H), 6.98 (d,
J¼ 9.2 Hz, 2H), 6.73 (d, J¼ 8.4 Hz, 2H), 4.02 (t, J¼ 6.4 Hz, 2H),
3.98 (s, 2H), 1.77–1.84 (m, 2H), 1.26–1.47 (m, 28H), 0.88 (t,
J¼ 6.4 Hz, 3H).


(1s, 3s, 5s)-Cyclohexane-1,3,5-tricarbonyl trichloride (4)


SOCl2 (1ml; excess) was dropped into 10ml of dry THF solution of
(1s, 3s, 5s)-cyclohexane-1, 3, 5-tricarboxylic acid (0.43 g, 2mmol).
The reaction mixture was refluxed and stirred for 3 h. The solvent
and excess SOCl2 were evaporated under reduced pressure to

J. Phys. Org. Chem. 2008, 21 338–343 Copyright � 2008 John

yield 4 as a white solid. The product was used in the next reaction
without further purification.


(1s,3s,5s)-N1,N3,N5-tris(4-((E)-(4-hexadecyloxy phenyl) diazenyl)
phenyl) cyclohexane-1,3,5- tricarboxamide (AZO-C16)


4 (0.22 g, 1mmol) in 5ml THF was dropped into 30ml THF
solution of 3 (1.44 g, 3.3mmol) under an atmosphere of dry
argon, then 0.5ml triethylamine (TEA) was added. The reaction
mixture was stirred and refluxed overnight. The resulted
precipitate was then filtered and washed with THF to obtained
0.96 g of AZO-C16 (65% yields). M.p. 73–75 8C, 1H-NMR (CDCl3,
608C) d 8.18 (br, NH, 3H), 7.83–7.85 (m, ArH, 12H), 7.69–7.71 (m,
ArH, 6H), 6.95–6.98 (m, ArH, 6H), 4.02 (t, —OCH2—, 6H), 3.58 (m,
3H), 2.05 (m, 3H), 1.79–1.82 (m, 9H), 1.44–1.49 (m, 6H), 1.30
(s, —CH2—, 72H), 0.89 (t, —CH3, 9H). Anal. Calcd (%) for
C93H135N9O6: C 75.72, H 9.22, N 8.55; found: C 75.46, H 9.11, N 8.67.
MALDI-TOF-MS: 1475.1 [MþH]þ.


Instruments


Fourier transform infrared (FT-IR) spectra were performed using a
Nexus 470 spectrometer (Nicolet Company). UV–visible spectra
were recorded on an UV–vis 2550 spectroscope (Shimadzu). The
UV and visible irradiation was carried out by a CHF-XM550W
power system (China). Visible light was generated by a 500W Xe
lamp with a standard band-pass filter 440 AF10 (Omega).
Irradiations in the UV region were effected at 365 nm. Scanning
electron microscopy (SEM) images of the xerogels were obtained
using an SSX-550 (Shimadzu) with an accelerating voltage of
15 kV. Samples were prepared by spinning the gels on glass slices
and coating with Au.

RESULTS AND DISCUSSIONS


Gelation properties


A typical procedure for gelation test is described below: a
weighed compound wasmixedwith a certain organic solvent in a
sealed test tube and the mixture was heated until the solid was
dissolved. The resulting solution was then cooled to room
temperature. If the test tube with gelled sample was turned
upside downwithout flow, the sample was labelled as ‘gel’.[14] The
gelation properties of AZO-C16 were tested in 20 kinds of
solvents (Table 1). It shows excellent gelling capability with 13
kinds of the test solvents and all the gels were semitransparent
and stable for months (Fig. 1). These gelling solvents ranged from
hydrocarbon solvents and aromatic solvents to dipolar aprotic
solvents. This indicates that AZO-C16 acts as a versatile gelator.


UV–vis spectra and the photochromic
properties of the gels


Electronic UV–vis absorption spectra of the gels were studied to
obtain information about the aggregated state of azobenzene on
the molecular scale. The concentration of both dioxane and DMF
gels is 1.0� 10�2M and the concentration of both dioxane and
DMF solution is 1.0� 10�5M. Dioxane and DMF solutions of
AZO-C16 have maximum absorbance at 367 and 372 nm,
respectively, corresponding to the trans-azobenzene chromo-
phore (Fig. 2a and 2b). In the gel state of the corresponding
solvents, the absorption band of p–p* transitions of the
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Table 1. Gelation properties of AZO-C16


Solvents State CGC Solvents State CGC


Dichloromethane G 8mg/ml Ethanol I —
Chloroform G 10mg/ml 1-Butanol I —
Acetone I — Benzene G 10mg/ml
Acetonitrile I — Toluene G 8mg/ml
Ethyl acetate G 6mg/ml Xylene G 10mg/ml
Hexane I — Bromobenzene G 10mg/ml
Cyclohexane I — 1-Bromobutane G 10mg/ml
THF G 10mg/ml 1-Bromohexane G 10mg/ml
Dioxane G 8mg/ml 1,2-Dichloroethane G 10mg/ml
Methanol I — DMF G 6mg/ml


CGC, critical gelation concentration, the minimum concentration necessary for gelation of solvents; I, insoluble; G, gel.
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azobenzene moiety became broad and the maximum absor-
bance blue shifted to 344 and 363 nm (Fig. 2c and 2d),
respectively. The situation for the solution and gel state in THF
solvent was similar to that of dioxane. This indicates that the
azobenzene groups form H-type aggregation in the gel state
(especially dioxane as the solvents). Under the irradiation of UV
light (365 nm), these bands of azobenzene obviously decreased
and two new bonds at 318 and 450 nm in these solvents were
observed. This indicated the transformation of the trans isomer to
cis isomer of the azobenzene groups. Sequentially, the stable gels
collapsed gradually and became homogeneous sol over 2 h.
Moreover, the absorption bands of the cis isomer in collapse gel
are almost the same with that of cis isomer in diluted solution,
which means that the photochromic process destroyed the
aggregates in the gel state, thus resulting in the collapse of the
gel. The sol was deposited instead of recovering to homogeneous
gel upon irradiation with the visible light of 440 nm for 30min at
room temperature in DMF or dioxane. The gel state can be
restored again by heating the sample to solution (within 10min,
95 and 105 8C for DMF and dioxane, respectively) and cooling to
room temperature. However, for CHCl3 gel (10mg/ml) with Tg of
58 8C, the irradiation-induced sol could be directly back to the gel
by visible light irradiation at room temperature.


Morphologies of the xerogels


To obtain visual images of the assembled AZO-C16 from various
organic solvents, themorphologies of the xerogels obtained from
AZO-C16 were investigated by SEM. DMF and dioxane xerogels
were obtained from corresponding initial gels with a concen-

Figure 1. Pictures of the sol–gel transition ofAZO-C16 in DMF (10mg/ml).
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tration of 10mg/ml, while THF xerogel was obtained from the gel
of 12mg/ml. All of the micrographs of the xerogels from the
above three solvents show one-dimensional aggregation (Fig. 3),
but the solvent influences the morphology of the fibres to a
certain extent. In the DMF xerogel, one can consistently observe a
well-developed network structure composed of fibrous aggre-
gates, with the length of several micrometres and the diameters
of 100–200 nm (Fig. 3a). Some of the fibres self-assembled to form
right- and left-handed helical structure (Fig. 3a and 3b). This result
indicates the cyclohexyl core of the gelator induced the helically
self-aggregated morphology. To our surprise, the helical self-
assembly is not so clearly expressed at the supramolecular level in
THF and dioxane gels. In THF, the xerogel has a smooth belt
structure with the width of the belt in the range of 50–200 nm
(Fig. 3c). The xerogel from dioxane also shows one-dimensional
fibres, several of the fibres aggregated to form bundles with the
width about 500 nm (Fig. 3d). After a gel to sol transition by 2 h UV
irradiation (365 nm) in DMF, and followed by 30min 440 nm
visible light irradiation, the obtained precipitates gave a
morphology as shown in Fig. 3e and 3f. It is obvious that the
precipitates are in fact also composed of fibre-like entities
(Fig. 3f ). This implies that the packing of the molecules in the
precipitates is similar to that in the gel. However, as the overall
three-dimensional network of fibres cannot be fully developed at
a temperature far from Tg, the reversibility of a gel upon visible
light cannot be realized at room temperature in DMF. Whereas for
the gel with a lower Tg such as CHCl3 gel, the irradiation-induced
cis-sol can be reverted to gel even at room temperature (20 8C).


The structure investigation of the gels


To study the driving force of gel–sol process, temperature-
dependent 1H NMR spectra were examined. 1H NMR spectra of
AZO-C16 (ca. 10mg/ml in CDCl3, Tg¼ 58 8C) at 20, 40 and 60 8C
are shown in Fig. 4. 1H NMR spectrum of aromatic proton in
AZO-C16 displayed broad signals at room temperature and
became discriminable at higher temperature. The proton signal
of the amide groups (Ha, Scheme 1) at 20 8C was very weak. At
40 8C, a broad signal at about 8.38 ppm assigned to the protons of
amide groups was detected and high field shifted to 8.18 ppm at
a temperature of 60 8C. Hb also slightly went to the higher field
positions with the increase in the temperature (7.74–7.71 ppm
from 20 to 60 8C). Other proton signals have almost no change

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 338–343







Figure 2. Absorption spectral changes of AZO-C16 in the solutions of dioxane (a), DMF (b)
(1.0� 10�5M, 10mm cell) and gels of dioxane (c), DMF (d) (1.0� 10�2M, 1mm cell), under the


irradiation of 365 nm light at room temperature
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with the temperature. These results implied that the inter-
molecular H-bonds were formed between neighbouring amide
groups at room temperature. The intermolecular H-bonds
became weaker by increase in the temperature, and as a result,
the proton signal of amide groups upfield shifted. After the
sample irradiated with 365 nm light for 3 h at room temperature,
the gel was translated to sol. From NMR spectrum of the cis-sol
sample, we can see that the amide proton Ha was obviously
upfield shifted to 7.97 ppm, while Hc and Hd were downfield
shifted to 7.87–7.85 ppm. These data indicate that the hydrogen
bonds were destroyed by trans–cis transition, thus resulted in a
gel to sol transition upon irradiation.
IR spectra of the gels were also studied to obtain the


information of intermolecular interaction of these molecules.
Figure 5A gives the comparison of the IR spectra of AZO-C16
powder and its corresponding gel and solution in THF. The IR
spectrum of pure THF was also measured as a reference. In the

Figure 3. SEM images of xerogels from DMF


left-hand helix), THF (c), dioxane (d), precipitates


visible light (440 nm) in DMF (e, 50mm and f, 10
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powder, the NH and CO stretching modes of amide groups are
located at 3286 and 1659 cm�1, respectively. These two peaks
only slightly move to 3284, 1657 cm�1 in the THF gel, respectively.
Whereas in the THF solution (5� 10�3M), the IR signals include a
strong band at about 3386 cm�1, attributed to the free NH
stretching vibrational band of amide.[15,26,27] The comparison of
the IR spectra among solution, gel and solid state indicates that
the formation of the hydrogen bond promotes the aggregation
of AZO-C16 molecules to form gel state; and the intermolecular
hydrogen bonds in the gel state are essentially similar to that of
the solid state.[11,19,26,27] The IR spectra of the gel from different
solvents of THF, dioxane and DMF are shown in Fig. 5B, from
which we can see that the two amide bands in THF and dioxane
gel are almost posited at same position. Whereas in the DMF gel,
both the NH and C——O vibration move to a lower wavenumber
(3279, 1655 cm�1, respectively). It is obvious that in a solvent
containing amide C——O moiety such as DMF, the intermolecular

(a, b, the arrow pointed to the right- and


after a gel–sol transition by UV (365 nm) and


mm) 3
4
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Figure 4. Partial 1H-NMR spectra of AZO-C16 (10mg/ml) in CDCl3 at


temperatures of 20, 40, 60 8C and that after 365 nm irradiation for 3 h at


20 8C
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hydrogen bonds were enhanced, which suggests that DMF may
participate in the formation of the aggregates.
As it pointed out in the above section, the cis-1, 3, 5-


cyclohexanetricarboxamides core reacted on the formation of
the hydrogen bonding; however, the p–p stacking of azobenzene
moieties and hydrophobic interactions of long alkyl chains may
also influence the large aggregate of the molecules in the gel
state (Scheme 2). By themolecular modelling studies,[2,15,28] it can

Figure 5. A: IR spectra of AZO-C16 in powder
5� 10�3M) from THFand the spectrum of pure THF


gels (20mg/ml) of dioxane (b), DMF (c) and THF


Scheme 2. Schematic presentation of the intermolecular hydrogen bonds be


cis AZO-C16 molecule (b)


www.interscience.wiley.com/journal/poc Copyright � 2008

be deduced that the three amide-CO and NH of AZO-C16 can
direct themselves parallel to each other and perpendicular to the
cyclohexane ring by intermolecular hydrogen bonds as described
in Scheme 2a. Similar type of stacked amide hydrogen-bonding
arrangement has been observed in a crystal structure of cis-1, 3,
5-cyclohexanetricarboxamide derivative reported by Hamilton, in
which the molecules packed as a non-central arrangement in the
structure.[28] The presence of the azo group in the trans form is
important for the formation of the complete intermolecular
hydrogen bonding between amide as well as the p–p interaction
between azo. The irradiation of UV light could induce trans to cis
transition of the AZO group. As shown in Scheme 2b, the spatial
block in the cis isomer resulted in the incomplete hydrogen
bonding of AZO-C16, which destroyed the huge aggregate of
the molecules necessary for the gelation formation. As a result, a
gel to sol transition happened upon irradiation of the UV light in
the gel state of AZO-C16.

CONCLUSIONS


In conclusion, by introducing cis-1, 3, 5-cyclohexanetricarbox-
amides core, azobenzene moieties and long alkyl chains into one
system, we obtained a versatile gelator which can widely gel
varieties of organic solvents. Electron microscopy and spectral
studies show that the gel formation is due to the aggregation of
AZO-C16 molecules into helical fibres or aggregated bundles,
through cooperative interactions of hydrogen bonding of amide
moieties, p–p interactions of azobenzene groups and hydro-
phobic interactions of alkyl chains. From this research, we have
obtained new insight toward the molecular design in the more
effective organogelator for organic solvents. Moreover, the gel is

(a), the gel (b), (20mg/ml), the solution (c,
(d). B: The IR spectra of the powder (a) and the


(d), respectively


tween trans AZO-C16molecules in the gel state (a), the structure for the
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sensitive to light irradiation and performs photochromism and
gel–sol transition by UV irradiation at room temperature. The
stimuli responsive smart supramolecular system is important in
biological application, molecular (drug) release system, sensors,
molecular devices, etc. Therefore, this research affords a good
example for design and investigation of the environment
responsive soft materials.
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Influence of colloid suspensions of humic
acids upon the alkaline fading of carbocations
M. Arias-Esteveza, G. Astrayb, A. Cidb, D. Fernández-Gándarab, L. Garcı́a-Rı́oc


and J. C. Mejutob*

J. Phys. Or

The influence of humic substances (HSs) upon the alkaline hydrolysis of crystal violet (CV) and malachite green (MG)
has been studied. Important inhibition of hydrolysis reaction has been reported. This inhibition has been explained in
terms of association of reactants to the humic substances. Kinetic results have been modelized using the micellar
pseudophase model. Copyright � 2008 John Wiley & Sons, Ltd.
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INTRODUCTION


Humic substances (HSs) make up a large portion of the organic
matter found in natural environments with a typical concen-
tration ranging from 0.1 to 200mg L�1 dissolved organic
carbon.[1] HSs are anionic polyelectrolyte that represents
65–75% of the total organic matter in soils. Average molecular
weight ranges from 2 to 400 kDa, depending on the determi-
nation method.[2] An empirical formula for the basic structure of
HA has been proposed[3]: C72H43–95O30N4 � (0–38) H2O. They are
characterized spectrosocopicaly by a strong band of aliphatic
absorption (C—H) between 2980 and 2920 cm�1 and other two
bands at 1720 and 1650 cm�1 due to the presence of carbonyl
and carboxyl groups. HSs specific surface is around 900m2 g�1


and their negative surface charge presents a large dependence
with pH (surface charge increases on increasing pH). This surface
charge is mainly due to the deprotonation of carboxyl and phenol
groups (both of them represent the 85–90% of surface charge of
humic aggregates).[1] The presence of amino groups may justify
the presence of positive charges in the humic surfaces but as
compared with the negative charges due to carboxyl and phenol
groups, it is negligible. Full ionized the capacity of cationic
interchange (CIC) is 0.3–0.6 mol(þ) kg


�1.
HSs can complex many environmental pollutants.[4,5]


In particular, they are able to complex heavy metals[6,7] (due
to presence of—COOH and—OH groups in their molecules), and
persistent organic xenobiotics[8,9] (due to presence of hydro-
phobic structures in their molecules), but also strongly interact
with mineral surfaces.[10] The interaction of HSs with xenobiotics
maymodify the uptake and toxicity of these compounds by living
organisms, and affect the fate of pollutants in the environment. If
traditionally HSs have been considered as inert, then nowadays
many aspects of their reactivity change understanding about
their role in the environmental processes and rather they are
considered as reactive carriers, influencing fluxes of substances.
In the same time just the reactivity of HS has been comparatively
little analysed, although HSs contain many groups and structures
which in similar macromolecules are responsible for their
catalytic activity.[11,12] This question is of particular importance,
as far as commonly as the main factor responsible for removal of

g. Chem. 2008, 21 555–560 Copyright �

organic xenobiotics (pesticides, PCBs, PAHs and many other
substances) are regarded micro-organisms, neglecting the role of
HSs. Amongst properties of HS possibly influencing their catalytic
activity can be mentioned in their ability to form micelles.[13–16]


There are few studies in which catalytic activity of HSs has been
compared.[11,12,17–19] In the same time the study of the catalytic
activity of HSs may be very important, considering their possible
role in the fate in biogeochemical cycling of elements and high
concentrations of HSs in natural environments. Velocity of
different reactions could be influenced by the presence of HSs.
Reactions of interest would be related to hydroxyl ion attack,
much studied to evaluate different aspects of micellar
catalysis.[20–23]


The alkaline fading of stable triarylmethyl carbocations
(Scheme 1) is a reaction with a long chemical tradition. The
rate for the process – in spite of being a cation-anion combination
– is slow enough for a conventional kinetic study, and in fact, the
reaction has become a popular one for undergraduate
laboratories.[24,25] Reaction also takes place with nucleophiles
other than OH�, a fact that has been used for the construction of
the familiar Ritchie Nþ nucleophilicity scale.[26–32] In spite of the
many studies made of the mechanism of these reactions, some
mechanistic essential details are still confused and the reaction
has become one of the main challenges to the reactivity-
selectivity principle.[33–44]

2008 John Wiley & Sons, Ltd.
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The reaction has also become a useful one for studying
chemical reactivity colloids and other micro-organized media.
One of the first studies on micellar catalysis and inhibition
referred to the alkaline fading of crystal violet (CV),[45] and these
reactions have been used later very often for studies in normal
micelles,[46–49] micelles in the presence of additives,[50–53] reverse
micelles or microemulsions[54–61] and clusters.[62] The reaction is
typically a ‘well-behaved’ one and has become an interesting
source of information on the role of the different factors that
affect overall reactivity in micelles of HSs (i.e. compartmentaliza-
tion of the reagents, characteristics of the humic aggregate as
reaction medium). The aim of the present work was to study the
catalytic activity of HSs in mentioned reactions and its
rationalization in the bases of the pseudophase model for
micellar catalysis.

EXPERIMENTAL


Reactives


All reagents were Merck or Sigma-Aldrich products of the
maximum commercially available purity, and none required
further purification. All aqueous solutions were prepared by
weight using double-distilled degasified water.

Humic substances isolation and characterization


HSs used in this study were isolated from soil.[63] The composition
of the HSs used was determined by CNH elemental analysis using
a Fisons EA-1108 elemental analyser (518 g kg�1 C, 40 g kg�1 N
and 40 g kg�1 H). Its ash content was 61 g kg�1. HSs functional
group distribution has been determined by the Schinitzer
methods.[64] The functional group distribution was: total acidity
5.99mol kg�1, COOH groups 3.30mol kg�1 and total OH groups
2.91mol kg�1.[65,66]

www.interscience.wiley.com/journal/poc Copyright � 2008

Kinetic measurements and data analysis


Reaction kinetics was recorded at 25.0� 0.1 8C in a Kontron
Uvikon 923 spectrophotometer equipped with thermostated cell
carriers (T¼ 25 8C). The disappearance of the absorbance at
590 nm (CV) and 610 nm (MG) due to dye consumption was
followed. The initial concentration of dye (8.0� 10�6M for VC and
1.5� 10�5M for MG) was always much lower than that of the
other reagents. The kinetic data always fitted the first-order
integrated rate equation satisfactorily (r> 0.999; Eqn (1)); in what
follows, kobs denotes the pseudo first-order constant:


lnðAt � A1Þ ¼ lnðAi � A1Þ � kobst (1)


where Ai, At and A1 are the absorbance at t¼ 0, at a given time,
and at t¼1, respectively.

RESULTS AND DISCUSSION


Basic hydrolysis of CV and MG in water


Although the hydrolysis of CV and MG in homogeneous media
has been thoroughly studied[67] we examine the basic hydrolysis
of both carbocations to ensure good consistency in the
evaluations of the experimental results. Figure 1 shows the
influence of [NaOH] upon the pseudo first order rate constant of
both reactions. The rate constant (kw) for the basic hydrolysis of
CV in aqueous medium is kw¼ (12.3� 0.2) M�1min�1, and the
corresponding one value for basic hydrolysis of MG is
kw¼ (181� 6) M�1min�1. They are in good concordance with
the literature.


Association of dyes to humic substances


UV spectra of CV and malachite green (MG) have been carried out
in the presence and in the absence of humic aggregates. CV and
MG UV spectra are strongly influenced by the medium.[68–73]

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 555–560







Figure 1. Influence of [NaOH] upon the pseudo first order rate constant


of basic hydrolysis of CV (*) and MG (*) in water. T¼ 25 8C


Figure 3. Pseudo-first order kinetics for alkaline fading of CV in the
presence of HSs. [HSs]¼ 24mg L�1, [NaOH]¼ 0.01M. (*) Exponential fit


(*) linearized fit (Eqn (1)) [l¼ 580 nm]


REACTIVITY IN HUMIC AGGREGATES

Figure 2 shows the changes in the UV spectra of CV in the
presence of HSs. The increase in HSs concentration implies a
decrease in the absorbance value at l¼ 580 nm. Also changes in
the spectrum shoulder (l¼�545) have been observed. The
addition of HSs results in changes of Maximum/Shoulder ratio. It
is well known that CV and MG spectrums have high sensibility to
the nature of the solvent and the chemical environment of the
molecule, hence, large solvatochromic effects were reported in
the literature[68–73] as well as the formation of ionic pairs between
the CV and different substrates.[74–77] In particular this result was
observed previously in the literature due to the sorption of CV to
other colloid aggregates.[78–81] Similar results (data not shown)
were found for MG. In both cases the association of dyes to the
HSs has been proved.


Basic hydrolysis of dyes in the presence of HSs


The influence of humic aggregates on the alkaline fading of VC
and MG has been studied. The concentration of HSs has been
varied between 0 and 24mg L�1. To minimize the possible

Figure 2. UV spectrum of CV in the presence of humic substances. Dot
line CHSs¼ 0mg L�1, dash-dot line CHSs¼ 1.0mgL�1, dash-dot-dot line


CHSs¼ 2.0mg L�1, dash line CHSs¼ 4.0mg L�1, solid line CHSs¼ 8.0mg L�1.


[CV]¼ 8.5� 10�6M
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consumption of NaOH by HS, for each concentration of HSs the
influence of NaOH concentration on the basic hydrolysis of both
carbocations was investigated. Figure 3 shows a typical
Absorbance versus time trace for this reaction. Solid line
represents the satisfactory fit of Eqn (1) to experimental results.
The NaOH concentrations were 0.01, 0.02, 0.03M for the
basic hydrolysis of CV and 0.001M, 0.002M and 0.003M for
the basic hydrolysis of MG. These concentrations of NaOH imply
that all humic acid would be as sodium humate.
Figures 4 and 5 show the influence of NaOH concentration for


different HSs concentrations for CV and MG fading, respectively.
From the slope of these linear fits the apparent bimolecular rate
constant (k2,app) for our reactions is obtained.
The presence of HSs inhibits the basic hydrolysis of both


carbocations. Figures 6 and 7 show the influence of HSs upon the
apparent bimolecular rate constant for our reactions (k2,app). The
presence of HSs implies an inhibition of 4.5 times in the CV fading
and 24 times in the MG hydrolysis. This inhibition is due to the
association of carbocations to the HSs substances and it can be
explained in terms of pseudophase model.

Figure 4. Influence of [NaOH] upon pseudo-first order rate constant for


alkaline fading of CV in the presence of HSs. (*) [HSs]¼ 2mgL�1. (*)


[HSs]¼ 4mg L�1. (D) [HSs]¼ 8mg L�1


iley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Figure 5. Influence of [NaOH] upon pseudo-first order rate constant for
alkaline fading of MG in the presence of HSs. (*) [HSs]¼ 2mg L�1. (*)


[HSs]¼ 4mg L�1. (D) [HSs]¼ 8mg L�1


Figure 6. Influence of [HSs] upon apparent bimolecular rate constant for
alkaline fading of CV


Figure 7. Influence of [HSs] upon apparent bimolecular rate constant for


alkaline fading of MG
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Pseudophase model


Over the last years, our research group had carried out an
exhaustive study of reactivity in microheterogeneous media, and
the pseudophase model had been used for a satisfactory
quantitative interpretation of a large amount of kinetic results in
different microheterogenoeus aggregates (as micelles,[82–84]


microemulsions[85–94] or vesicles[95,96]). In HSs dispersions the
loci of reactionmay be inside the HSs aggregate, in the aggregate
surface (at Stern Layer) or at the bulk solvent. The nature of
the HSs aggregate, like the interior of a micelle, formed by the
hydrophobic portion of the HSs, is not fully understood. But,
taking into account the knowledge of micelles, the centre of the
HSs aggregate would be similar to liquid hydrocarbon and that
water can penetrate the aggregate, so that part of the hydro-
carbon chains of HSs from the hydrophilic groups would be
exposed to the water. A carbocation adsorbed in the very inner
part of a micelle would be inert to hydroxide ion because the
anionic nucleophile is certainly absent in the hydrocarbon core.
The HSs surface is another possible site of carbocation


adsorption. The ionic portions of the HSs form highly charged
surfaces which attract small counterions from the solution in
order to relieve electrostatic repulsion. Thermal motion, which
tends to produce uniform distribution of the ions, disturbs the
ionic array resulting in the well-known electrical double layer.
Basic hydrolysis of carbocation can be sensitive to ionic strength
changes, so that the high concentration of ions at the double
layer would itself greatly affect the reaction. However, adsorption
of a dye at the surface of an anionic could result in considerable
rate enhancement because some ionic groups of HSs surface can
act as nucleophiles and promote himself the fading of the dye.
On the other hand, long-range electrostatic effects originating
from the charged HSs interface could well be a major factor
affecting hydrolysis rates inside this region resulting in an
inhibitory effect. Moreover, electrostatic considerations, taking
into account the negative surface charge of HSs, can justify the
absence of HO� from the vicinity of HSs aggregate.[97–101]


Whereas, in the case that HO� can approximate to HSs aggregate,
we must take into consideration the fact that HSs is a very
compact unit, then most of the interior water will be highly
structured and in these conditions is well known that basic
hydrolysis would be markedly impeded.
A third possibility is that the carbocations are not adsorbed by


the HSs aggregates and exist in the free water.
To decide the possible mechanism, we now direct our


attention to Figures 6 and 7 which show that HSs inhibit
hydrolysis of VC and MG. The remarkable rate inhibitions may be
explained by carbocation adsorption into the hydrocarbon centre
of the aggregate where presumably there is no anionic
nucleophile (HO�) (vide supra). Alternatively, adsorption could
occur within the outer aqueous areas of the aggregate where the
hydroxide ion concentration might be greatly reduced because
of electrostatic factors originating at the HSs surface. The former
reason can be neglected taking into account the fact that both CV
and MG are ionic substrates. Hence, it would be more reasonable
to assume that both of them would not be located in the core of
the aggregate. The location of VC and MG in the Stern layer is the
most rationale location for our carbocations. The large inhibition
observed (Fig. 8) would probe also that the reaction occurs in the
bulk water. There are not any other reaction pathways for the
alkaline fading of carbocations by the attack of the nucleophilic
groups of HSs surface.

John Wiley & Sons, Ltd. J. Phys. Org. Chem. 2008, 21 555–560







Figure 8. Fit of experimental data to Eqn (3). (*) CV and (*) MG.


T¼ 25 8C


REACTIVITY IN HUMIC AGGREGATES

Taking into account all these considerations, we can pro-
pose the following reaction (Scheme 2):
This model yields the following equation (Eqn (2)):


k2;app ¼ kw
1þ Ks½HSs�


(2)


This equation can be easily linearized as


1


k2;app
¼ 1


kw
þ Ks
kw


½HSs� (3)


where kw is the bimolecular rate constant in bulk water, Ks is the
binding constant of the substrate to the HSs {Ks¼ [CV]s/
([CV]w[HSs]) and Ks¼ [MG]s/([MG]w[HSs]) for CV and MG,
respectively}. The values of kw used were the corresponding
one in bulk water (vide supra). The quality of the fit of the
experimental data (Fig. 8) to Eqn (3) was satisfactory. The values of
r for the linear fit were 0.9709 and 0.9807 for CV and MG,
respectively.
The binding constant of carbocations to the HSs was for CV


and MG, respectively Ks¼ (0.13� 0.01) mg�1 L and Ks¼
(0.65� 0.05) mg�1 L. The higher inhibition of HSs upon the
basic hydrolysis of MG that CV reaction is due to the higher
value of Ks for this reaction. This value of Ks for MG is related to
the lower polarity of this carbocation that CV (CV has got
dimethylamino groups in para position in the three benzenic
rings while MG has go only dimethylamino groups in two
benzenic rings – refer to Scheme 1). For this reason the MG can
penetrate deeply in the HSs.

Scheme 2.


J. Phys. Org. Chem. 2008, 21 555–560 Copyright � 2008 John W

CONCLUSIONS


The kinetic effect of the presence of HSs can be modelized using
the pseudophase model. The HSs are colloid dispersions in water
and their influence upon chemical reactivity can be rationalized
considering that HSs are micelle-like colloids. The observed
behaviour is similar to the observed one in traditional
micelles.[102,103]
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Kinetics of interaction of palm ethyl biodiesel
with three different polymer materials
Giselle Lutza and Julio F. Mata-Segredaa*

Diesel diffuses into neoprene matrices 10% faster th

J. Phys. Or

an palm ethyl biodiesel at 20-C. In contrast, the palm biodiesel
soaks highly plasticized PVC five times faster than diesel. Phthalate plasticizer leaks from the PVC matrix 14 times
faster when biodiesel is the absorbed liquid, relative to petrodiesel. This biodiesel penetrates polybutadiene-styrene
resins at rates that depend on the ratio of phenyl to CH——CH units in the resins. Copyright � 2008 John Wiley &
Sons, Ltd.


Keywords: biodiesel; diesel; resin and elastomer compatibility; diffusion in polymer matrices

INTRODUCTION


Reservoirs, pipes and fittings made of thermoplastic materials are
widely used in industries where storage and conveyance of
liquids requires high-quality construction materials, featuring
excellent corrosion resistance. Stainless steel, coated steel, glass
and ceramic materials can often be advantageously replaced by
thermoplastic materials, thus ensuring safety, reliability and
economic benefits under similar operating conditions.
The deleterious effect of liquids on plastics and elastomers can


be explained by the following sequence of events: swelling of the
polymer matrix, leaching of plasticizers from the solid and the
actual dissolution of the polymer itself.
Plastic equipment adequate for hydrocarbon fuel handling


may not necessarily be adequate for the case of fatty esters
(biodiesel). This situation poses a safety threat in garages and
farms where this kind of material is used not only as fuel, but also
as cleaning fluid and lubricant. A great deal of qualitative
information can be found on the compatibility of biodiesel with
polymer materials.[1–6]


The rate factor in liquid–polymer interaction is important for
the safety aspects of biodiesel handling (containers, hoses,
fittings, stopcocks, etc.). Thus, studies on the kinetics of
absorption of biodiesel by polymer matrices were deemed
desirable. Numerical data on the interaction of liquid bio-organic
materials with plastics and elastomers are useful, because they
allow the establishment of accurate safety regulations for the
handling of these liquids.
We report on the absorption of palm ethyl biodiesel by three


different types of polymer materials: neoprene, polybutadie-
ne-styrene polymer (high-impact polystyrene, HIPS) and highly
plasticized PVC.
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Diffusion through the absorbent matrix


The process of diffusion of a mobile species in and through an
absorbing solid of certain shape and dimensions is described by

g. Chem. 2008, 21 1068–1071 Copyright

Fick’s second law:


@C
@t ¼ Dir2C (1)


where C is the concentration of the diffusing species at some
point in the solid matrix at time t, and Di is its apparent internal
diffusion coefficient. This definition of Di implies isotropic nature
of the diffusion process. When the concentration of the mobile
species at the liquid–solid interphase is constant (C0), integration
of Eqn (1) yields the following working solution, along each of the
Cartesian coordinates (q¼ x, y or z):[7]


Cðq; tÞ ¼ Coerfc
qffiffiffiffiffiffiffiffiffi
4Dit


p
� �


(2)


where the erfc symbol stands for the complementary error
function.
The quantity


ffiffiffiffiffiffiffiffiffi
4Dit


p
is called the diffusion length and gives a


measure of how far the concentration of the mobile species has
propagated in the q direction by diffusion in time t.
The degree of saturation of the solid matrix by the diffusing


species can be defined as F ¼ C
�
ðtÞ= C


�
ð1Þ, where C


�
ðtÞis the mean


concentration of the mobile species within the matrix volume (V)
at time t and C


�
ð1Þ is the concentration at equilibrium. Thus,


C
�
ðtÞ ¼ 1=V


R
V CðV ; tÞdV .


The particular algebraic formulas for the relationship between
F and t are different for spherical particles, plates, rods or any
other geometry. Those particular expressions incorporate the
geometrical features of the absorbing bodies such as radii,
cross-sectional diameters, and thickness.

� 2008 John Wiley & Sons, Ltd.
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INTERACTION OF PALM BIODIESEL WITH POLYMERS

For times shorter than equilibrium periods, one obtains the
general relation:


lim
t!0


F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Geometric factor� Di � t


p
(3)


where F is the fractional attainment of equilibrium at time t.
Experiments carried out with different liquids on solid samples of
polymers with the same geometrical features provide the means
of obtaining relative values of Di, by comparison of the slopes in
F versus


ffiffi
t


p
plots. Indeed, linearity of F �


ffiffi
t


p
data indicates


conformity of the data with Fick’s second law.
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Figure 1. Absorption of petrodiesel by a neoprene matrix at 208C
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Figure 2. Absorption of palm ethyl biodiesel by a neoprene matrix


at 208C

RESULTS AND DISCUSSION


Neoprene


The value of the Hildebrand solubility parameter of neoprene is
dH¼ 18.4 (J cm�3)½.[8] The dH values of petrodiesel and palm ethyl
biodiesel are 16.6� 0.2 (J cm�3)½ and 17.3� 0.6 (J cm�3)½,
respectively.[9] The two liquids have dH lower than neoprene.
None of the two liquids is expected either to dissolve or degrade
the elastomer, but swelling of the polymer matrix is the process
expected.
The neoprene gaskets of the same size and shape were


immersed in glass beakers containing the particular liquid of
interest. The inorganic filler in the elastomer accounted for 5.4%
ash. The amounts of total swelling (mass wise) at equilibrium
were 189% for diesel and 97% for palm ethyl biodiesel. Table 1
gives the rate equations and the Di value relative to petrodiesel,
and includes the observations for palm olein and brake fluid.
The neoprene tubing was cut into square pieces with total


30 cm2 surface area. The amount of filler in thismaterial accounted
for 48.7% ash. The degree of swelling at equilibrium for diesel was
107 and 93% for biodiesel. The degree of swelling is now different
for diesel, due to the different relative amounts of neoprene and
inorganic filler in the twomaterials (neoprene-rich hydraulic brake
gasket vs. hose). F versus


ffiffi
t


p
data for the absorption experiments


with petrodiesel and biodiesel are shown in Figures 1 and 2,
respectively. The Fickian expressions are as follows:


ðaÞbiodiesel F ¼ ð1:20� 0:01Þ � 10�3 s�1=2
ffiffi
t


p
; r2 ¼ 0:997


ðbÞpetrodiesel F ¼ ð1:25� 0:02Þ � 10�3 s�1=2
ffiffi
t


p
; r2 ¼ 0:996


Data reduction according to Eqn (3) gives Di
Biodiesel/


Di
Diesel ¼ 0.92� 0.01. This value is identical to the quotient


observed with the gasket material, Di
Biodiesel/D


i
Diesel ¼ 0.89� 0.03.

Table 1. Rate equations for the diffusion of the organic
liquids into neoprene gaskets, T¼ 208C


Liquid Rate equation Di/Di
Diesel


Brake fluid F¼ Zero Zero
Palm triacylglycerol F¼ Zero Zero
Petrodiesel F¼ (1.23� 0.03)�


10�3 s�½
ffiffi
t


p 1


Palm ethyl biodiesel F¼ (1.10� 0.03)�
10�3 s�½


ffiffi
t


p 0.89� 0.03
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It is interesting to point to the result that the relative diffusion
of biodiesel in neoprene matrices is nearly independent of the
amount of inorganic filler used in their formulation.
Though biodiesel diffuses 10% slower than petrodiesel in


neoprene matrices, care must be taken in avoiding the use of
common industrial neoprene hoses for the conveyance of either
biodiesel or petrodiesel.
Common brake fluids are materials made of polyalkylene glycol


ethers. The polarity of thesematerials correlates well with its lack of
penetration into the neoprene matrix. This solubility feature is also
reflected in the difference between the average value of
Hildebrand dH for different glycol ethers [20 (J cm�3)1/2][10–12]


and the value for neoprene [18.4 (J cm�3)1/2].[8]


The palm TAG is less polar than brake fluid, but does not
penetrate the synthetic rubber matrix either, probably due to
steric reasons. The apparent molar volume of the oil can be
calculated from its mean molecular weight and density.[13] The
palm TAG has 0.92 dm3/mol, a value about three times greater
than for palm ethyl biodiesel (0.34 dm3/mol). Again, a difference
is also observed in the dH values of neoprene (18.4) and the
estimated value for the TAG (13).[14]


Plasticized PVC


The tubing sample was cut into square pieces of 13 cm2 total
surface area. The solubility parameter of PVC materials is of the
order of 20 (J cm�3)½.[10–12] Figure 3 shows clearly both the
swelling process and the leaching of the phthalate plasticizer,
from the solid matrix to the outer petrodiesel or biodiesel phases.

n Wiley & Sons, Ltd. www.interscience.wiley.com/journal/poc
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Table 2. Initial fluxes of different biodiesel samples into a
highly plasticized PVC matrix, T¼ 208C


Liquid lim
t!0


dm=dt
Area ðgh�1m�2Þ


Petrodiesel 5.4� 0.6
Palm ethyl biodiesel 24� 5
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Figure 3. Absorption of petrodiesel (^) and palm ethyl biodiesel (&) by


highly plasticized PVC at 208C
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Figure 4. Absorption of palm ethyl biodiesel by HIPS resin A at 208C
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Fitting of the initial m-time data points to Eqn (3) would lack
precision because, the corresponding m1 values are at best
difficult to determine, due to the counter flow of plasticizer and
entering liquid. Therefore, Table 2 gives initial flux values rather
than diffusion coefficients. The result is now opposite to the
observation in the case of neoprene. Biodiesel enters the polymer
matrix about five times faster than petrodiesel.
The overall mass loss of the PVC sample is 20% after 3 months


of immersion in biodiesel and 6% in the case of petrodiesel. The
descending parts of the two curves fit well a monoexponential
decay rate equation. Table 3 shows the specific rates of plasticizer
loss (k ¼ ð�dm=ðm�m1ÞÞ=dt). Fatty-ester promotion of plas-
ticizer loss is 14 times faster than the action of petrodiesel.
Kim et al.[15] reported that the rate of migration of


di-(2-ethylhexyl) phthalate [dH¼ 16.2(J cm�3)1/2],[10–12] from
highly plasticized PVC sheets to acetonitrile or aqueous ethanol,
obeyed a t½ law. The leaching process was faster and greater
when polar acetonitrile was the absorbed liquid. Our observation
for the case of petrodiesel and biodiesel is analogous to the
results reported by those authors.
Neither liquid in their experiments soaked the polymer matrix


as thoroughly as petrodiesel or biodiesel. The swelling pressure
developed inside the polymer matrix in our case, is likely to act as
a significant driving force for the migration of the phthalate
plasticizer. As the plasticizer leaks, the mechano-chemical
potential inside the matrix decreases and so does the rate of
leakage, in contrast to Fickian behaviour which depends only on

Table 3. First-order rate constants for the migration of
plasticizer from a PVC matrix, 208C


Liquid 103 k (h�1)


Petrodiesel 0.34� 0.01
Palm ethyl biodiesel 4.9� 0.7


www.interscience.wiley.com/journal/poc Copyright � 2008

concentration gradients. This must show itself as obedience of
the system to a first-order kinetic scheme.
After 3 months, the final effect of the action of petrodiesel and


biodiesel on the highly plasticized PVC is the transformation of
the flexible material into a rigid brittle material, due to
crystallization of the polymer in the absence of the plasticizer.
The phenomenon though well known qualitatively, can now be
considered in terms of quantitative mean leaching times (1/k);
2.9� 103 h for the action of petrodiesel and 2.0� 102 h for palm
ethyl biodiesel.


HIPS resins


These materials are microscopic ‘two-phase’ systems where
polybutadiene-rich (PB) particles are embedded in a larger
polystyrene matrix (PS). The solubility parameter of polybuta-
diene-styrene resins is around 19 (J cm�3)½.[8,10–12] Again, it is
expected that swelling of the solid material occurs with both
biodiesel and petrodiesel. Figures 4 and 5 show the F �


ffiffi
t


p
data


for the absorption of biodiesel into two different HIPS resins, A
and B. The rate equation for the case of resin A is
F¼ (1.40� 0.02)� 10�3 s�½


ffiffi
t


p
and for resin B, the equation is


F¼ (1.27� 0.02)� 10�3 s�½
ffiffi
t


p
. The quotient Di


Biodiesel(in A)/
D i
Biodiesel(in B)¼ 1.22� 0.02 results from the empirical equations.


The observed difference must be due to differences in
composition of the resin materials.
The proton NMR spectra of the resins were obtained (Cl3CD,


400MHz Varian Mercury). The solubility of HIPS materials in
chloroform is possible due their identical Hildebrand solubility
parameters; 19 (J cm�3)1/2 for the resins and 18.7 (J cm�3)1/2 for
chloroform. A laboratory sample of linear PS showed multi-
ple-absorption patterns in the range d 6.3–7.2 (phenyl protons,
total integration 5.44) and in the range d 1.4–2.1 (aliphatic
protons, total integration 3.05). Integration agrees with the
5:3 ratio expected for the linear polymer structure.
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Figure 5. Absorption of palm ethyl biodiesel by HIPS resin B at 208C
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The spectrum of resin A shows the same multiple signals in
d 6.3–7.2 (integration 3.61) and d 1.4–2.1 (integration 2.70) but
also signals at d 0.9 (aliphatic, integration 0.13) and at d 5.4 (vinyl,
integration 0.03). The vinyl protons are indicative of the
remaining carbon–carbon double bonds in the polybutadiene
chains. The ratio of phenyl moieties to residual CH——CH was
calculated as (3.61/5)/(0.03/2)¼ 48. The spectrum of resin B
shows the multiple signals in d 6.3–7.2 (integration 4.25), d 1.4–2.1
(integration 2.75), d 0.9 (integration 0.15) and d 5.4 (integration
0.10). The ratio of phenyl moieties to residual CH——CH was
calculated as (4.25/5)/(0.10/2)¼ 17. Resin A has greater phenyl/
CH——CH ratio than resin B.
The macroscopic (kinetic) result is that diffusion of biodiesel


molecules is faster, the larger the relative amount of styrene units.
Maddinelli et al.[16,17] studied the interaction of hydrocarbons


with composite polymers by NMR techniques. They found an
increase in relaxation times of the PB rubber phase protons in
HIPS after solvent exposition (c-C6D12, C4Cl6, c-C5H10), thus
suggesting an increase in the molecular mobility of the two
phases of the polymer.
The result suggests that the PB particles in HIPS pose an


obstructive effect to the diffusion of biodiesel molecules through
the resin matrix.
The rate data in this work is part of a data base under


construction that aims to allow quantitative rate predictions of
the effect of energy biomaterials on elastomers and resins.
Quantitative information and its molecular correlation are
needed to establish accurate safety regulations for the handling
of this kind of biomaterials.

CONCLUSIONS


The following conclusions are drawn from the experimental results:

1. T

J. P

he penetration of liquids into the polymer matrices studied
obeys Fick’s second law.

2. P

etrodiesel diffuses faster in neoprene matrices than palm
ethyl biodiesel.

3. P

alm ethyl biodiesel diffuses faster in highly plasticized PVC
matrices than petrodiesel.

4. P

alm ethyl biodiesel promotes the migration of phthalate
plasticizer from the PVC material 14 times more intensely
than petrodiesel.

5. T

he rate of diffusion of palm ethyl biodiesel in polybutadiene-
styrene resins depends on the ratio of phenyl to CH——CH
moieties.

1


EXPERIMENTAL


Materials


Highly plasticized PVC Tygon1 R-3603 tubing (27mm external
diameter, 20mm internal diameter) and neoprene tubing (25mm
external diameter, 20mm internal diameter) were obtained from
the stockroom. Neoprene hydraulic brake gaskets (Seiken1 JIS
D2605, 7.4mm internal diameter) were obtained from a local
auto-part dealer. Two HIPS resins used for the making of
containers for dairy products were used in this study.
Palm ethyl biodiesel was synthesized in the laboratory, by the


usual method of transesterification of oils (triacylglycerol, TAG)
with either methanol or ethanol (NaOH as catalyst).[9]

hys. Org. Chem. 2008, 21 1068–1071 Copyright � 2008 Joh

Palm olein was a gift from Palmatica, Costa Rica. Brake fluid
(Prestone1, polyalkylene glycol ethers) was obtained from a local
auto-part dealer.


Rate measurements


The materials were cut into convenient square pieces of different
surface areas. The hydraulic brake gaskets were used as such. The
solid samples were immersed in 50 cm3 of the particular liquid
under study. The samples were removed at regular intervals, and
the surface-adhered liquid drops were wiped by carefully
pressing the samples in between paper towel and weighed on
a digital balance. The kinetic parameters were determined by
linear fitting of F versus


ffiffi
t


p
data according to Eqn (3), where


F¼ (m�m0)/(m1�m0). The experiments were carried out in a
temperature-controlled room at 20� 28C.
The rate of leaching of phthalate plasticizer from the PVC


matrices was calculated by fittingm-time data to a first-order rate
law, by nonlinear least-squares fitting.
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